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Abstract— The increasing volume of images published digitally requires social science and communication researchers to employ methods able to perform visual content analysis at a large scale. Ongoing advances in machine vision and the ability to automatically detect objects, concepts and features in images provide a promising opportunity to address this challenge, yet it is often not feasible for social science researchers to develop their own custom classifier given the volume of images, resources and technical expertise needed. We therefore propose a research protocol with which existing pre-trained (commercial) models can be used for theory-building purposes despite their black box approach.
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I. INTRODUCTION

The increasing volume of images published online requires communication and social science researchers to employ methods able to perform visual content analysis at a large scale. Ongoing advances in machine vision, especially the ability to detect objects, concepts and features in images, provide a promising opportunity to address this challenge. Communication research using these new methods, however, is still scarce and, given the volume of images needed for algorithm training and the resources and technical expertise necessary [1], it is often not feasible for social science researchers to develop their own custom classifier. Moreover, such a specific tool would only be applicable to one narrow research purpose, which for social science research is disproportionate to the investment needed for development.

Therefore, it seems efficient to refer to adapt machine vision APIs either offered commercially or as pre-trained models. Such pre-trained models can be deployed for communication research with supposedly little to no manual coding. However, researchers face a difficulty: they often cannot access the classification and basic labeling structure of these classifiers, and thus have to cope with results from a black box. In addition, many of these models were not trained with social research purposes in mind, and may therefore not fit directly with the theories and concepts relevant to communication researchers, either because of task (e.g. recognizing common objects), domain (e.g.: website pictures) and genre (e.g.: holiday pictures) differences. We use Corporate Social Responsibility (CSR) communication in corporate websites as a case study.

This work was carried out on the Dutch national e-infrastructure with the support of SURF Cooperation (HPC Cloud).

II. OBJECTIVES AND RELATED WORK

To overcome these issues, we propose a research protocol which enables social scientists to use pre-trained models for their research. In this sense, our work complements earlier research that currently makes use of pre-trained models (e.g., [2], in the context of brand-related social media posts) by proposing a protocol to be used when interpreting the output of pre-trained machine vision models. Moreover, our proposal also extends corporate communication research in corporate websites, which has focused primarily on text [3], or employed manual content analysis for the categorization of images [4]. This opens, therefore, the door to other modes and multimodal forms of communication.

III. PROTOCOL AND APPROACHES

We propose a research protocol that involves the development of a theory-driven codebook encompassing the (latent and manifest) variables that are interesting for the study. After the development of this codebook, a random sample of images is manually annotated by human coders. This manually annotated sample is then considered as the golden standard that should be achieved by automated labelling. Given the wide variability and complexity of (latent and manifest) variables that may be theoretically interesting for social science researchers, we propose three approaches to use the output of pre-trained models as an input for a classification task having the manually annotated sample as a target: (1) Expert-driven approach (in which an expert associates the labels provided by the pre-trained models with the categories in the codebook), (2) Supervised models (in which supervised machine learning algorithms are used, with the labels provided by the pre-trained models as features, and the manual annotations as targets), and (3) Unsupervised models (in which, for example, LDA models are used with the labels provided by the pre-trained models as input).

IV. PRELIMINARY RESULTS

A random sample of 900 images extracted from the corporate websites of top 25 European companies was manually coded for key CSR topics (People, Planet or Profit), and pre-trained models from Clarifai, Google and Microsoft were tested. The expert-driven approach had average F1-scores above 0.7 (People, Planet) or 0.6 (Profit), whereas the supervised approach had average F1-scores above 0.8 (People, Planet) or 0.7 (Profit). When used as input for supervised classifications, LDA topic models scored in average better than the expert or the supervised approach, while having lower F1-scores and validity when attempting to predict the three categories at the same time.
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