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Chapter 4

Design and Implementation of
the Federated Information
Management System for VEs

4.1 Introduction

As identified during the requirement analysis phase of the DIMS, Virtual Enterprise
members need to have access to up-to-date information that is physically distributed
among different nodes in the VE network. This is necessary in order to support for
instance, the basic data exchange operations among VE members, as well as more
sophisticated functionalities regarding the coordination and monitoring of the tasks
that are being independently executed by different VE members. Clearly, an advanced
information management mechanism is needed to be designed and implemented in
order to provide transparent access to VE distributed information. In principle, the
design of this mechanism could be based on a single globally accepted VE schema,
through which different VE nodes can make available their information to all the
other nodes that represent actual or potential VE partners. Through this single global
schema, enterprises would have access to an integrated view of the VE distributed
information and the physical location details of the data would remain hidden.
However, due to the competitiveness of pre-existing enterprises and their pro-
prietary information, it is not realistic to assume in the design of the information
management platform for the VE network, that such a single global schema can be
used to define all the information that is visible and exchanged by all partners. For
instance, it is evident that the degree of trust among competitive enterprises in a
VE is limited, and that each enterprise needs to precisely define the access rights
and visibility levels on its local information for every other VE member. Besides the
issues of trust and protection of sensitive information, there are many other factors
that determine the information access rights among individual VE members, such as:
the relationships with other VE members (e.g. producer, consumer, retailer) within a
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given distributed production chain, the function that they play in the VE (e.g. coor-
dinator, supervisor, regular partner), and the legal rights/obligations that they may
have acquired through the VE contracts.

In order to address these and many other issues identified during the requirement
analysis phase, the approach for VE information management adopted in the design
of the DIMS is based on a federated database architecture [71, 11]. In particular,
the design of the DIMS accomplished in the context of the ESPRIT PRODNET II
project and described in this dissertation, introduces a “VCL integrated schema”
that not only supports transparent access to distributed VE information, but at the
same time it allows the proper definition of access rights among VE members through
the creation and maintenance of export schema hierarchies defined on the local VCL
database schema.

The main objective of this chapter is to describe the general design and implemen-
tation of the DIMS federated architecture and its internal components. In particular,
the main DIMS elements that are analyzed in this chapter include:

a. The VCL federated schema that provides an integrated definition of both the
local and the distributed VE information that can be accessed by end users and
applications at each VE node.

b. The DIMS Export Schema Manager, which allows each VE member to create
export schemas hierarchies that implement the proper access rights and visibility
levels on the local information that needs to be shared with other VE members.

¢. The Federated Query Processor, whose major goal is to handle the local and
distributed queries issued on the VCL integrated schema, while respecting the
access rights defined at each node through the export schemas. The DIMS
federated query processor also incorporates a workflow-based mechanism to in-
teroperate with the internal systems of the company in order to retrieve the
most, up-to-date information when required.

d. The DIMS Server Agent, which supports the interoperability between the in-
ternal DIMS elements and the other VCL components and external enterprise
systems.

Additionally, this chapter illustrates the actual application of these generic DIMS
components and mechanisms in the context of the general PRODNET VE demon-
stration scenario.

Consequently, the structure of this chapter is organized as follows. Section 4.2
presents the general approach for the design of the DIMS architecture and introduces
its major internal components. Section 4.3 focuses on design of the VCL integrated
schema and its high-level data structures (based on the requirement analysis phase
described in Chapter 3). Section 4.4 provides a more detailed analysis of the concepts
of roles and access rights definitions for VE partners, and how they are properly sup-
ported by the DIMS Export Schema Manager Tool (ESMT). Section 4.5 describes
the specific tasks associated with the DIMS Federated Query Processor (FQP) com-
ponent, and illustrates how they are assisted by internal VCL workflow management
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activities. Section 4.6 addresses more specific design and implementation details re-
garding the DIMS interoperable Server Agent component. Section 4.7 demonstrates
the application of the aforementioned DIMS architectural components and mecha-
nisms in several actual VE scenarios in PRODNET. Section 4.8 includes some possi-
ble directions for future work and extensions to the DIMS functionalities, focusing on
the export schema management approach. Finally, Section 4.9 summarizes the main
conclusions of this chapter.

4.2 General Approach for the Design of the DIMS

In the next sections, the details of the DIMS reference architecture and its main
internal components are described.

4.2.1 The DIMS Three-tier Architecture

In addition to the traditional client-server applications, some multi-threaded applica-
tions are conveniently modeled using a three-tier architecture, also called client-agent-
server architecture. In this architecture the client is only concerned with presentation
services. The agent (or application server) processes the application logic for the
client tier, hiding the underlying implementation and access details of the server tier
and adding higher level support functionalities for the client. In this way, the server
tier is designed in order to encapsulate lower-level implementation details of the data
management services required by the agent tier.

In this sense, the DIMS design and implementation approach follows a three-tier
architecture of this type (please see Figure 4.1). The client tier is represented by all
the other VCL components that request DIMS services via a DIMS client library.
The applications server (agent) is represented by the DIMS Server Agent, together
with the other DIMS internal operational components. The DIMS Sever Agent acts
as a client of an internal database server (i.e. Oracle), which in turn represents the
server tier in this scenario. Bearing in mind this general three-tier architecture will
help understanding the relationships among some DIMS components that will be
addressed in forthcoming sections of this document.

DIMS Server Agent and
internal components

Other VCL
components and
external modules

Server Agent Tier

DIMS Database Managelga
(ORACLE server)

Figure 4.1: General DIMS three-tier architecture.
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