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A $^{220}$Rn source is deployed on the XENON100 dark matter detector in order to address the challenges in calibration of tonne-scale liquid noble element detectors. We show that the $^{212}$Pb beta emission can be used for low-energy electronic recoil calibration in searches for dark matter. The isotope spreads throughout the entire active region of the detector, and its activity naturally decays below background level within a week after the source is closed. We find no increase in the activity of the troublesome $^{222}$Rn background after calibration. Alpha emitters are also distributed throughout the detector and facilitate calibration of its...
I. INTRODUCTION

Significant experimental progress in particle physics continues to be made in searches for rare events such as neutrinoless double-beta decay [1] or scattering of dark matter particles [2]. Experiments that use the liquid noble elements xenon or argon are at the forefront of these searches [3–8]. As these detectors are scaled up to improve their sensitivity, the self-shielding of external radioactive sources yields lower backgrounds and thus further improvement in detector sensitivity. However, this feature renders calibration with external sources impractical and necessitates greater efforts to fully circulate and purify a detector of greater volume.

II. THE XENON100 DETECTOR

The XENON100 detector, described in detail in [14], is a cylindrical liquid/gas time projection chamber (TPC) that is 30 cm in height and diameter and uses 62 kg of high-purity liquid xenon as a dark matter target and detection medium. An energy deposition in the TPC produces scintillation photons and ionization electrons. The photons provide the prompt scintillation signal (S1). For the measurements presented here, the cathode, which is biased at −12 kV and positioned at the bottom of the TPC (Z = −300 mm), is combined with a grounded gate and an anode, biased at 4.4 kV and placed near the liquid-gas interface (Z = 0 mm), to define an electric field of 400 V/cm in the liquid volume. This field drifts the electrons from the interaction site to the liquid-gas interface, where an 8.8 kV/cm field extracts the electrons into the gas phase. Then, a second signal (S2) is generated through proportional scintillation. Both S1 and S2, measured in photoelectrons (PE), are observed by two arrays of photo-multiplier tubes (PMTs), one in liquid xenon at the bottom of the TPC below the cathode and the other in the gaseous xenon above the anode. The TPC is surrounded by a veto region containing 99 kg of liquid xenon. For the data reported here, this volume was not instrumented and thus only serves as a passive volume.

A diving bell is used to keep the liquid level constant between the gate and anode meshes. Gaseous xenon is continuously recirculated at 2.6 s.l.m. through a purification loop. The returning gas pressurizes the diving bell to approximately 2.1 atm, with most of the gas pressure being relieved in the veto through a pipe that is used to define the height of the liquid level. In a separate loop, gaseous xenon is liquefied and returned to the top of the detector. This open design results in a vertical temperature gradient of 0.8 K over the height of the TPC.

III. 220Rn DECAY CHAIN AND OBSERVED TIME EVOLUTION

We present the results from a calibration campaign using a 33.6 kBq $^{220}$Rn source. The suitability of this source for its employment under low-background conditions was previously reported in [15]. The source contains $^{228}$Th electrolytically deposited on a stainless steel disc 30 mm in diameter and housed in a standard vacuum vessel that is connected to the xenon gas purification system using 1/4"
VCR piping. The $^{220}$Rn atoms emanate from the source and are flushed into the TPC through the xenon gas stream. With approximately 20 m of piping and a $(40 \pm 10)\%$ source emanation efficiency, we estimate that we acquire $(1.8 \pm 0.5) \times 10^9$ $^{220}$Rn atoms in the entire detector while the source is open for 1.7 days. A total of $1.7 \times 10^7$ decays are observed in the active region during the full calibration run, while the remainder is in the veto region.

The relevant portion of the $^{220}$Rn decay chain is shown in Fig. 1. We first address the overall viability of this calibration source and defer the description of the respective event selection criteria to the following sections, which also detail the physics that can be extracted from each of the steps in the decay chain. Figure 2 shows the isotopic temporal evolution as observed in XENON100. These rates are corrected for deadtime effects, which arise from significant DAQ saturation due to a trigger rate of $O(100)$ Hz while the source is open. Deadtime information is recorded once per minute.

The short-lived isotopes, $^{220}$Rn ($t_{1/2} = 55.6$ s) and $^{216}$Po ($t_{1/2} = 0.145$ s), grow into the active region of the detector within minutes after opening the source, and they quickly decay once the source is closed. Delayed coincidence of $^{220}$Rn and $^{216}$Po provides the means to detail fluid dynamics within the detector volume. The flow pattern of particles is particularly interesting because it has the potential to improve the efficiency of purification systems through the identification of dead regions. Furthermore, the pattern may inspire new methods to identify and reduce the $^{222}$Rn background by capitalizing on the sequence of the $^{220}$Rn decay chain. Due to the one-minute intervals in which deadtime information is recorded, no features are visible in the rise of $^{220}$Rn or $^{216}$Po activity.

The primary utility of a $^{220}$Rn calibration source comes from the ground-state beta decay of $^{212}$Pb with a $Q$-value of 569.8 keV and a branching ratio of 11.9%. This decay results in low-energy electronic recoils (2–30) keV that can be used for background calibration in dark matter searches. As we show here, the isotope’s long half-life, 10.6 hours, gives it ample time to spread throughout the entire detector volume while being sufficiently short to allow the activity to decay within a week. We find that 3 in every $10^4$ decays...
FIG. 3. Light correction map of XENON100 for high-energy alpha events, generated from $^{220}$Rn and $^{216}$Po decays. The radial parameter is defined according to the detector’s radius, $R_0 = 153 \text{ mm}$. Events at low (high) Z and low (high) radius $R$ have the highest (lowest) light collection and thus a correction factor less (greater) than unity.

are useful for low-energy electronic recoil calibration. For comparison, this ratio is 2 orders of magnitude higher than that of typical external gamma sources in XENON100, and it is expected to remain constant as detectors become larger.

The beta decays of $^{212}$Bi may be selected with high purity due to their delayed coincidence with the alpha decays of $^{212}$Po, occurring shortly afterward ($t_{1/2} = 299 \text{ ns}$). These BiPo events provide the means to confirm that the introduced activity indeed spreads throughout the entire TPC (see Fig. 6). Additionally, they yield the most accurate measurement of the introduced activity’s dissipation time of $\sim 7 \text{ days}$, as seen in Fig. 2.

Further utility of this source comes from the 2.6-MeV gamma decay of $^{208}$Tl, which is close to the 2.5-MeV double-beta decay of $^{136}$Xe. Due to other low-energy gammas that accompany it, multiple steps are created in the energy spectrum and can be exploited in calibration. The alpha decays of $^{220}$Rn, $^{210}$Po, and $^{212}$Bi can be used to calibrate position-dependent light and charge collection efficiencies at high energies (see Fig. 3).

Figure 2 also shows the expected behavior of the various isotopes based on a simple calculation of the exponential decay chain. This treatment effectively assumes instantaneous and complete mixing of all isotopes. As can be seen, this model provides an excellent description of the observed time evolution. A comparison of the short- and long-lived portions of the decay chain suggests that there are more low-energy events than expected from long-lived isotopes.

Gas routing in XENON100 causes most of the activity to be pumped and retained in the veto. A GEANT4 Monte Carlo simulation of the XENON100 detector geometry demonstrates that the probability a gamma decay of $^{212}$Pb ($^{212}$Bi; $^{208}$Tl) in the veto region induces a low-energy single scatter event in the 34 kg fiducial volume used in [24] is $6 \times 10^{-6}$ ($3 \times 10^{-5}$; $2 \times 10^{-4}$). We estimate that there are 1000 of these decays in the veto for every true $^{212}$Pb decay in the 34 kg fiducial volume. It then follows that for every 0.012 true low-energy $^{212}$Pb decays there are 0.236 events that result from the gamma decays of long-lived isotopes in the veto. Therefore, we conclude that 5% of the low-energy events that fall within the fiducial volume are truly caused by the low-energy beta decays of $^{212}$Pb. By comparison, the number of $^{212}$BiPo events ($1.6 \times 10^5$), which is $\sim 2/13$ of the total activity of the decay chain, shows that only 6% ($1.0 \times 10^6$) of the total number of observed events actually originate in the TPC.

IV. ALPHA SPECTROSCOPY

The interactions of alpha particles in liquid xenon are easily identifiable because they produce tracks with a large ionization density, which results in small S2’s and large S1’s compared to electronic and nuclear recoils. This difference is due to a higher probability of recombination and allows the alphas to be selected based on their S1 yield, thereby rejecting backgrounds from beta or gamma sources.

We derive a correction factor to account for variations in light collection efficiency across the TPC [14]. As the PMT bases in XENON100 have been optimized for low-energy events in the search for dark matter, a dedicated correction map is required to account for nonlinearity in the response of PMTs to high-energy events [18]. For each spatial bin shown in Fig. 3, the arithmetic average of the two observed mean scintillation values of the 6.4- and 6.9-MeV alpha decays of $^{220}$Rn and $^{216}$Po is calculated. Then, these values are scaled by the volume-averaged value to obtain a relative correction factor, shown in Fig. 3. The radial parameter $R^2/R_0$ is defined according to the detector’s radius, $R_0 = 153 \text{ mm}$. Events at low (high) Z and low (high) $R$ have the highest (lowest) light collection and thus a correction factor less (greater) than unity.

The energy spectrum of the alpha decays of $^{222}$Rn, $^{212}$Bi, $^{220}$Rn, and $^{216}$Po is shown in Fig. 4, after applying the alpha light correction map. The population of alphas is split into periods during which the source is open (red) and after the source is closed (blue). These events have been selected in the fiducial volume defined by $R \leq 100 \text{ mm}$ and $-200 \text{ mm} \leq Z \leq -5 \text{ mm}$ in order to avoid the degradation in energy resolution near the cathode and thereby optimize the identification of different isotopes. The energy, mean scintillation signal, and light yield (LY) are listed for each isotope in Table I. The light yield is constant in this energy range to within 0.3%. Our ability to identify and characterize the various alpha particles is the foundation of the multiple modes of delayed coincidence that are discussed in subsequent sections.
V. \(^{220}\)Rn-\(^{216}\)Po COINCIDENCE AND CONVECTION

The combination of spatial and temporal information permits us to match \(^{216}\)Po with its parent \(^{220}\)Rn. As a result, we measure the position resolution at high energies, map the fluid dynamics, and calculate a lower limit on the drift speed of \(^{216}\)Po ions in the XENON100 TPC.

We select \(^{220}\)Rn\(^{216}\)Po (RnPo) pairs within 3\(\sigma\) of the respective scintillation peaks (see Fig. 4) with the requirement that a candidate \(^{216}\)Po decay occur within 1 s and 8 mm of a candidate \(^{220}\)Rn parent. The time condition selects 99% of all pairs, and the spatial condition prevents the formation of pairs in which polonium is too distant to be causally related to radon. Under these conditions, less than 0.3% of the \(^{220}\)Rn candidates have more than one possible \(^{216}\)Po partner, and consequently they are removed from the analysis. A total of 45441 RnPo pairs is found in multiple calibrations between June and November 2015.

Each RnPo pair provides differential position values in the vertical (\(\Delta Z\)) and the horizontal (\(\sqrt{\Delta X^2 + \Delta Y^2}\)) directions. The resultant distributions yield upper limits on the position resolutions at high energies: \(\sigma_Z = 0.2\) mm and \(\sigma_{XY} = 0.7\) mm. These resolution limits are better than the resolutions reported at low energies in [14] (\(\sigma_Z = 0.3\) mm, \(\sigma_{XY} = 3\) mm) due to the significantly larger signals.

Moreover, we study fluid dynamics of the liquid xenon using RnPo pairs. To fully appreciate the features of bulk atomic motion in the XENON100 TPC, we scan the full range of azimuthal and vertical angles, ultimately selecting a rotated view of the cylindrical TPC from the side at \(\phi = -45^\circ, \theta = 90^\circ\), with appropriate coordinate transformations. In a projection of all events on a (Cartesian) cross sectional (i.e. the YZ plane), the density of events appears distorted. We, therefore, introduce the parameter \(\tilde{Y}\), derived in the Appendix, which preserves uniformity in number density in a projection of the cylindrical TPC onto a plane containing its central axis:

\[
\tilde{Y} = R_0 \left[ \frac{2}{\pi} \left( u - \frac{1}{2} \sin(2u) \right) - 1 \right],
\]

where

\[
u = \arccos \left( -\frac{Y'}{R_0} \right),
\]

\(Y' = -X \sin(\phi) + Y \cos(\phi)\) is the relevant rotated coordinate, and \(R_0 = 153\) mm is the radius of the TPC.

In Fig. 5 (top left), the number density of RnPo pairs is shown as previously selected. The pairs tend to concentrate along the outer surface near \(\tilde{Y} = 153\) mm. A large gradient in the number density exists because the half-lives of both \(^{220}\)Rn and \(^{216}\)Po are much shorter than the time it takes an atom to fully traverse the TPC.

In Fig. 5 (top right), we show the average \(z\)-velocities of the \(^{216}\)Po daughter, \(v_Z = \Delta Z/\Delta t\), as a function of position \(\tilde{Y}\), where \(\Delta t\) is the time the \(^{216}\)Po atom takes to decay. For \(\tilde{Y} > 0\) (\(\tilde{Y} < 0\)), particles move downward (upward) at speeds up to 7.2 mm/s (4.8 mm/s). Ergo, the TPC of XENON100 is a single convection cell whose net angular momentum lies along \(\phi \approx 135^\circ\). This pattern is observed to be unchanged between two separate calibration campaigns taken five months apart.

In Fig. 5 (bottom left), we determine the average \(z\)-velocities of \(^{216}\)Po in terms of the partner coordinate \(\tilde{X}\), which is calculated following Eqs. (1) and (2) with \(X' = X \cos(\phi) + Y \sin(\phi)\). As one would expect in this view, due to the larger number of atoms that move downward rather than upward, one predominantly sees downward motion throughout the TPC.

Moreover, in Fig. 5 (bottom right), we find additional evidence of convection showing the average \(Y'\)-component of atomic velocity, \(v_Y = \Delta Y'/\Delta t\), as a function of position \(\tilde{Y}\). We note, however, that the observed range of horizontal speeds is inflated compared to the range of vertical speeds due to the superior resolution of the vertical position.

---

TABLE I. \(Q\)-values, scintillation values (means and widths at 400 V/cm), and calculated light yields of each alpha decay in Fig. 4.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>(Q) [MeV]</th>
<th>(S1) [PE]</th>
<th>(\sigma) [PE]</th>
<th>LY [PE/keV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{222})Rn</td>
<td>5.590</td>
<td>20231 ± 17</td>
<td>315</td>
<td>3.62</td>
</tr>
<tr>
<td>(^{212})Bi</td>
<td>6.207</td>
<td>22451 ± 3</td>
<td>296</td>
<td>3.62</td>
</tr>
<tr>
<td>(^{220})Rn</td>
<td>6.405</td>
<td>23306 ± 3</td>
<td>291</td>
<td>3.64</td>
</tr>
<tr>
<td>(^{216})Po</td>
<td>6.906</td>
<td>25152 ± 4</td>
<td>316</td>
<td>3.64</td>
</tr>
</tbody>
</table>
Such convective motion, which is most likely driven by the xenon recirculation flow, holds significant implications for the deployment of calibration sources and for the development of techniques for background mitigation in future experiments. The $^{214}$Pb daughter is the main contributor to the low-energy electronic recoil background that arises from the $^{222}$Rn decay chain. A known convection pattern can be used to track this $^{214}$Pb ($t_{1/2} = 27.1$ min) from the site of its parent $^{218}$Po’s alpha decay ($t_{1/2} = 3.1$ min) or to track its daughter $^{214}$Bi ($t_{1/2} = 19.9$ min). Consequently, a low-energy $^{214}$Pb decay could be tagged, effectively reducing the electronic recoil background.

Finally, due to the difference between the minimum and maximum velocities in Fig. 5, we conclude that there is a subdominant contribution to the total particle motion that results from the electric field (400 V/cm) applied to $^{216}$Po ions. As stated previously, Fig. 5 shows a concentration of RnPo pairs in the region of downward velocities because the atoms decay on time scales shorter than the time required to traverse the TPC. Simply averaging the pairs’ position-dependent velocities over the full TPC volume would inevitably introduce a downward bias in any measurement of ion drift. We thus avoid this subtle bias by taking two distinct sets, one of upward and one of downward atoms, in $|\vec{Y}| > 100$ mm to calculate the variance-weighted mean velocities, $\bar{v}_{\text{up}}$ and $\bar{v}_{\text{down}}$, on either side of the TPC for each of ten equal $Z$ bins in the range $[-200, -100]$ mm. Then, the velocity offset within each $Z$ bin is found by averaging the two components: $v_{\text{offset}} = (\bar{v}_{\text{up}} + \bar{v}_{\text{down}})/2$. Consequently, the mean offset over all ten bins is found to be $\bar{v}_{\text{offset}} = (0.9 \pm 0.3)$ mm/s.

FIG. 5. (Top left) Number density of $^{220}$Rn$^{216}$Po pairs across the TPC. Due to the short half-lives at the beginning of the decay chain, these events are still concentrated near the top of the TPC around $\vec{Y} = 153$ mm. (Top right) Delayed coincidence of these pairs is used to map the average $z$-component of atomic velocity as a function of position $\vec{Y}$. As indicated by the arrow, atomic motion in XENON100 primarily results in a single convection cell, viewed here along the direction of its angular momentum vector. (Bottom left) The average $z$-component of atomic velocity is also shown as a function of position $\vec{X}$. In this view, one predominantly sees downward motion, as expected from the substantially larger number of atoms that move downward rather than upward. (Bottom right) Similarly, we find evidence of convective motion when we determine the average $Y'$-component of atomic velocity as a function of position $\vec{Y}$. However, we note that the observed range of horizontal speeds is inflated compared to the range of vertical speeds due to the superior resolution of the vertical position.
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toward the cathode. This offset constitutes a lower limit on the ion drift speed of $^{216}$Po, corresponding to a completely (positively) ionized population. Our limit is consistent with the distribution of ion drift speeds presented by EXO-200 for $^{218}$Po at 380 V/cm [16].

Delayed coincidence of $^{212}$Bi and $^{208}$Tl (BiTl) is also attempted following a methodology similar to that of RnPo. With atomic speeds up to $\sim 7$ mm/s in XENON100, the $^{208}$Tl atom can travel up to $\sim 140$ cm during its 3 minute half-life. This distance is much larger than the 30 cm dimension of XENON100, making it impossible to accurately match BiTl pairs. However, BiTl coincidence may be a useful component of this calibration source for meter-scale detectors such as XENON1T or single-phase detectors such as EXO-200.

VI. THE HALF-LIFE OF $^{212}$Po

The beta decay of $^{212}$Bi and the alpha decay of $^{212}$Po are easy to identify because they occur in quick succession within a single acquisition time window. The selection of these BiPo events is made within the range $20 \text{ PE} < S^\beta < 7000 \text{ PE}$, $10000 \text{ PE} < S^\alpha < 55000 \text{ PE}$, and with the requirement that the $S^\beta$ appear in the waveform before the $S^\alpha$. The S2 signals from the two decays overlap in time and thus are not used in the analysis. Figure 6 shows that the BiPo events are distributed throughout the active region, with significant clustering at the cathode.

To ensure that the S1 of the alpha decay is identified by the peak finder, it must come before the S2 of the beta decay. Hence, the drift time of the ionization electrons from the beta decay of $^{212}$Bi must exceed the decay time of the $^{212}$Po alpha decay. We consequently exclude events within 5 mm of the liquid surface. Figure 7 shows the resulting distribution of time differences of the selected alpha and beta decays, calculated from the differences of their respective S1 peaks. We infer from this distribution that this BiPo sample is $>99.75\%$ pure.

The distribution of $^{212}$Po decay times is fitted with an exponential model of the event rate, $N(\Delta t) = N_0 e^{-\Delta t/\tau} + B$, where $N_0$ is the event rate at small time differences, $\tau$ is the lifetime, and $B$ is the background rate. Fitting over the range [0.72, 10] $\mu$s, we find a half-life $t_{1/2} = \tau \ln(2) = (293.9 \pm (1.0)_{\text{stat}})$ ns. The residuals of this fit are shown in the bottom panel of Fig. 7.

Various systematic effects are considered for the uncertainty of this half-life measurement. The minimum time difference for the fit, 0.72 $\mu$s, is chosen to minimize the combined statistical and systematic uncertainty. Figure 8 shows the fitted half-life as a function of this minimum time difference. The RMS value of the four points in the range [0.64, 0.90] $\mu$s, 0.5 ns, is taken as the systematic uncertainty resulting from the fit range. The clock of the digitizer contributes less than 0.3 ns to the systematic uncertainty. We repeat the measurement while varying the lower energy thresholds of our selection of $S^\alpha$ and $S^\beta$ in their respective ranges [6000, 12000] PE and [20, 500] PE. From these variations, we estimate a 0.1 ns contribution to the uncertainty. Furthermore, we find that the result is independent of the temporal resolution and the choice of binning. Jitter from finite ADC sampling, S1 scintillation properties, and other effects that modify the time stamp of

FIG. 6. The spatial distribution of low-energy $^{212}$BiPo decays. The events permeate the entire active region of the TPC.

FIG. 7. (Top) Time difference of BiPo coincidence events together with a fit of the half-life of $^{212}$Po. The lower bound of the fit is set at 720 ns to optimize the combined statistical and systematic uncertainty. (Bottom) The residuals of the fit in the top panel.
The fitted half-life of $^{212}$Po as a function of the minimum time difference that is considered. The lower bound of the half-life measurement is set at 0.72 $\mu$s. Based on the range [0.64, 0.90] $\mu$s, we estimate a 0.5-ns contribution to the total systematic uncertainty that results from the lower threshold of the time difference.

The spatial distribution of these low-energy events is shown in Fig. 9. Significant clustering near the electrodes is apparent. The cluster near the anode results from the de-excitation gammas that travel from the veto; whereas low-energy events of ionized $^{212}$Pb populate the cluster at the cathode. For the $XY$ distribution, an additional cut was thus applied to exclude events within 5 mm of either the cathode or the anode. As one can see, the low-energy activity is present throughout the TPC. Despite the fact that low-energy $^{212}$Pb events cannot be disentangled from Compton scatters originating in the veto, the distribution of BiPo events in Fig. 6 indicates that the low-energy $^{212}$Pb events reach the center of the active region. The convection pattern observed with the short-lived alpha decays slightly biases this event population toward regions with downward motion. We find 5300 low-energy decays within the central 34 kg fiducial region (used in [24]). The aforementioned simulation tells us that 5% (300) of these events are actually

![Graph showing fitted half-life of $^{212}$Po as a function of the minimum time difference.]

![Image showing spatial distribution of low-energy events in two different perspectives.]
ground-state $^{212}\text{Pb}$ beta decays, whereas the remainder originates in the veto. Thus, 300 in every $10^6$ events will be useful for low-energy ER calibration of tonne-scale dark matter detectors. This measurement validates the $^{220}\text{Rn}$ source as a low-energy electronic recoil calibration source for noble element detectors.

Since the full decay chain has a collective decay time less than 12 hours, the introduced activity decays within a week. Unlike calibration with tritiated methane, this time scale is independent of the purification speed or efficiency, making this source useful for the largest detectors envisioned [30].

We observe no activity attributable to either $^{224}\text{Ra}$ (the parent of $^{220}\text{Rn}$) or $^{222}\text{Rn}$ after the source is closed and thus place upper limits on the inadvertent introduction of these isotopes. In the case of $^{224}\text{Ra}$, the rate of $^{220}\text{Rn}$ events is compared for periods before and after the source is deployed, resulting in a $^{224}\text{Ra}$ activity $< 1.0 \mu\text{Bq/kg}$ at 90% confidence. The bottom panel of Fig. 2 shows that the rate of $^{222}\text{Rn}$ remains constant over the period during which the calibration source is deployed, resulting in a $^{222}\text{Rn}$ activity of $< 13 \mu\text{Bq/kg}$ at 90% confidence.

VIII. CONCLUSION

We have presented a novel calibration method for liquid noble element detectors using a source of dissolved $^{220}\text{Rn}$. The $^{220}\text{Rn}$ decay chain provides several isotopes that allow for a variety of different calibrations, including the response to low-energy beta decays, high-energy alpha lines, and the important $^{222}\text{Rn}$ background. The activity enters the active volume as soon as the source is opened to the gas purification system. No contamination is observed from long-lived isotopes, and the introduced activity naturally decays within a week after the source is closed. Since this dissipation time is independent of the size of the detector, calibration with $^{220}\text{Rn}$ is particularly appealing for future large-scale detectors [6,18,19,30,31].

The primary utility of the source is the beta decay of $^{212}\text{Pb}$, which can be employed to calibrate a detector’s response to low-energy electronic recoil backgrounds in the search for dark matter. The $^{212}\text{Pb}$ atoms permeate the entire active region, including the center which is beyond the reach of traditional calibrations with external Compton sources.

Furthermore, the high-energy alpha decays of $^{220}\text{Rn}$ and $^{216}\text{Po}$ provide the means by which to map atomic motion. We observed a single convection cell in XENON100 at speeds up to $\sim 7$ mm/s as well as subdominant ion drift in the electric field of the TPC. Such an improved understanding of fluid dynamics within a detector promises to motivate analytic techniques for background mitigation.

Beyond the development of calibration techniques, we have used the beta decay of $^{212}\text{Bi}$ and the alpha decay of $^{212}\text{Po}$ to make a high-purity, high-statistics measurement of the half-life of $^{212}\text{Po}$: $t_{1/2} = (293.9 \pm (1.0)_{\text{stat}} \pm (0.6)_{\text{sys}}) \text{ ns.}$
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APPENDIX: CONVECTION PARAMETER

The challenge we face when viewing the convection cell through the lateral surface of the cylindrical TPC is that we see larger subvolumes of the detector closer to the central axis. These unequal volumes could potentially introduce a bias in our measurement of atomic motion. A given subvolume is represented by its projection onto a circle of radius $R_0$ and centered at the origin in the $XY$ plane. The projection is at the position $Y$:

$$dA = 2\sqrt{R_0^2 - Y^2} dY.$$  \hspace{1cm} (A1)

We aim to convert $A(Y)$ into a function $A(\tilde{Y})$ such that $dA/d\tilde{Y} = \text{constant}$. To this end, we first apply a substitution $Y \equiv -R_0 \cos u$, which yields $dA = 2R_0^2 \sin^2 u du$. Then, we set

$$\frac{d\tilde{Y}}{du} = \sin^2 u = \frac{1}{2} \left(1 - \cos 2u\right),$$  \hspace{1cm} (A2)

which gives

$$\tilde{Y}(u) = \frac{1}{2} \left(u - \frac{1}{2} \sin 2u\right) + C.$$  \hspace{1cm} (A3)

To preserve the symmetry around $Y = 0$, we require $\tilde{Y}(u(0)) = 0$ and, thereby, define $C = -\frac{\pi}{4}$. Furthermore, we scale by $4R_0/\pi$,

$$\tilde{Y}(u) = R_0 \left[\frac{2}{\pi} \left(u - \frac{1}{2} \sin 2u\right) - 1\right],$$  \hspace{1cm} (A4)

so that $\tilde{Y}$ is defined on $[-R_0, R_0]$. 
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