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Abstract

This study explores ways to assess interactional performance, and reports on the use of a test format that standardizes the interlocutor’s linguistic and interactional contributions to the exchange. It describes the construction and administration of six scripted speech tasks (instruction-, advice-, and sales tasks) with pre-vocational learners (N = 34), and reports on the extent to which these tasks can be used to assess L2 speakers’ interactional performance in a reliable and valid manner.

The high agreement found between three independent raters on both holistic- and analytical measurements of interactional performance, indicate that this construct can be measured reliably with these tasks. Means and standard deviations demonstrate that tasks differentiate between speakers’ interactional performance. Holistic ratings of linguistic accuracy and interactional ability correlate highly between tasks that focus on different language functions, and that are situated in different interactional contexts. Furthermore, positive correlations are found between both holistic and analytic ratings of oral performance and vocabulary size. Positive within-task correlations between analytical ratings of specific interactional strategies and holistic ratings of overall interactional ability show that analytic ratings of Meaning Negotiation and Correcting Misinterpretation provide additional information about speakers’ interactional ability that is not captured by holistic assessment alone.

It is concluded that these tasks are a useful diagnostic tool for practitioners to support their learners’ interactional abilities at a sub-skill level.
Introduction

Recent years have seen a growing interest in developing and assessing L2 candidates’ ability to employ their language knowledge to achieve communicative goals in interaction. All major models of communicative language ability recognize that this ability hinges on knowledge of language on the one hand, and the ability to use this language in specific contexts on the other, mediated by some form of strategic conduct on the part of the user (Bachman, 1990; Bachman & Palmer, 1996; Canale, 1983a; 1983b; Celce-Murcia, 2007; Celce-Murcia, Dörnyei & Thurrell, 1995). According to Celce-Murcia (2007), strategically competent speakers are able to resolve problems experienced in all areas of speech production, including in the interactional domain, i.e., in the ability to convey and understand communicative intent by performing discourse functions, the ability to manage a conversation and to produce and interpret non-verbal communication.

Meanwhile, the focus in testing oral proficiency has shifted from individual testing (e.g. the Oral Proficiency Interview [American Council on the Teaching of Foreign Languages [ACTFL], 2012] to more paired and group assessments (e.g. the Cambridge ESOL suite), which evoke more interactional and interaction management functions reflective of real-life communication than do individual tests (ffrench, 1999). This focus is further reflected in the inclusion of interactional ability in widely used assessment scales, such as the CEFR Interaction Scale (Council of Europe, 2001), the Cambridge ESOL Interactive Communication Scale (cf. Taylor, 2003) and the ACTFL Interpersonal Communication Strategies Scale (ACTFL, 2012).

Paired testing formats – where two candidates interact with each other – are especially helpful in testing conversational competence, but complicate the assessment of individual interactional ability. Since interaction is reciprocal, one person’s behaviour is contingent on the other because much of the discourse is co-constructed (Kramsch, 1986). With co-constructed discourse, individual performance becomes vulnerable to interlocutor effects, which poses challenges to standardization in testing (cf. Weir, 2005). A vast body of research has reported on interlocutor effects due to factors such as acquaintanceship (e.g. O’Sullivan, 2008), gender (e.g. Brown & McNamara, 2004; O’Loughlin, 2000), native vs non-nativeness (e.g. Wigglesworth, 2000), proficiency level (e.g. Nakatsuhara, 2006; Watanabe & Swain, 2007) and speech accommodation (e.g. Ross & Berwick, 1992).

5 The studies discussed in chapters 2, 4 and 5 are specifically concerned with English as a Foreign Language, referred to as ‘EFL’. Researching ways to reliably assess interactional ability, however, is not exclusive to EFL. In chapter 3, we therefore adopt the term ‘L2’, which refers both to second- and foreign languages.
In paired formats, co-construction is inevitable. This raises questions whether it is possible a) to disentangle individual contributions from paired exchanges and b) to arrive at an assessment of individual ability. The central point of contention is how the construct of interactional performance is conceptualized. (For a historic overview of construct definitions, see Chalhoub-Deville & Deville, 2004).

On the one hand, proponents of the interactionalist model reject the idea that interactional performance can be attributed to the (psycho-)linguistic or cognitive abilities of an individual test-taker. Instead, performance is considered to arise solely from the co-constructed interaction between speakers, and the specific interactional context in which they engage (cf. He & Young, 1998; Young, 2000; 2011). In this light, Galazci (2008) has demonstrated that, where conversational management is concerned, interactional performance is a joint venture from which individual contributions cannot be isolated. Dörnyei & Kormos (1998) and Kormos (2006), on the other hand, focus not on individual speakers’ ability to manage a conversation, but on their ability to convey and understand communicative intent in interaction. In this, communicative success is largely dependent on the individual speakers’ ability to employ linguistic resources on the one hand, and, where these resources fall short, strategic resources on the other (e.g. compensation, meaning negotiation, and time-gaining strategies). As such, interactional performance is not only considered to be part of the fundamental process of L2 speech production, but also as an individual trait (cf. De Bot, 1992; Poulisse, 1993).

In terms of testing, the interactionalist viewpoint that interactional performance is entirely co-constructed has led to suggestions for alternative assessment forms, e.g. to award pairs shared scores for interactional competence (May, 2009) or to assess the extent to which speakers achieve fluency across pairs (Ducasse & Brown, 2009). Thus far, though, reconciling paired testing with the need to obtain an assessment of individual ability has proven difficult, and in this, the usefulness of the interactionalist approach to address this issue has been questioned (cf. Chalhoub-Deville & Deville, 2004; Fulcher, 2010). However, if individual ability at least partially plays a role in achieving interactional success, i.e., if individual ability is part of the construct of interest, then there is a responsibility for language testers to explore ways in which this construct can be made measurable. While it may not be possible to measure individual ability in all areas of interactional performance (such as conversational management), it should be possible to measure those parts that stem from individual traits, such as linguistic ability and the use of interactional strategies.

As outlined above, Dörnyei & Kormos (1998) and Kormos (2006) put forward a strong case for defining the use of interactional strategies as an individual trait. Much research has been done to uncover what strategies are employed by
competent speakers. These can broadly be divided into self-supporting strategies and other-supporting strategies.

Self-supporting strategies are used to overcome problems in speech production and reception. These include compensation strategies such as message reduction, -substitution (e.g. approximation, foreignizing) and -reconceptualization (e.g. circumlocution, word coinage) strategies, time-gaining strategies and self-monitoring strategies (cf. Dörnyei & Scott, 1995; Færch & Kasper, 1983; Poulisse, 1993; Tarone, 1977). Self-supporting strategies also include meaning negotiation strategies, e.g. checking and indicating understanding, uncertainty and incomprehension and asking for elaboration, clarification and repetition of the message (Bygate, 1987; Dörnyei & Kormos, 1998; Dörnyei & Scott, 1995; Weir, 1993).

In interaction, speakers must also ensure mutual understanding between speech partners. This requires a set of other-supporting strategies, i.e., an ability to align the message to the speech partner’s need for information, topic knowledge and linguistic ability on the one hand and the ability to respond to clarification requests, indications of incomprehension and erroneous interpretations of the message on the other (cf. Bygate, 1987).

Chapelle (1998) posits that consistencies in language use arise from the interplay between personal traits and contextual factors. The same may be said for the employment of strategies. While the interactional context will determine which strategies are called for and which not, differences in the performance of these may be considered to stem from speakers’ individual ability.

The present study

Communicative success is achieved by L2 speakers who know how to employ self-supporting and other-supporting strategies that help them use their (often limited) linguistic resources effectively in interaction. However, no standardized tests currently exist that focus on assessing the use of these strategies during interactional encounters. While traditional oral proficiency tests provide a wealth of information about speakers’ linguistic resources (e.g. vocabulary, grammar, pronunciation and fluency), information about speakers’ strategic ability does not come to the surface. For this reason, this study aims to explore ways in which interactional performance can be assessed in such a way that it provides practitioners with detailed diagnostic information about the areas of strategic competence that their learners need to develop to become more skilled in managing life-like interactional situations.

The purpose of this study was to design and construct interactive speech tasks that engage candidates in achieving real-life communicative goals in a simulated
setting, evoke functional language use and directly evoke the use of (some of) the aforementioned interactional strategies in a standardized manner. As such, the study introduces a new test format specifically geared towards measuring L2 speakers’ interactional ability. Since the main objective was to explore whether this new test format can be administered and rated reliably, and contains sufficient potential for further development, the design was tested in a small-scale study, using a variety of speech tasks.

In this study we used a test format where one candidate’s interactional performance was tested in interaction with an interlocutor and in which the interlocutor’s contributions were controlled through the use of scripts. One advantage of such a scripted format is that it provides the opportunity to standardize the interactional context as well as the interlocutor’s contributions. Since the context largely determines what type of linguistic and strategic performance is called for (cf. Chapelle, 1998), controlling the context increases the likelihood that individual speakers’ performances can be compared, allowing us to make inferences about their linguistic and strategic ability to convey and understand messages in interaction.

Another advantage of this scripted test format, is that interactional behaviour can be predicted a priori. Individual episodes in the test can be designed to evoke a specific interactional strategy (e.g. to respond to a clarification request). These episodes can then be rated analytically, thus providing detailed measurement of individual speakers’ ability to employ the interactional strategies. As mentioned above, this approach differs from the one taken in many high-stakes tests, where the focus is typically on rating linguistic categories, such as grammatical and lexical accuracy and appropriateness, fluency and pronunciation, e.g. the International English Language Testing System (IELTS). It also differs from tests in which criteria for interactional ability are in place (e.g. the Cambridge ESOL examinations and the Test of English Academic Proficiency (TEAP), but are used to rate a global impression of interactional performance.

Rating interactional behaviour during a scripted episode allows for comparison between test-takers on the one hand, and provides diagnostic information at a detailed level on the other (cf. Taylor & Galazci, 2011). As such, this test format may provide practitioners with a useful diagnostic tool to further aid their learners’ interactional abilities at a sub-skill level.

A characteristic of rating specific interactional strategies analytically is that these can be combined with holistic ratings of interactional ability. This combination may provide us with information about which interactional strategies are salient to interactional ability, which strategies are sufficiently captured by holistic assessment, and which add information beyond this holistic impression.
This study discusses the construction of six tasks situated in two different interactional domains (professional and personal) and centering on three different language functions (instruction, advice and persuasion). It subsequently explores whether interactional performance (i.e., both linguistic accuracy and interactional ability) can be assessed at an individual level by means of such speech tasks. We wished to answer the following research questions:

1. Can candidates’ interactional ability be evaluated in a reliable manner by different raters using scripted speech tasks?
2. Can interactional ability be measured validly by the use of different scripted speech tasks?
3. To what extent do analytic ratings provide additional information to holistic ratings?

Method

Participants

Tasks were administered to all learners (aged 14–15) of two classes in their third year of a four-year pre-vocational Business & Administration programme from one secondary school in the Netherlands (grade 9). Participants had received about 3 years of compulsory ESL instruction. Interactional skills are not a set part of the standard ESL curriculum that they followed. Participation in these tasks was agreed upon with the school prior to the start of the academic year, and so was planned in as part of the class curriculum. As a result, learners' participation in the tasks was experienced as ‘business as usual’. Learners were informed beforehand that individual test performance would not be discussed with the class teacher, and would not affect their grades for English, but that their participation in the tests would be rewarded with an extra credit for the category ‘effort’ on their report cards.

Tasks were administered individually to 34 participants (56% male, 44% female) by trained research assistants, who functioned as interlocutors. Participants were tested in three separate rounds on regular school days. Variation in school attendance and a fire alarm during the second test round caused some variation in sample size from task to task.
Materials

Six dialogic speech tasks designed for this study were used to measure participants’ interactional performance. Since this study introduces a new test format, the design principles underlying these tasks, and task construction will now be discussed.

The tasks were designed for use with pre-vocational learners who are enrolled in an educational programme that prepares them for further vocational training and employment at middle-management level in the Business & Administration sector. Thus, to ensure context validity, a job analysis (McNamara, 1997) was carried out to establish what task types, task settings and professional interactional routines (Bygate, 1987) are relevant to this sector. From this, three main task types reflective of service encounters were distilled, i.e., instruction tasks, advice tasks and sales tasks. For each task type, two dialogic tasks (six in total) in which authentic interaction is simulated were developed. The tasks within one task type – or task set – required the candidates to achieve the same goal (e.g. to explain a procedure) and tapped similar language functions, but differed in terms of content, audience and context. Within a task set, one task was situated in the professional context, with the candidate assuming the role of a hotel receptionist and the interlocutor the role of hotel guest, and one task was situated in the personal context, with both candidate and interlocutor assuming the role of acquaintances (Table 1).

<table>
<thead>
<tr>
<th>Task type</th>
<th>Task</th>
<th>Goal</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instruction</td>
<td>(1) Key Card</td>
<td>Explain to a customer how to open the door using a hotel key card.</td>
<td>Professional</td>
</tr>
<tr>
<td></td>
<td>(2) Apple Cake</td>
<td>Explain to a family friend how to bake apple cake.</td>
<td>Personal</td>
</tr>
<tr>
<td>Advice</td>
<td>(3) Hotel Room</td>
<td>Advise a guest which hotel room to choose.</td>
<td>Professional</td>
</tr>
<tr>
<td></td>
<td>(4) Cinema</td>
<td>Advise a family member which film to see.</td>
<td>Personal</td>
</tr>
<tr>
<td>Sales</td>
<td>(5) Board Games</td>
<td>Persuade a guest to buy a gift from the hotel gift shop.</td>
<td>Professional</td>
</tr>
<tr>
<td></td>
<td>(6) Headphones</td>
<td>Persuade an acquaintance to buy your second-hand headphones</td>
<td>Personal</td>
</tr>
</tbody>
</table>
To reduce variation caused by differences in background knowledge that might influence task performance, candidates were provided with the required content knowledge for each task (cf. Bachman, 2002; Weir, 2005). Content knowledge was presented pictorially as much as possible in order to minimize potential L1 interference when encoding messages, to reduce the chances of borrowing from L2 task input and to increase chances that candidates formulate messages directly in the L2 (see Appendices 2A, 2B and 2C for an example of each task type).

To meet cognitive validity demands, tasks must capture the extent to which candidates can convey and understand communicative intent, despite the linguistic limitations characteristic of L2 speech (cf. De Bot, 1992; Kormos, 2006) and while observing natural processing conditions, i.e., reciprocity on the one hand, and time-constraints on the other. Since oral interaction hinges on both linguistic ability and improvisational ability (cf. Bygate, 1987), tasks were designed to evoke the use of functional language as well as the use of specific interactional strategies.

Brown (2003) points out that interlocutor frames do not control interlocutor contributions sufficiently to ensure standardisation. For this reason, interlocutor scripts were used that fully prescribed the interlocutor’s textual and interactional contribution, standardising both linguistic (complexity, register, style) and interactional (set points requiring the use of interactional strategies) challenges posed to candidates. The scripts also specified the parameters of interactive support that could be offered.

To preserve the natural flow of interaction as much as possible, the scripts provided interlocutors with standardized alternatives in case of a more or less successful performance than expected. This enabled interlocutors to respond directly to candidate contributions. For example, in task 3 (see Appendix 2E), the interlocutor asks “My nephew will come and visit me for the day. Will you have a cot for me?” It is expected that candidates will not be familiar with the word ‘cot’, which should evoke meaning negotiation. Several scenarios may unfold:

- In cases where candidates do know the word and provide the requested information, the interlocutor proceeds to the next question in the script.
- Where candidates negotiate for meaning, the interlocutor will provide the standardized alternative: “a small baby bed”, and proceed to the next question once the requested information has been given.
- In cases where candidates do not engage in negotiation at all, the interlocutor continues to the next question.
- In cases where candidates do not engage in negotiation, but respond with ‘yes’, the interlocutor asks: “In both rooms?” This allows candidates to negotiate for meaning.
In this way, the interlocutor responds directly to what the candidate says, and, at the same time, is able to continue the interaction, and administer the next standardized test item. Similarly, candidates may or may not, ask for more information when asked for their advice. The script takes this into consideration by providing alternative routes. This preserves the standardization of interactional challenges that each candidate encounters, as well as controls interlocutor effects in such a way that is not possible in tests based on interlocutor frames.

Furthermore, candidates only received content information, and did not know beforehand how the interaction would unfold. The scripts thus created a one-sided information gap that balanced the need for standardization on the one hand, and the need for interactivity on the other. Finally, interlocutors were trained to deliver the script as naturally as possible so that candidates could experience the interaction as authentic.

Scripts are comprised of set interlocutor contributions and include all of the following: (1) opens encounter, (2) asks for an explanation, (3) asks for information, (4) asks for clarification, (5) provides an interpretative summary and (6) expresses gratitude. These interlocutor contributions ensured that each candidate was prompted to fulfil the same set of interactional functions (e.g. to greet, to inform, to clarify, to close the encounter) and that each candidate encountered identical interactional challenges that elicited the use of interactional strategies. As such, the following strategies were implemented and rated in each task:

**SELF-SUPPORTING STRATEGIES**
- Compensation strategies
- Meaning Negotiation strategies

**OTHER-SUPPORTING STRATEGIES**
- Response to clarification requests
- Response to misinterpretation of the message.

These strategies were operationalized in a variety of ways. Self-supporting strategies were elicited by asking candidates to handle language beyond their current ability (cf. Dörnyei & Scott, 1995). For example, meaning negotiation was evoked by the interlocutor asking questions that contained low-frequency words or expressions likely to be unfamiliar to the candidates (e.g. ‘My nephew will visit me for the day. Will you have a cot for me?’) in order to elicit candidates’ attempts to indicate incomprehension and requests for elaboration, clarification and repetition of the message (see Appendix 2E for the interlocutor script of Task 3).

The use of compensation strategies was evoked by pushing candidates to convey concepts that were essential to task achievement and with which they were familiar, but which required the use of low-frequency vocabulary (e.g. the interlocutor asked...
“The Red Room looks nice. But how is this room kept warm?” which necessitated an explanation of the concept radiator) (Appendix 2E, episode 5).

Many strategies commonly used to support a speech partner – such as checking common ground, checking comprehension and providing sufficient detail – are used pro-actively in communication and thus cannot be operationalised through the use of prompts. For this reason, design options were limited to evoking re-active strategies to achieve the same goal: responding to a clarification request and to a misinterpretation of the message. Following Weir’s (1993) suggestion that the interlocutor feigning a lack of understanding may generate clarification behaviour, misinterpretation prompts and clarification prompts were used. In each task, the interlocutor provided an interpretative summary that contained a mistake (e.g. “So if I want the Red Room, I need to pay extra for wifi?” (Appendix 2E, episode 9), and asked for clarification of a particular item (e.g. “Sorry, what is used to heat up the room?” (Appendix 2E, episode 6).

To ensure that a clarification request occurred naturally in each task, it was decided to link the clarification prompt to the episode in which the compensation strategy is evoked. The assumption was that asking for clarification of a low-frequency item already present in the test would lead to a more natural development of the sequence overall.

All tasks were piloted with ten learners of similar age and level. Some small adjustments were subsequently made, in particular where unforeseen conceptual problems were encountered. For example, it turned out that most learners had never heard of a whisk (task 2). Unfamiliarity with that object caused difficulties in offering an effective description of it. For this reason, whisk was replaced with the more familiar wooden spoon.

Procedure

Prior to participation in the speech tasks, participants’ vocabulary was measured using the Peabody Picture Vocabulary Test (Dunn & Dunn, 2007), adapted for use in an L2 setting. Subsequently, task sets were implemented on three separate occasions at about eight-week intervals. On each occasion, two tasks were administered to all participants in the same order, i.e., task 1 preceding task 2, and so on. For each task set, a research assistant prepared participants in groups of four. Following a protocol, the assistant familiarized the participants with the language use situation, the aim of the interaction and the criteria for task execution. About ten minutes of planning time was used for content preparation for each task set. To prevent misunderstanding of content, the preparation was conducted in the shared public language, Dutch. To simulate natural processing conditions, where
linguistic encoding of conceptualized messages takes place under time pressure (Kormos, 2006; Levelt, 1999), no planning time was given for language preparation, and questions pertaining to the use of English were not answered. Having completed the content preparation, participants were immediately escorted to separate rooms, where they carried out the tasks with another research assistant. In total, four assistants conducted tasks in parallel sessions situated in separate, closed classrooms. The tasks took about 5 minutes each. To reduce cognitive load, participants had access to the task input sheet during this time (see Appendices 2A, 2B and 2C).

**Rating**

Tasks were recorded on both video and audio. These performances were rated by three undergraduate students (two L1 English speakers and one L2 English speaker) of an EFL teacher training programme aimed specifically at obtaining a teaching degree in (pre-) vocational education. Students on this programme carry out teaching placements in this educational sector, which ensured that they had a good understanding of the target population in this study. Raters were provided with a set of instructions that contained rating scales (see Appendix 2D) and a rating sheet. This rating sheet followed the format of the interlocutor script, thus allowing raters to provide ratings per interactional episode. For each rating round, raters received training in which the rating scales were benchmarked. Benchmarking took place by rating videotaped example performances selected by the first author to illustrate different ability levels. Three videos were shown in random order, and raters were asked to rate each performance using the rating scales. This was done so that raters would become sensitized to differences in performance levels. Subsequently, raters were asked to rate another two to three randomly selected videos, and to share and explain their ratings. This led raters to formulate together a shared conception of what the different levels of performances sound like, and so reach consensus on their interpretation of the scales. This consolidated the benchmarks.

After training, the raters rated all video performances independently. They were instructed to rate each performance, first on all analytic and then on all holistic categories for each participant, and to stop or rewind the video if needed. On average, the rating process took five minutes per participant, per task, so that the total time for testing and subsequently rating one candidate is about 15 minutes per task. In principle, each candidate carried out six tasks over the course of this study, all of which were rated.
Raters were asked to provide holistic ratings on a Likert scale of 1–5 for a) the extent to which participants expressed themselves in lexically and grammatically correct English (Linguistic Accuracy) and b) the extent to which participants managed to convey their message and managed to overcome potential communication problems (Interactional Ability). The holistic rating scales were accompanied by brief performance descriptors (see Appendix 2D). These descriptors are reminiscent of the CEFR descriptors (Council of Europe, 2001: 37-38) in terms of their expectations for linguistic accuracy and interaction.

Raters were also asked to provide analytic ratings on the quality of the participants’ responses during individual episodes in the interaction, i.e., the extent to which their contributions were considered to be adequate and appropriate. These contributions (Compensation, Meaning Negotiation, Clarification and Correcting Misinterpretation, were rated on a Likert scale, ranging from 1 (very weak) to 5 (very strong). Since each episode was designed to evoke one of these strategies specifically, no additional descriptors were necessary to support the analytic ratings (see Appendix 2D).

**Method of analysis**

The variables were examined for accuracy of data entry, distributions and missing values. Missing ratings stemming from interlocutors’ failure to deliver a prompt were coded as missing in the data set. Inter-rater reliability was determined by calculating the Intra-Class Correlation Coefficients (two-way random model, absolute agreement) for each assessed category. This is appropriate to fully-crossed designs, in which two or more raters assess all candidates’ performances. Since the average of individual raters’ ratings are used to calculate correlations between tasks, average-measures ICCs are reported.

Definitive final scores of participants’ performances in each category were entered by calculating, and subsequently summing, the mean scores obtained with all three raters, taking missing values into consideration.

Pearson Correlations were calculated to examine the correlation between the speech tasks and vocabulary size. Pearson Correlations were also used to examine the extent to which the different tasks provide similar measurements of candidates’ linguistic accuracy and interactional ability, and to examine the correlation between holistic and analytic ratings within tasks. To this end, the definitive final scores (average ratings) for each category were used.
Results

Inter-rater reliability

Table 2 shows a high inter-rater agreement between raters’ overall impression of participants’ interactional performance (Linguistic Accuracy and Interactional Ability) and on all episodes specifically designed to evoke interactional strategies (Compensation, Clarification, Meaning Negotiation and Correcting Misinterpretation). With the exception of Meaning Negotiation in task 3, inter-rater reliability is well above .70. These results strongly suggest that, on the whole, candidates’ (evoked) interactional performance can be evaluated reliably, using both holistic and analytic measures.

TABLE 2
Inter-rater reliability (ICC)

<table>
<thead>
<tr>
<th></th>
<th>Instruction tasks</th>
<th>Advice tasks</th>
<th>Sales tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Task 1</td>
<td>Task 2</td>
<td>Task 3</td>
</tr>
<tr>
<td>n</td>
<td>Key Card</td>
<td>Apple Cake</td>
<td>Hotel Room</td>
</tr>
<tr>
<td>Holistic categories</td>
<td>Linguistic Accuracy</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>34 .89</td>
<td>34 .88</td>
<td>31 .84</td>
</tr>
<tr>
<td></td>
<td>Interactional Ability</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>34 .87</td>
<td>34 .80</td>
<td>31 .81</td>
</tr>
<tr>
<td>Analytic categories</td>
<td>Compensation</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>34 .91</td>
<td>34 .94</td>
<td>31 .91</td>
</tr>
<tr>
<td></td>
<td>Meaning Negotiation</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>34 .85</td>
<td>34 .85</td>
<td>30 .57</td>
</tr>
<tr>
<td></td>
<td>Clarification</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Correcting Misinterpretation</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>34 .95</td>
<td>34 .91</td>
<td>31 .94</td>
</tr>
</tbody>
</table>
Means and Standard Deviations

Means and standard deviations of each category (Table 3) indicate that ratings are spread, and that, overall, ratings are spread in similar ways, both at a holistic and analytic level. A repeated-measures ANOVA on Interactional Ability revealed significant differences in difficulty between tasks, $F(1,22) = 264,077, p = <.001$. Pairwise comparisons demonstrated that these differences occurred between task 6 and task 3 (mean difference .551, CI .128 to .974, $p = .005$) and between task 6 and task 4 (mean difference .493, CI .066 to .948, $p = .015$). This indicates that tasks are similar in difficulty, with the exception of task 6.

No floor- or ceiling effects were found, i.e., the mean scores were not placed entirely at the low end, or high end of the scale for any of the categories. The descriptives showed that distributions were slightly positively skewed overall, indicating that participants’ scores cluster somewhat around the low values.

### TABLE 3
**Means and Standard Deviations (min 1 – max 5)**

<table>
<thead>
<tr>
<th>Instruction tasks</th>
<th>Advice tasks</th>
<th>Sales tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1</td>
<td>Task 2</td>
<td>Task 3</td>
</tr>
<tr>
<td>Key Card</td>
<td>Apple Cake</td>
<td>Hotel Room</td>
</tr>
<tr>
<td>(n = 34)</td>
<td>(n = 34)</td>
<td>(n = 31)</td>
</tr>
<tr>
<td>M</td>
<td>SD</td>
<td>M</td>
</tr>
</tbody>
</table>

**Holistic categories**
- Linguistic Accuracy
  - Instruction tasks: 2.71, 1.05, 2.62, 1.09, 2.94, .82, 2.83, .90, 2.80, .83, 2.56, .97
  - Advice tasks: 3.00, 1.06, 2.67, 1.05, 3.08, .79, 3.02, .95, 2.92, .97, 2.57, .98
- Interactional Ability
  - Instruction tasks: 3.00, 1.06, 2.67, 1.05, 3.08, .79, 3.02, .95, 2.92, .97, 2.57, .98

**Analytic categories**
- Compensation
  - Instruction tasks: 2.82, 1.14, 2.80, 1.25, 1.52, 1.05, 2.63, 1.12, 1.95, 1.06, 2.09, 1.21
  - Advice tasks: 2.22, 1.05, 2.39, .98
- Meaning Negotiation
  - Instruction tasks: 2.22, 1.05, 2.39, .98
  - Advice tasks: 2.22, 1.05, 2.39, .98
  - Sales tasks: 2.50, 1.02
- Correcting Misinterpretation
  - Instruction tasks: 2.35, 1.52, 2.29, 1.43, 2.51, 1.42, 2.70, 1.39, 2.28, .75, 2.37, .80

* Means and Standard Deviations for Clarification are not presented in this table due to a substantial number of missing values on this category in the data set.
* Meaning Negotiation was not rated reliably in task 3.
  * $n = 27$.
  * $n = 31$.
  * $n = 30$. 

---
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Reliability of analytical categories

Measured across tasks, the Cronbach alpha coefficients for the analytical categories show that all three categories form internally consistent subscales, Compensation $\alpha = .901$; Meaning Negotiation $\alpha = .714$; Misinterpretation $\alpha = .832$. Item-rest correlations were moderate to large (cf. Cohen, 1988) for all tasks, except for Meaning Negotiation in task 2 (.218). Overall, the analytic categories are internally consistent and, as such, have the potential to be used as subscales in testing interactional ability at a detailed level.

Correlations between tasks

The positive and high correlations shown in Table 4 and Table 5 indicate that the six tasks produce similar ratings for candidate's Linguistic Accuracy, ranging from $r = .74$, $n = 24$, $p <.001$ between tasks 4 and 6 to $r = .90$, $n = 34$, $p <.001$ between tasks 1 and 2. Ratings for Interactional Ability also correlate positively, ranging from $r = .67$, $n = 26$, $p <.001$ between tasks 1 and 4 to $r = .85$, $n = 30$, $p <.001$ between tasks 2 and 6. Fisher’s r-to-z transformations show that correlations between tasks are comparable on both measures, with the exception of task 1 and 2, which correlate significantly higher for Linguistic Accuracy than for Interactional Ability, $z = 1.88$, $p = .03$.

<table>
<thead>
<tr>
<th>TABLE 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Correlations between scores for Linguistic Accuracy across tasks (Pearson’s r)</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Instruction tasks</th>
<th>Advice tasks</th>
<th>Sales tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 2 Apple Cake</td>
<td>-</td>
<td>.80</td>
</tr>
<tr>
<td>Task 3 Hotel Room</td>
<td>-</td>
<td>.83</td>
</tr>
<tr>
<td>Task 4 Cinema</td>
<td>-</td>
<td>.86</td>
</tr>
<tr>
<td>Task 5 Board Games</td>
<td>-</td>
<td>.80</td>
</tr>
<tr>
<td>Task 6 Headphones</td>
<td>-</td>
<td>.73</td>
</tr>
</tbody>
</table>

All correlations are significant at $p < 0.01$ (1-tailed).
**TABLE 5**

*Correlations between scores for Interactional Ability across tasks (Pearson’s r)*

<table>
<thead>
<tr>
<th>Instruction tasks</th>
<th>Advice tasks</th>
<th>Sales tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Task 2</td>
<td>Task 3</td>
</tr>
<tr>
<td>Task 1 Key Card</td>
<td>Task 2 Apple Cake</td>
<td>Task 3 Hotel Room</td>
</tr>
<tr>
<td></td>
<td>.76</td>
<td>.72</td>
</tr>
<tr>
<td>Task 2 Apple Cake</td>
<td>-</td>
<td>.72</td>
</tr>
<tr>
<td>Task 3 Hotel Room</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Task 4 Cinema</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Task 5 Board Games</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

All correlations are significant at p < 0.01 (1-tailed).

**Correlations between vocabulary size and oral performance**

Table 6 shows that correlations between vocabulary size and holistic measurements of interactional performance are consistently positive, high and significant across tasks, ranging from $r = .58, n = 28, p = .001$ in task 4, to $r = .81, n = 34, p = <.001$ in task 2. Fisher’s r-to-z transformations confirm that these correlations are comparable on both linguistic and interactional measures. In tasks that centre around the same language function, correlations are highly similar. The correlation with *Linguistic Accuracy* in Instruction tasks, for example, lies around $r = .80$, in Advice tasks around $r = .60$, and in Sales tasks around $r = .70$. Furthermore, correlations at an analytic level are largely significant and consistently positive. Again, correlations in tasks that share the same language function are similar, with the exception of the Instruction tasks. Here, Fisher’s r-to-z transformations reveal that the correlations are significantly higher in task 2 than in task 1 for *Meaning Negotiation*, $z = 1.90, p = .02$ and for *Correcting Misinterpretation*, $z = 1.34, p = .09$. Overall, these findings show that the speech tasks correlate with an external measure of language proficiency.
TABLE 6
Correlations between Vocabulary Size and Interactional Performance (Pearson’s r)

<table>
<thead>
<tr>
<th></th>
<th>Instruction tasks</th>
<th>Advice tasks</th>
<th>Sales tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Task 1</td>
<td>Task 2</td>
<td>Task 3</td>
</tr>
<tr>
<td></td>
<td>Key Card</td>
<td>Apple Cake</td>
<td>Hotel Room</td>
</tr>
<tr>
<td></td>
<td>(n = 34)</td>
<td>(n = 34)</td>
<td>(n = 31)</td>
</tr>
<tr>
<td>Holistic Categories</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linguistic Accuracy</td>
<td>.77∗</td>
<td>.81∗</td>
<td>.64∗</td>
</tr>
<tr>
<td>Interactional Ability</td>
<td>.70∗</td>
<td>.78∗</td>
<td>.61∗</td>
</tr>
<tr>
<td>Analytic Categories</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compensation</td>
<td>.82∗</td>
<td>.84∗</td>
<td>.45∗</td>
</tr>
<tr>
<td>Meaning Negotiation</td>
<td>.35**</td>
<td>.69∗</td>
<td>b</td>
</tr>
<tr>
<td>Correcting Misinterpretation</td>
<td>.41**</td>
<td>.65∗</td>
<td>.34**</td>
</tr>
</tbody>
</table>

∗ Correlations are significant at p < 0.01 (1-tailed).
** Correlations are significant at p < 0.05 (1-tailed).
ns The correlation is not statistically significant.
b Meaning Negotiation was not rated reliably in task 3.

Correlations within tasks

Within-task correlations demonstrate that analytic ratings of specific interactional strategies all correlate positively and on the whole significantly, with holistic ratings of Interactional Ability (see Table 7). Corrected for attenuation, the category Compensation correlates fully with Interactional Ability in tasks 2 and 4, meaning that the analytic category Compensation does not provide additional information about speakers’ interactional ability as measured holistically. A similar observation can be made about Compensation in tasks 1 (r = .932, n = 34, p = <.001) and 6 (r = .961, n = 30, p = <.001).

A different picture emerges, however, when looking at Meaning Negotiation and Correcting Misinterpretation. With the exception of Meaning Negotiation in task 2 (r = .973, n = 34, p = <.001), the more moderate correlations and confidence intervals for these categories indicate that the analytic scores indeed provide additional information about speakers’ interactional ability that is not captured by holistic assessment alone.
TABLE 7
Correlation between holistic ratings of Interactional Ability and analytic ratings of interactional strategies within tasks (Pearson’s r), corrected for attenuation.

<table>
<thead>
<tr>
<th>Instruction tasks</th>
<th>Advice tasks</th>
<th>Sales tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1</td>
<td>Task 2</td>
<td>Task 3</td>
</tr>
<tr>
<td>Key Card</td>
<td>Apple Cake</td>
<td>Hotel Room</td>
</tr>
<tr>
<td>Task 4</td>
<td>Task 5</td>
<td>Task 6</td>
</tr>
<tr>
<td>Cinema</td>
<td>Board Games</td>
<td>Headphones</td>
</tr>
</tbody>
</table>

Compensation | .93 | 1.0 | .45 | 1.0 | .35* | .96 |
Meaning Negotiation | .74 | .97 | b  | .52 | .67 | .41* |
Correcting Misinterpretation | .70 | .86 | .54 | .86 | .80 | .53 |

b  Meaning Negotiation was not rated reliably in task 3.
* The correlation is not statistically significant.

Discussion

The main objective of this study was to explore whether scripted speech tasks can be administered reliably, and whether they have sufficient potential for further development. Answers to the research questions are reported below, along with suggestions for future research.

RQ 1. Can candidates’ interactional ability be evaluated in a reliable manner by different raters using scripted speech tasks?

The high ICC scores reported in this study suggest that, on the whole, candidates’ interactional performance can be measured reliably with the use of scripted speech tasks. Raters showed high agreement on both their holistic judgements of participants’ linguistic accuracy and interactional ability, and their analytic judgements of participants’ performance on turns that evoked the use of specific interactional strategies.

Means and Standard Deviations show that the scripted speech tasks differentiate between candidates, both at a holistic and analytic level. Tasks are similar in difficulty, with the exception of task 6. Here, the interlocutor takes on a less cooperative role than in the other tasks, and challenges the bargain that is presented to him. This ‘hard sale’ context seems to appeal more strongly to the participants’ interactional abilities. However, since the aim was not to create parallel tasks, nor to use these tasks to measure growth, this does not seem problematic. Across the board, no floor- and ceiling effects were found, indicating that the tasks are designed at the right level to assess pre-vocational learners around CEFR A2 level.
Measured across tasks, the Cronbach alpha coefficients for the analytical categories show that Compensation, Meaning Negotiation and Correcting Misinterpretation all form internally consistent subscales and, as such, have the potential to be used in testing interactional ability at a detailed level.

**RQ 2. Can interactional ability be measured validly by the use of different scripted speech tasks?**

The results found in this study suggest that interactional performance can be measured validly by the use of scripted speech tasks, and thus that test scores can be used to make inferences about pre-vocational learners’ ability to convey and understand communicative intent in interactional settings. Our arguments (e.g. Kane, 2012) for this claim are three-fold. First, tasks that claim to provide information about interactional performance must simulate natural processing conditions (reciprocity and time-constraints), and tap both speakers’ linguistic and improvisational ability (cf. Bygate, 1987) in a standardized, interactional setting. These demands were met in the tasks’ design.

Secondly, to claim test validity, candidates’ performance should be consistent across different tasks that all represent the same construct domain (cf. Messick, 1996). In this study, three different task types were designed that are representative of the Business & Administration sector (instruction, advice and sales tasks), and that were situated in two different interactional contexts (professional and personal). In this light, the positive and high correlations found between all six tasks for both Linguistic Accuracy and Interactional Ability may be considered as indications of test validity. Furthermore, these correlations are fairly stable across the six tasks, on both the holistic and the analytic scales. This seems to indicate that not only linguistic accuracy, but also interactional ability, can be measured validly as stand-alone aspects of L2 communication.

Finally, since vocabulary size is a strong predictor for proficiency in speaking (e.g. De Jong et al., 2012), task performance should correlate with vocabulary size. The positive and high correlations found between all six speech tasks and independent measures of vocabulary size thus seem to provide further validity evidence.

**RQ 3. To what extent do analytic ratings provide additional information to holistic ratings?**

The positive and generally significant within-task correlations obtained between the analytic ratings of specific interactional strategies and the holistic ratings of Interactional Ability, suggest that the interactional strategies operationalized in this study are part of the central construct: interactional ability.
Corrected correlations for Compensation are 1 or close to 1 in most tasks, suggesting that the ability to compensate largely determines perceptions of global interactional ability. It therefore seems realistic to conclude that testing Compensation analytically does not add extra information beyond holistic assessment. The moderate correlations and confidence intervals obtained in Meaning Negotiation and Correcting Misinterpretation, however, indicate that these analytic scores provide information about speakers’ interactional ability that is not captured by holistic assessment alone.

The strength of the correlations varies per category and task, suggesting that task effects occur at this specific level. Further research is needed to establish whether the use of interactional strategies is mediated by task, in which case more observations are needed to come to a reliable assessment at an analytical level.

Overall, the results indicate that both linguistic accuracy and interactional ability can be measured as stand-alone aspects of L2 communication, and that there is added value in assessing specific interactional behaviour analytically to reveal strengths and weaknesses. As such, scripted speech tasks may provide practitioners with a tool that has diagnostic potential, i.e., to gain insight into speakers’ linguistic and interactional abilities across different domains and language functions, to identify speakers who have strong self-supporting but limited other-supporting skills and vice versa, or speakers who can produce linguistically challenging messages, but struggle to understand such messages, and vice versa.

**Suggestions for future research**

INTERACTIONAL STRATEGIES

Previous studies (e.g. Dörnyei & Scott, 1995) have identified a plethora of interactional strategies that support L2 speakers’ interactional ability, only four of which were selected to represent self- and other supporting interaction in this study. The question arises whether these strategies are sufficiently representative for testing purposes. Furthermore, in this study, other-supporting behaviour was evoked in reaction to a prompt delivered by the interlocutor, e.g. the interlocutor feigning misunderstanding. As such, pro-active interactional strategies, such as checking common ground between the speaker and speech partner (Bygate, 1987) remain untested. Future research could explore whether it is possible to operationalize more proactive strategies for the scripted format as well.
SAMPLE SIZE
Since this study was exploratory in nature, the design was tested with a rather small sample. This poses constraints with regards to data analysis. A larger sample size would allow for regression analysis, thus facilitating a more meaningful exploration of the relative salience of the various interactional strategies in achieving task success, and of the impact that task and task type may have on the use of interactional strategies.

RATING
In this study, holistic and analytic judgements were provided by the same rater within a short period of time, and raters were instructed to first rate analytically, and then holistically. Chances are that analytic ratings were summarized into holistic ratings, as a result of which a halo effect may have occurred.

This issue could be addressed by assigning either holistic or analytic rating to each of two independent raters, as is the case in the Cambridge ESOL Main Suite (ad hoc judgements) and in the Test of English Academic Proficiency (TEAP). While such a financial investment was not feasible in this small-scale study, it would provide a helpful measure to reduce the possibility of a halo effect from occurring in rating these scripted speech tasks.

OPERATIONALIZATION OF THE CATEGORY CLARIFICATION
In the present design, clarification behaviour was evoked by the interlocutor asking for clarification of the same low-frequency item that the test taker had attempted to explain in the previous episode. The assumption was that using a troublesome lexical item as the trigger for clarification would lead to a more natural development of the sequence overall. Analytic ratings for the Clarification category obtained high inter-rater reliability scores (ranging from .835 in task 5 to .962 in task 4). Furthermore, the correlations between Clarification and holistic ratings of Interactional Ability were positive and, on the whole, significant in all tasks. These correlations were comparable to within-task correlations for the other analytic categories, suggesting that Clarification is part of the Interactional Ability construct.

However, the amount of missing ratings for this category indicates that interlocutors struggled to deliver the clarification prompt, reportedly because asking for clarification when an item had been encoded successfully felt unnatural. While Weir’s (1993) suggestion that the interlocutor feigning lack of understanding might generate clarification behaviour seems true, further research is needed to optimise ways in which such behaviour can be operationalised in scripted speech tasks.
Kane (2012) differentiates between providing validity evidence at the developmental stage of a new assessment form, aimed at justifying the proposed interpretations and uses of said assessment, and providing validity evidence at the appraisal stage, aimed at objective appraisal of the validity claims made in stage one. This study was set in the developmental stage and thus far has made a case for the use of scripted speech tasks by demonstrating that 1) tasks centered on different language functions (instruction, advice and persuasion), and situated in different contexts (professional and personal) all measured interactional performance in similar ways and that 2) performance on these tasks correlated with independent measures of vocabulary size. Within this exploratory study, however, it was not possible to compare candidate’s performance on the scripted test format with performance on another validated test format for oral interaction. To satisfy the need for objective appraisal, future research could provide evidence of additional convergent validity.

**Conclusion**

It can be concluded that using these types of scripted speech tasks in an individual test format can help distinguish L2 speakers’ individual contributions and can allow reliable measurement of interactional ability, both at a holistic and analytic level.

Overall, these scripted speech tasks differentiate between candidates, and do so in similar ways at the holistic and analytic level. Furthermore, analytic categories are internally consistent and have the potential to be used as subscales in testing interactional ability.

The six tasks measure the construct of *Linguistic Accuracy* and *Interactional Ability* in similar ways, regardless of the language function that the task focuses on (instruction, advice or persuasion), or the context in which the task is situated (professional or personal). Between-task correlations furthermore suggest that, using these tasks, both linguistic accuracy and interactional ability can be measured reliably as stand-alone aspects of L2 communication.

Within-task correlations between the analytic and holistic ratings of *Interactional Ability* indicate that analytic ratings of *Compensation* do not add substantial information to holistic assessment of interactional ability, but ratings for *Meaning Negotiation* and *Correcting Misinterpretation* do provide additional information about speakers’ interactional ability. This suggests that it might be beneficial to assess specific interactional strategies analytically. However, since task effects seem to occur at this level of assessment, more observations may be needed to come to a reliable assessment of speakers’ interactional ability at an
analytical level. Further research will have to determine the number of observations needed to do so.

Scripted speech tasks that control both linguistic and interactional challenges can be used to isolate individual contributions to the exchange and can provide a detailed measurement of the individual speakers’ interactional performance. As such, it is suggested that this format provides a reliable alternative to other validated formats, including OPI-style individual assessment, and paired assessment. Although paired assessment has the potential to evoke a wide array of interactional and interaction management functions (ffrench, 1999), it is vulnerable to interlocutor effects on the one hand (cf. Weir, 2005) and constraints posed by co-construction in discourse on the other (cf. Chalhoub-Deville & Deville, 2004). The speech tasks presented in this study are robust against the influence of both co-construction as well as interlocutor effects.

Provided that one wishes to assess learners’ interactional ability at a global level, these tasks may be suitable for application in both educational and research settings. As with all individual tests, however, this test format is fairly time- and labour intensive. Effective use of these tasks in either an educational or research setting requires robust testing conditions to be in place. Despite these constraints, this research adds a new perspective to the discussion about suitable formats for assessing L2 speakers’ interactional competence.