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\textbf{A B S T R A C T}

A Markov-modulated independent sojourn process is a population process in which individuals arrive according to a Poisson process with Markov-modulated arrival rate, and leave the system after an exponentially distributed time. A procedure is developed to estimate the parameters of such a system, including those related to the modulation. It is assumed that the number of individuals in the system is observed at equidistant time points only, whereas the modulating Markov chain cannot be observed at all. An algorithm is set up for finding maximum likelihood estimates, based on the EM algorithm and containing a forward–backward procedure for computing the conditional expectations. To illustrate the performance of the algorithm the results of an extensive simulation study are presented.
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\section{1. Introduction}

Population processes have been studied extensively, owing to their applicability in a broad range of areas such as biology, medicine, economics and operations research. A specific type of population process is one in which individuals arrive in a system, but once in the system they do not interfere with each other, and their sojourn times – that is, the times the individuals spend in the system – are independent. In queueing theory, this is conveniently called an infinite-server queue. A commonly imposed assumption is that of Poisson arrivals, but in many real life systems the arrival process is substantially more variable, for example alternating between busy and quiet periods. In such situations the Markov-modulated Poisson process (MMPP) is a more suitable alternative. The MMPP is a doubly stochastic Poisson process of which the rate is determined by a finite, continuous-time Markov chain, also referred to as the background process, such that the rate switches between distinct values at the jump times of the modulating Markov chain.

In this paper we consider a population process with independent sojourn times – or of the infinite server type – fed by an MMPP arrival process, and will refer to it as a Markov-modulated independent sojourn (MMIS) process. This class of models can be seen as birth–death processes under modulation, and has applications across various disciplines, see for example, Anderson and Kurtz (2015), O’Cinneide and Purdue (1986) and Schwabe et al. (2012). We note that in queueing theory this process is also known as the M/M/\infty queue in a random environment (O’Cinneide and Purdue, 1986). For more background information on this kind of stochastic models, see for example Neuts (1981, Ch. 3 and 6). We also remark that the cumulative arrival process is a counting process.
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We are interested in estimating the unknown parameters of this system—including those related to the modulation. We assume that the population size can be observed, but the modulating Markov chain cannot. More specifically, the number of individuals present is recorded only at equidistant points in time, which reflects the fact that in most practical situations it is infeasible to observe the process continuously in time. We further assume that the times the individuals spend in the system are independent and exponentially distributed with a constant (that is, non-modulated) rate parameter. Since in many applications the departure rate can be controlled or is otherwise known, we develop our estimation procedure for the case that this rate parameter is known. We then show that under a natural additional assumption, the departure rate parameter can be estimated together with the parameters of the arrival process in a similar way.

An analysis of the MMIS process in terms of generating functions and moments can be found in O’Cinneide and Purdue (1986), while asymptotic properties have been investigated in Anderson et al. (2016) and Blom et al. (2013); see also the recent paper (Pang and Zhou, 2017). In the setting of queueing systems several parameter estimation procedures have been proposed for the analysis of infinite-server queues with non-modulated Poisson arrivals. We mention the method of moments and the maximum likelihood procedure for estimating the arrival rate developed in Pickands and Stine (1997). Here it is assumed that all arrivals and departures are observed, without knowing which departure belongs to which arrival. Another relevant reference is Bingham and Pitts (1999), in which a parametric and a non-parametric procedure are derived for estimating the arrival rate based on continuous-time observations of the population size, as well as a non-parametric estimation method based on the idle and busy periods.

Outside the setting of queueing systems, substantial attention has been paid to parameter estimation for counting processes which are affected by a hidden background process. Because of the hidden background process, missing data are intrinsic to estimation in this context, and the EM algorithm (Dempster et al., 1977) plays an essential role. The first class of models with a hidden background process for which parameter estimation was considered is the class of discrete-time hidden Markov models. The Baum–Welch algorithm (Rabiner and Juang, 1986; Welch, 2003), which is used for parameter estimation in hidden Markov models, is essentially an EM algorithm. Later on, various continuous-time processes have been considered as well. It has been shown how to apply the EM algorithm to the class of phase-type distributions (Asmussen et al., 1996), the class of MMPPs (Rydén, 1996; Roberts et al., 2006) and, more generally, to the class of Markov-modulated Markov processes (Ephraim and Roberts, 2009). Rydén’s EM algorithm for MMPPs can also be used for parameter estimation in Markovian arrival processes. An improved algorithm for this case has been proposed in Okamura and Dohi (2009). In this body of literature estimation is performed based on observations of the counting process, the cumulative arrival process in the MMIS system. This is a marked difference with our setting, in which we wish to learn the system’s input parameters from data on the population size. A specific case of parameter estimation for a Markovian arrival process from population size data is presented in Hautphenne and Fackrell (2014), where Markovian binary trees are considered. This is, again, a setting very different from ours.

To the best of our knowledge, parameter estimation for MMIS processes under the particular assumptions on the data that we formulated above, has not been studied so far. In all papers listed above it is assumed that the counting process can be observed continuously in time, and as a result, missing data only arise due to the hidden nature of the background process. Parameter estimation results for arrival processes based on discretely observed data are known only for the class of Markovian arrival processes (Okamura et al., 2009; Breuer and Kume, 2010), for which naturally the EM algorithm was used as well. However, in these papers the data directly concern the cumulative arrival process as their models do not include departures, whereas in our setting we only indirectly observe the effect of the arrivals, namely through the population size.

In our context the parameter estimation is seriously complicated by (i) the fact that the modulating Markov chain of the Markov-modulated arrival process is not observed, and (ii) that the population size is not observed continuously in time. Issue (i) entails that it is not known when the arrival rate changes value, and issue (ii) that it is not possible to deduce from the observations the number of arrivals or the number of departures between two consecutive observations. To deal with these complications we treat the modulating continuous-time Markov chain and the number of arrivals between two consecutive observations as missing data, and, making use of the EM algorithm, develop an explicit algorithm to find maximum likelihood estimates of the parameters. Our approach borrows some elements of the one proposed by Okamura et al. (2009), but the adaptation of their estimation algorithm to our setting is not straightforward. Although we end up with the same type of parameter updates as the ones they employ, the computations of these updates require major adjustments to the steps of their algorithm. In particular, we use a different method to obtain the required transition probabilities and we redefine the forward and backward vectors. The conditional expectations in the parameter updates can be expressed as integrals containing these vectors in a similar way as in Okamura et al. (2009), but the computations of these integrals now demand solving a significantly more involved system of differential equations.

The remainder of this paper is organized as follows. In Section 2 we define our statistical model, the MMIS process, and we state the estimation problem. In Section 3 we derive the estimation algorithm. We investigate the accuracy of the proposed estimation method by a simulation study in Section 4. Section 5 discusses an extension in which the departure rate is not known and estimated as well. The paper concludes with a discussion in Section 6.

2. Model and estimation

We consider an MMIS process where the arrivals follow an MMPP driven by a modulating continuous-time Markov chain of which each state corresponds to a different arrival rate value. In this section the mathematical formulation of this model and the corresponding estimation problem are presented.
2.1. Markov-Modulated independent sojourn process

The modulating continuous-time Markov chain with state space \{1, \ldots, d\}, \(d \geq 2\), that defines the state of the arrival process at time \(t\), will be denoted by \(\{X_t\}_{t \geq 0}\). Its transition rate matrix is given by \(Q = (q_{ij})_{i=1}^d\) and its initial state distribution at \(t = 0\) by \(\pi = (\pi_1, \ldots, \pi_d)^\top\). We define \(q_i = -\pi_i = \sum_{j \neq i} q_{ij}\) as the total rate at which the Markov chain jumps out of state \(i\). The MMPP models the cumulative arrival process \(\{A_t\}_{t \geq 0}\) with corresponding time-inhomogeneous arrival rate \(\lambda(t)\). This rate stochastically alternates between \(d\) different rates \(\lambda_1, \ldots, \lambda_d\) in such a way that \(\lambda(t) = \lambda_i\) if \(X_t = i\), for \(i = 1, \ldots, d\). We assume that the sojourn times are independent and identically exponentially distributed with rate \(\mu > 0\).

Let \(\{M_t\}_{t \geq 0}\) be the population size at time \(t\). Then \(\{M_t, X_t\}_{t \geq 0}\) is a joint Markov process with corresponding transition probabilities

\[
p_i(m, m'; t) = \mathbb{P}(M_t = m', X_t = i | M_0 = m, X_0 = i),
\]

for all \(t \geq 0\) and \(m, m' \geq 0\). For each combination of \(m\) and \(m'\), we define for \(t > 0\), the \(d \times d\) transition matrix \(P_t(m, m')\) containing these transition probabilities by

\[
[P_t(m, m')]_{ij} = p_i(m, m'; t).
\]

We assume that the process \(\{M_t\}\) is observed at \(n + 1\) equidistant time points \(t_k = k\Delta\) for some fixed \(\Delta > 0, 0 \leq k \leq n\), and denote the corresponding observations by \(m_0, \ldots, m_n\). These \(n + 1\) observations constitute the available data set. Associated with these data, we will write \(M_{\Delta}^n\) for the vector \((M_{t_1}, \ldots, M_{t_n})^\top\), and \(m_{\Delta}^n\) for the vector of observations \((m_0, \ldots, m_n)^\top\), \(0 \leq l \leq k \leq n\).

For the forthcoming analysis, it will be convenient to introduce a number of additional random variables. The indicator random variable for the event that at time \(t = 0\) the background process is in state \(i\) will be denoted by \(B_i\), that is,

\[
B_i = 1_{\{X_0 = i\}}, \quad i = 1, \ldots, d.
\]

We also define, for all \(k = 1, \ldots, n\) and \(i = 1, \ldots, d\), the following random variables corresponding to the \(k\)th interval \((t_{k-1}, t_k)\):

\[
\begin{align*}
Z_{i}^{[k]} & = \text{the total amount of time spent in state } i \text{ by } \{X_t\}; \\
Y_{ij}^{[k]} & = \text{the total number of state transitions of } \{X_t\} \text{ from state } i \text{ to } j (j \neq i); \\
A_i^{[k]} & = \text{the total number of arrivals while the background process is in state } i.
\end{align*}
\]

Finally, in the sequel we will write \(X = \{X_t : 0 \leq t \leq t_n\}, Y = \sum_{k=1}^n \sum_{i=1}^d \sum_{j \neq i} Y_{ij}^{[k]}\) and \(A = \{A_i^{[k]} : i = 1, \ldots, d, k = 1, \ldots, n\}\). We see that \(Y\) equals the total number of jumps of \(\{X_t\}\) in \((0, t_n]\). Let \(J_1, \ldots, J_Y\) be the corresponding jump times of \(\{X_t\}\), and \(J_0 = 0\). The corresponding states after the jumps will be denoted by \(S_0, \ldots, S_Y\), so that \(S_i = X_{J_i}, i = 0, \ldots, Y\).

2.2. Parameter estimation

Our goal is to estimate the unknown parameters of an MMIS process given the number of states \(d\), and observations \(m_0, \ldots, m_n\) of \(M_0, \ldots, M_n\). We consider the setting that the departure rate \(\mu\) is time-independent and known, and we thus concentrate on estimating the parameter vector \(\theta = (\pi_i, q_{ij}, \lambda_i : i, j \in \{1, \ldots, d\}, j \neq i)^\top\). The estimate will be denoted by \(\hat{\theta} = (\hat{\pi}_i, \hat{q}_{ij}, \hat{\lambda}_i : i, j \in \{1, \ldots, d\}, j \neq i)^\top\).

Let \(v = (1, \ldots, 1)^\top\) be a vector of size \(d\). By taking into account the background process \(\{X_t\}\) at the observation times and using (1) and (2), we find that the likelihood function \(\mathcal{L}_0\) is given by

\[
\mathcal{L}_0(\theta | M_{\Delta}^n) = \mathbb{P}_\theta(M_{\Delta}^n = m_{\Delta}^n) = \sum_{x_0, \ldots, x_n} \mathbb{P}_\theta(M_0 = m_0, X_0 = x_0, \ldots, M_n = m_n, X_n = x_n)
= \pi^\top \left( \prod_{k=1}^n P_{\Delta}(m_{k-1}, m_k) \right) v.
\]

(3)

Maximum likelihood estimation based on (3) is problematic, since the likelihood is expressed in terms of matrix multiplications. These matrix multiplications appear due to the fact that we observe the process \(\{M_t\}\) only at discrete time points and because the process \(\{X_t\}\) is unobserved. As indicated above, we will use the EM algorithm to tackle the estimation problem.

3. The algorithm

The EM algorithm starts with an initial input value \(\theta^0\) and then updates the estimate \(\hat{\theta}\) iteratively. Each iteration in the EM algorithm consists of an expectation step and a maximization step, which together produce a parameter update \(\theta = (\hat{\pi}_i, \hat{q}_{ij}, \hat{\lambda}_i : i, j \in \{1, \ldots, d\}, j \neq i)^\top\) from a parameter input \(\theta' = (\pi_i', q_{ij}', \lambda_i' : i, j \in \{1, \ldots, d\}, j \neq i)^\top\). The key here is
that, instead of maximizing the loglikelihood $\mathcal{L}_0$ based on the observed data, the loglikelihood $\mathcal{L}$ based on a larger data set is maximized. This larger data set, called the complete data set, consists of the observed data and missing data. The missing data can be missing observations, or, as in our case, conveniently chosen unobserved data.

In Section 3.1 we describe the expectation and maximization steps and derive expressions for the parameter updates $\tilde{\pi}_t$, $\tilde{q}_y$ and $\tilde{\lambda}_i$. Sections 3.2–3.5 elaborate on how to compute these expressions explicitly. Section 3.6 summarizes the entire algorithm with which the parameter estimates can be obtained.

### 3.1. Parameter updates

To perform the expectation and maximization steps, we consider $(A, X)$ as the missing data, so that $(M^0_n, A, X)$ is the complete data set. The loglikelihood function of the complete data is then

$$
\log \mathcal{L}(\theta | M^0_n, A, X) = \log P_0(M^0_n | A, X) + \log P_0(A, X).
$$

(4)

For the expectation step of the EM algorithm, we have to compute

$$
\mathbb{E}_0 \left[ \log \mathcal{L}(\theta | M^0_n, A, X) | M^0_n = m^0_n \right] = \mathbb{E}_0 \left[ \log P_0(M^0_n | A, X) | M^0_n = m^0_n \right] + \mathbb{E}_0 \left[ \log P_0(A, X) | M^0_n = m^0_n \right].
$$

(5)

For the maximization step we compute

$$
\hat{\theta} = \arg \max_{\theta} \mathbb{E}_0 \left[ \log \mathcal{L}(\theta | M^0_n, A, X) | M^0_n = m^0_n \right] = \arg \max_{\theta} \mathbb{E}_0 \left[ \log P_0(A, X) | M^0_n = m^0_n \right].
$$

(6)

Note that (6) follows from (5) because the first term on the right hand side of (4) – and hence also of (5) – only depends on the known departure rate $\mu$ and not on the unknown parameter $\theta$. Hence, given $A$ and $X$, the arrival times in each state follow a uniform distribution by a well-known property of the homogeneous Poisson process, and therefore $P_0(M^0_n | A, X)$ translates into a probability on the departures only.

To find the parameter update $\hat{\theta}$ the expectation $\mathbb{E}_0 \left[ \log P_0(A, X) | M^0_n = m^0_n \right]$ needs to be computed. We first observe that

$$
P_0(A, X) = P_0(A | X) P_0(X).
$$

(7)

By using the partition of the interval $(0, t_n)$ into the observation intervals $(t_{k-1}, t_k]$, $k = 1, \ldots, n$, we see that

$$
P_0(A | X) = \prod_{k=1}^{n} \prod_{i=1}^{d} \left( \frac{(\lambda_i Z^k_i)^{y^k_i}}{A^k_i} \right) e^{-\lambda_i Z^k_i}.
$$

(8)

For the computation of $P_0(X)$ we do not use this partition, but consider the entire interval $(0, t_n]$. We have

$$
P_0(X) = \prod_{y=1}^{Y} \left( q_{y-1} e^{-q_{y-1} (y - y_{y-1})} e^{-q_{y} (t_n - y)} \right).
$$

(9)

Combining (7), (8) and (9), and rewriting the obtained expression by aggregating all terms with $\pi_i$, all terms with $q_y$ and all terms with $\lambda_i$, we find

$$
\log P_0(A, X) = \sum_{i=1}^{d} \log(\pi_i) B_i + \sum_{i} \sum_{j \neq i} \sum_{k=1}^{n} \left( y^{k}_i \log(q_{y}) - q_{k} Z^k_i \right)
$$

$$
+ \sum_{i} \sum_{k=1}^{n} \left( A^k_i \log(\lambda_i) - \lambda_i Z^k_i \right) + \sum_{i} \sum_{k=1}^{n} \left( A^k_i \log(Z^k_i) - \log(A^k_i) \right).
$$

(10)

Substituting this result into (6) and solving the equation for $\hat{\theta}$, we obtain the parameter updates

$$
\tilde{\pi}_t = \mathbb{E}_0 \left[ B_i | M^0_n = m^0_n \right],
$$

$$
\tilde{q}_y = \frac{\sum_{k=1}^{n} \mathbb{E}_0 \left[ y^{k}_i | M^0_n = m^0_n \right]}{\sum_{k=1}^{n} \mathbb{E}_0 \left[ Z^k_i | M^0_n = m^0_n \right]},
$$

$$
\tilde{\lambda}_i = \frac{\sum_{k=1}^{n} \mathbb{E}_0 \left[ A^k_i | M^0_n = m^0_n \right]}{\sum_{k=1}^{n} \mathbb{E}_0 \left[ Z^k_i | M^0_n = m^0_n \right]}.
$$

(11)

In the next three sections, we further elaborate on how to compute these parameter updates explicitly.

### 3.2. Transition probabilities

Before the parameter updates of (11) can be computed, some preliminary steps need to be taken. First we show how to obtain approximations of the transition probability matrices defined in (2), which will be used in the next steps.
Exact computation of the transition probability matrices is not feasible, since the computation of the transition probabilities would need taking the exponent of the transition rate matrix of \( [M_t, X_t] \), which is problematic for systems with infinite state space. We therefore approximate our MMIS process by a process in which the population size is bounded from above by a finite number \( C \). In other words, we consider the same system as described above but now with the restriction that there can be at most \( C \) individuals in the system. New arrivals are blocked whenever the system is full. Because of this restriction, the system will behave slightly differently, but we can choose \( C \) large enough such that \( P(M_t = m) \) is negligible for \( m > C \) for all \( t \). The transition probabilities of the original system can then be well approximated by the transition probabilities of the process with population size bounded by \( C \), and we can use

\[
P_t(m, m') \approx P_t^C(m, m'),
\]

where \( P_t^C(m, m') \) is the analog of \( P_t(m, m') \) for the system with population size bounded by \( C \).

For the system with population size bounded by \( C \) we can find the transition probabilities by taking the exponent of its \( d(C + 1) \times d(C + 1) \) transition rate matrix \( R^C \). This transition rate matrix has a tridiagonal form and is given by

\[
R^C = \begin{pmatrix}
R_0 & R_1 & 0 \\
\mu I_d & R_0 - \mu I_d & \ddots & \ddots & 0 \\
& 2\mu I_d & \ddots & R_1 \\
& & \ddots & R_0 - (C - 1)\mu I_d & R_1 \\
& & & C\mu I_d & Q - C\mu I_d
\end{pmatrix},
\]

where \( I_d \) is the \( d \times d \) identity matrix, \( R_1 = \text{diag}[\lambda_1, \ldots, \lambda_d] \) and \( R_0 = Q - R_1 \). The \( t \)-time transition probability matrix is obtained by taking the matrix exponent of \( R^C t \). Note that this probability matrix is a composition of the \( d \times d \) block matrices \( P_t^C(m, m') \) in which, for fixed \( 0 \leq m, m' \leq C \), the \((i, j)\)th entry is equal to the transition probability \( p^C_t(m, m'; t) \). More specifically, let us define, for \( 0 \leq i \leq C \), \( e_i \) as the \( d(C + 1) \times d \) matrix which consists of the identity matrix \( I_d \) at the \((i + 1)\)th block and zeros elsewhere. Then

\[
p_t^C(m, m') = e_m^T \left( e^{R^C t} \right) e_{m'}.
\]

### 3.3. Forward and backward vectors

We will now introduce the forward and backward vectors that are involved in the EM-algorithm for the MMIS process and show how to compute them. These forward and backward vectors will be used to obtain the conditional expectations in (11).

The forward vector \( f_{k, \theta}(m, u) \) is defined for \( k = 0, \ldots, n \), \( m \geq 0 \) and \( 0 \leq u \leq \Delta \), as the vector of length \( d \) with \( i \)th entry

\[
[f_{k, \theta}(m, u)]_i = P_{\theta}(M^k_0 = m_0, M^k_{(t_k + u)^-} = m, X^k_{(t_k + u)^-} = i).
\]

The backward vector \( b_{k, \theta}(m, u) \) is defined for \( k = 0, \ldots, n - 1 \), \( m \geq 0 \) and \( 0 \leq u \leq \Delta \), as the vector of length \( d \) with \( i \)th entry

\[
[b_{k, \theta}(m, u)]_i = P_{\theta}(M^n_0 = m^n_0, M^k_{(t_k + u)^+} = m, X^k_{(t_k + u)^+} = i).
\]

In the above, the notation \( M \) with indices \( (t_k + u)^- \) and \( (t_k - u)^+ \) indicates the values of \( M \) and \( X \) just before time \( (t_k + u) \) and just after time \( (t_k - u) \), respectively.

To compute \( f_{k, \theta}(m, u) \) and \( b_{k, \theta}(m, u) \) in an efficient way, we first consider the special cases \( f_{k, \theta} = f_{k, \theta}(m_k, 0) \) and \( b_{k, \theta} = b_{k, \theta}(m_k, 0) \). In view of (1) and (2) we have for \( i = 1, 2 \),

\[
[f_{k, \theta}]_i = \sum_{x_0, \ldots, x_{k-1}} \pi_{x_0} \prod_{l=1}^{k} P_{\theta}(M_l = m, X_l = x_l | M_{l-1} = m_{l-1}, X_{l-1} = x_{l-1})
\]

\[
= \left( \prod_{l=1}^{k} P_{\Delta}(m_{l-1}, m_l) \right)^{\pi_i},
\]

and

\[
[b_{k, \theta}]_i = \sum_{x_{k+1}, \ldots, x_n} \prod_{l=k+1}^{n} P_{\theta}(M_l = m, X_l = x_l | M_{l-1} = m_{l-1}, X_{l-1} = x_{l-1})
\]

\[
= \left( \prod_{l=k+1}^{n} P_{\Delta}(m_{l-1}, m_l) \right)^{v_i}.
\]
Since, for $k = 1, \ldots, n$,
\[ f_k = P_{\Delta}(m_{k-1}, m_k) ^ {T} f_{k-1, \theta}, \quad \text{with initial condition } f_{0, \theta} = \pi, \] (16)

and for $k = 0, \ldots, n - 1$,
\[ b_k = P_{\Delta}(m_k, m_{k+1}) b_{k+1, \theta}, \quad \text{with initial condition } b_{n, \theta} = v, \] (17)

we see that $f_k$ and $b_k$ can be computed recursively. After the computation of $f_1, \ldots, f_{n, \theta}$ and $b_0, \ldots, b_{n-1, \theta}$ by the recurrence relations (16) and (17), respectively, the general versions $f_{k, \theta}(m, \nu)$ and $b_{k, \theta}(m, \nu)$ can be computed by
\[ f_{k, \theta}(m, \nu) = P_{\theta}(m_k, m)^T f_{k, \theta}, \]
and
\[ b_{k, \theta}(m, \nu) = P_{\theta}(m_k, m) b_{k, \theta}, \]
which can be evaluated using (12) and (13).

### 3.4. Conditional expectations

Having seen how to compute the transition probability matrices of (2) and the forward and backward vectors, which are necessary tools for the computation of the conditional expectations in (11), we are ready to derive expressions for these conditional expectations in terms of the $f_k(\nu, m)$ and $b_k(\nu, m)$. Below we will make frequent use of the definitions (14) and (15) of these forward and backward vectors.

As a start, we note that
\[
\mathbb{E}_\nu[B_i|M^n_0 = m_0^n] = \frac{1}{\mathbb{P}_\nu(M_0^n = m_0^n)} \mathbb{E}_\nu[B_i|1_{M_0^n = m_0^n}].
\] (18)

In (18) $B_i$ can be replaced by $Y_{i,j}^{(k)}$, $z_{i,j}^{(k)}$, or $A_i^{(k)}$, to obtain an analogous relationship for the other conditional expectations in (11). Since $\mathbb{P}_\nu(M_0^n = m_0^n)$ on the right-hand side of these relations is given by (3), we only need expressions in terms of the forward and backward vectors for the expectations $\mathbb{E}_\nu[B_i1_{M_0^n = m_0^n}]$, $\mathbb{E}_\nu[Y_{i,j}^{(k)}1_{M_0^n = m_0^n}]$, $\mathbb{E}_\nu[z_{i,j}^{(k)}1_{M_0^n = m_0^n}]$, and $\mathbb{E}_\nu[A_i^{(k)}1_{M_0^n = m_0^n}]$.

First, we observe that $\mathbb{E}_\nu[B_i1_{M_0^n = m_0^n}]$ is simply computed by
\[
\mathbb{E}_\nu[B_i1_{M_0^n = m_0^n}] = \mathbb{P}_\nu(X_0 = i, M_0^n = m_0^n) = \pi_i[b_{0, \theta}].
\] (19)

Second, for $\mathbb{E}_\nu[Y_{i,j}^{(k)}1_{M_0^n = m_0^n}]$, we have that
\[
\mathbb{E}_\nu[Y_{i,j}^{(k)}1_{M_0^n = m_0^n}] = \int_0^\Delta \mathbb{P}_\nu(X_{(k-1)+} = i, X_{(k-1)+} = j, M_k^n = m_k^n) \, d\tau
\]
\[= \int_0^\Delta \sum_{m=0}^{\infty} \mathbb{P}_\nu(M_0^n = m_0^n|X_{(k-1)+} = j, M_{(k-1)+} = m) q_{ij}^k \, d\tau,
\] (20)

where in the second step we conditioned on the population size at time $\tau$, and used the Markov property. The last integral in (20) can be rewritten in terms of the forward and backward vectors $f_{k, \theta}(m, \nu)$ and $b_{k, \theta}(m, \nu)$, to obtain
\[
\mathbb{E}_\nu[Y_{i,j}^{(k)}1_{M_0^n = m_0^n}] = \int_0^\Delta \sum_{m=0}^{\infty} \left[f_{k-1, \theta}(m, \nu) q_{ij}^k[b_{k, \theta}(m, \nu, \Delta - \tau)]\right] \, d\tau.
\] (21)

In a similar way, we have for $\mathbb{E}_\nu[z_{i,j}^{(k)}1_{M_0^n = m_0^n}]$,
\[
\mathbb{E}_\nu[Z_{i,j}^{(k)}1_{M_0^n = m_0^n}] = \int_0^\Delta \sum_{m=0}^{\infty} \left[f_{k-1, \theta}(m, \nu) q_{ij}^k[b_{k, \theta}(m, \nu, \Delta - \tau)]\right] \, d\tau.
\] (22)
Lastly, we find the expression for $E_{\theta}[A_i^k | M_0^n = m_0^n]$.

Let $\mathcal{A}_t$ be the event that an arrival occurs at time $t > 0$. Then

$$
E_{\theta}[A_i^k | M_0^n = m_0^n] = \int_0^\Delta \sum_{m=0}^{\infty} \sum_{\tau} E_{\theta}(\mathcal{A}_\tau, X_\tau = i, M_\tau^n = m^n) d\tau
$$

and rewriting in terms of $f_k, \theta$, $m_0^n$, and $m$, we get

$$
E_{\theta}[A_i^k | M_0^n = m_0^n] = \int_0^\Delta \sum_{m=0}^{\infty} \sum_{\tau} f_k, \theta(m, \tau) \lambda'_i [b_k, \theta(m + 1, \Delta - \tau)] d\tau.
$$

We note that the obtained results (21), (23) and (24) are very similar, but that there are some minor but crucial differences. The entries of the forward and backward vectors differ per expression and the variable in the backward vector is equal to $m + 1$ in (24) in contrast to $m$ in (21) and (23).

### 3.5. Differential equations method

In order to use Eqs. (21), (23) and (24) for computing the parameter updates of (11), we need a method to compute the integrals on their right-hand sides in an efficient way. For this we propose a differential equations method. Because $f_{k-1, \theta}(m, \tau)$ is negligible for $m > C$, we may truncate the sums in (21), (23) and (24) at the finite bound $C$.

Next, we introduce, for $0 \leq m, m' \leq C$ and $t > 0$, the $d \times d$ matrix

$$
G_k, \theta(m, m', t) = \int_0^t b_k, \theta(m', t - \tau) \delta_k - 1, \theta(m, \tau) d\tau
$$

so that the conditional expectations in (11) become equal to

$$
E_{\theta}[Y_{ij}^k | M_0^n = m_0^n] = \frac{\theta_{ij}^n}{\theta(P_{\theta}(M_0^n = m_0^n))} \sum_{m=0}^{C} \left[ G_k, \theta(m, m', \Delta) \right]_{i,j},
$$

$$
E_{\theta}[Z_{ij}^k | M_0^n = m_0^n] = \frac{1}{\theta(P_{\theta}(M_0^n = m_0^n))} \sum_{m=0}^{C} \left[ G_k, \theta(m, m', \Delta) \right]_{i,i},
$$

$$
E_{\theta}[A_i^k | M_0^n = m_0^n] = \frac{\lambda'_i}{\theta(P_{\theta}(M_0^n = m_0^n))} \sum_{m=0}^{C-1} \left[ G_k, \theta(m + 1, m', \Delta) \right]_{i,i}.
$$

To facilitate the computation of (26)–(28), we derive a system of differential equations for $G_k, \theta(m, m', t)$. For $f_k, \theta(m, u)$ and $b_k, \theta(m, u)$ a system of differential equations can be easily obtained from the derivatives of the corresponding transition probabilities while making use of (13), (14) and (15). For the forward vector, this yields for $1 \leq m \leq C - 1$,

$$
\frac{d}{du} f_k, \theta(0, u) = R_f^T f_k, \theta(0, u) + \mu f_k, \theta(1, u),
$$

$$
\frac{d}{du} f_k, \theta(m, u) = R_f^T f_k, \theta(m - 1, u) + R_f^T f_k, \theta(m, u) + (m + 1) \mu f_k, \theta(m + 1, u) - m \mu f_k, \theta(m, u),
$$

$$
\frac{d}{du} f_k, \theta(C, u) = Q^T f_k, \theta(C - 1, u) + R_f^T f_k, \theta(C - 1, u) - C \mu f_k, \theta(C, u),
$$

with initial condition $f_{0, \theta}(m_0, 0) = \pi$, and for the backward vector we find for $0 \leq m \leq C - 1$,

$$
\frac{d}{du} b_k, \theta(0, u) = R_b f_k, \theta(m + 1, u) + R_b b_k, \theta(m, u) + m \mu b_k, \theta(m - 1, u) - m \mu b_k, \theta(m, u),
$$

$$
\frac{d}{du} b_k, \theta(C, u) = Q b_k, \theta(C, u) + C \mu b_k, \theta(C - 1, u) - C \mu b_k, \theta(C, u),
$$

with initial condition $f_{0, \theta}(m_0, 0) = \pi$.
with initial condition \( b_{n,0}(m_n,0) = v \). Furthermore, from (25) we get
\[
\frac{d}{dt} G_{k,\theta}(m, m', t) = \int_0^t \frac{d}{dt} b_{k,\theta}(m', t - \tau) f_{k-1,\theta}(m, \tau)^\top d\tau + b_{k,\theta}(m', 0) f_{k-1,\theta}(m, t)^\top. \tag{31}
\]
Combining the differential equations for the backward vectors from (30) and (31), we obtain, for \( m = 0, \ldots, C \), the following system of differential equation for \( G_{k,\theta}(m, m', t) \):
\[
\frac{d}{dt} G_{k,\theta}(m, m', t) = R_k G_{k,\theta}(m, m' + 1, t) + R_0 G_{k,\theta}(m, m', t) + m' \mu G_{k,\theta}(m, m' - 1, t)
\quad - m' \mu G_{k,\theta}(m, m', t) + b_{k,\theta}(m', 0) f_{k-1,\theta}(m, t)^\top, \quad 0 \leq m' \leq C - 1
\]
\[
\frac{d}{dt} G_{k,\theta}(m, C, t) = Q G_{k,\theta}(m, C, t) + C \mu G_{k,\theta}(m, C - 1, t)
\quad - C \mu G_{k,\theta}(m, C, t) + b_{k,\theta}(C, 0) f_{k-1,\theta}(m, t)^\top. \tag{32}
\]
Noting that these differential equations contain the term \( b_{k,\theta}(m', 0) f_{k-1,\theta}(m, t)^\top \), in which \( f_{k-1,\theta}(m, t) \) depends on the variable of differentiation \( t \). Therefore, the differential equations for the forward vectors in (29) are needed to solve the differential equations for \( G_{k,\theta}(m, m', t) \).

Analyzing the system of differential equations in (32) a bit further, we observe that the system can be split into \( d \) independent systems of differential equations. For this, we consider each column of the matrix \( G_{k,\theta}(m, m', t) \) separately. Let the \( j \)th column of \( G_{k,\theta}(m, m', t) \) be denoted by \([G_{k,\theta}(m, m', t)]_j\). Then for each \( j = 1, \ldots, d \), we stack the \( j \)th columns of the matrices \( G_{k,\theta}(0, m', t), \ldots, G_{k,\theta}(C, m', t) \), into \( d(C + 1) \)-dimensional vectors of the form
\[
G_{k,\theta}(m', t)_j = \begin{bmatrix} G_{k,\theta}(0, m', t)_j \\ G_{k,\theta}(1, m', t)_j \\ \vdots \\ G_{k,\theta}(C, m', t)_j \end{bmatrix}.
\]
From (32) it follows that
\[
\frac{d}{dt} G_{k,\theta}(m', t)_j = R^j G_{k,\theta}(m', t)_j + c_{k,\theta}(t)_j, \tag{33}
\]
where \( c_{k,\theta}(t)_j \) is a vector containing \([f_{k-1,\theta}(m', t)]_1[b_{k,\theta}]_11 \) and \([f_{k-1,\theta}(m', t)]_2[b_{k,\theta}]_22 \) at its entries \( 2m' + 1 \) and \( 2m' + 2 \) respectively, and zeros elsewhere. We note that for each \( j = 1, \ldots, d \), (33) is a linear system of differential equations for which the solution is equal to
\[
G_{k,\theta}(m', t)_j = \int_0^t e^{R^j(t-s)} c_{k,\theta}(t)_j ds.
\]

### 3.6. Summarized algorithm

In Sections 3.1–3.5, we elaborated on the expectation and maximization steps to find the parameter updates. Iteratively repeating the above obtained building blocks for computing the parameter updates results in the complete algorithm for obtaining estimates of the arrival parameters. The algorithm is presented below.

**Algorithm**

1. **Determine initial values** \( \theta^0 = (\pi_i^0, q_{ij}^0, \lambda_i^0 : i, j \in \{1, \ldots, d\}, j \neq i)^\top \) and set \( \theta' = \theta^0 \).
2. **Compute** \( f_{k,\theta'} \) for \( k = 1, \ldots, n - 1 \) and \( b_{k,\theta'} \) for \( k = 0, \ldots, n - 1 \) by recurrence relations (16) and (17).
3. **Compute** \( G_{k,\theta'}(m, m, \Delta) \) and \( G_{k,\theta'}(m, m + 1, \Delta) \) for all \( m = 0, \ldots, C \) and \( k = 1, \ldots, n \) by solving differential equations (32).
4. **Compute** conditional expectations (19), (26), (27) and (28) for all \( k = 1, \ldots, n \).
5. **Compute** parameter updates according to (11).
6. **If** stopping criterion is not satisfied, set \( \theta' = \hat{\theta} \) and go to step 2; else stop algorithm and use final parameter update \( \hat{\theta} \) as parameter estimate \( \hat{\theta} = (\hat{\pi}_i, \hat{q}_{ij}, \hat{\lambda}_i : i, j \in \{1, \ldots, d\}, j \neq i)^\top \).
Remark 1. The stopping criterion for the algorithm can be chosen in different ways. As proposed in Okamura et al. (2009), a reasonable choice is to let the stopping criterion depend on the difference in the loglikelihood functions based on the observed data. In this case the stopping criterion would be given by

\[
| \log L_0(\hat{\theta} \mid M^0_0 = m^0_0) - \log L_0(\theta' \mid M^0_0 = m^0_0) | < \varepsilon,
\]

where \( \varepsilon \) can be chosen arbitrarily small. Another possibility is to let the stopping criterion depend on the difference between the obtained parameter updates. The stopping criterion would then be

\[
\frac{||\hat{\theta} - \theta'||}{||\theta'||} < \varepsilon.
\]

Remark 2. The observation times \( t_0, \ldots, t_n \) are defined as equidistant time points with \( t_k = k\Delta \). However, the current approach can be applied with general, non-equidistant time points as well. For this, define the sequence \( \Delta_1, \ldots, \Delta_n \) of lengths of the observation intervals, hence \( \Delta_k = t_k - t_{k-1} \) and \( t_k = \sum_{i=1}^k \Delta_i \). The parameter estimates in (11) will stay the same, but the integrals in (21), (23) and (24) will have upper bound \( \Delta_k \) instead of \( \Delta \), and hence, the \( G_{k,\theta'} \) matrices in (26)–(28) will depend on \( \Delta_k \) instead of \( \Delta \). The algorithm in Section 3.6 will remain completely the same.

Remark 3. The main differences between the steps in the algorithm above and the one presented in Okamura et al. (2009) are the following. In our algorithm the forward and backward vectors featuring in step 2 are redefined in terms of population size (instead of arrivals), and we need a different method to obtain the transition probabilities required to compute these vectors. Additionally, the differential equations appearing in step 3 are more involved, since the \( G_{k,\theta'}(m', m, t) \) matrices are now defined in terms of population size as well, and therefore require a different solution method. Moreover, our model includes departures and our algorithm enables the estimation of the departure rate (see Section 5), which is not considered in Okamura et al. (2009).

Remark 4. With the algorithm not only point estimates, but also bootstrap confidence intervals can be obtained, see Section 4.1.2.

4. Simulations

In this section, we investigate the accuracy of the proposed algorithm by means of a simulation study. The algorithm was applied to several simulated data sets with varying values of the model parameters, including the time between two observations, \( \Delta \), and the sample size \( n \). We simulated the MMIS process with two states, that is \( d = 2 \), and considered examples in the relevant regime where the background process is relatively slow with respect to the arrival process. If the background process is too fast, the modulated arrival process will be averaged to a Poisson process with a homogeneous rate equal to \( \lambda_\infty = \pi_1\lambda_1 + \pi_2\lambda_2 \) (see Anderson et al., 2016), and as a consequence the modulation will not be detectable from data on the population size.

The algorithm was implemented in MATLAB with the likelihood-based stopping criterion (34). Choosing the initial values is a pragmatic procedure and depends on the data setting. Here, the effect of the choice on the initial value for \( \pi \) is negligible, since the parameter updates for \( \pi \) quickly converge to a 0–1 vector. For this reason, the initial value \( \pi^0 \) was set to \((0.5, 0.5)\), and the results on \( \pi \) were omitted in this section. We used a rough guess on the trace of the background process in combination with moment estimators to find the initial values for the other parameters. There is no crucial difference between the implementation of the algorithm for \( d > 2 \) and for \( d = 2 \). The analysis presented in Section 3.6 reveals that as \( d \) increases by one, only the length of the vectors \( G_{k,\theta'}(m', t) \) and the size of the matrix \( R' \) change, both by \( C + 1 \). Importantly, in the vast majority of real-life processes for which an MMPP is an appropriate model, the number of states is low, and typically 2.

In Section 4.1, we discuss the influence of \( \Delta \) and \( n \) on the parameter estimates by varying the values of \( \Delta \) and \( n \). In Section 4.2, we explore the influence of the timescale of the background process \( \{X_t\} \) on the parameter estimates by varying the values of the parameters \( q_1 \) and \( q_2 \).

4.1. Influence of \( \Delta \) and \( n \)

We considered the MMIS process with parameter values \( \pi = (1, 0)^T \), \( q_1 = 0.3, q_2 = 0.9, \lambda_1 = 4, \lambda_2 = 18 \), and \( \mu = 0.6 \). We simulated 100 times the complete path up to time \( T = t_n = n\Delta \) of the background process \( \{X_t\} \) and the corresponding population process \( \{M_t\} \) with these parameter values. From this we computed for each of the 100 simulations for various values of \( \Delta \) and \( n \) the realization of the data vector \( \{M_{t_0}, \ldots, M_{t_n}\} \), which corresponds to the available data if one would observe the number of individuals at times \( t_0, \ldots, t_n \) only. To investigate the influence of the interval length \( \Delta \), we fixed the total observation time \( T = 100 \), and considered \( \Delta = 0.1, \Delta = 0.05 \) and \( \Delta = 0.025 \). To investigate the influence of the number of observations \( n \), we fixed \( \Delta = 0.05 \) and chose \( n = 500, n = 1000, n = 2000, n = 3000 \) and \( n = 4000 \). Because for \( n = 2000 \) we could use the data vectors that were already computed from the 100 simulations for the combination \( T = 100 \) and \( \Delta = 0.05 \), from each simulation with \( \Delta = 0.05 \) four additional data vectors had to be generated for the other values of \( n \).
Table 1
Mean of estimates of 100 data sets, with corresponding standard deviation between brackets. True parameter values: $q_1 = 0.3$, $q_2 = 0.9$, $\lambda_1 = 4$, $\lambda_2 = 18$.

<table>
<thead>
<tr>
<th></th>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 1000$</td>
<td>$\Delta = 0.1$</td>
<td>0.321 (0.105)</td>
<td>0.955 (0.370)</td>
<td>3.883 (0.372)</td>
</tr>
<tr>
<td>$n = 2000$</td>
<td>$\Delta = 0.05$</td>
<td>0.321 (0.101)</td>
<td>0.954 (0.346)</td>
<td>3.902 (0.344)</td>
</tr>
<tr>
<td>$n = 4000$</td>
<td>$\Delta = 0.025$</td>
<td>0.317 (0.089)</td>
<td>0.958 (0.320)</td>
<td>3.945 (0.323)</td>
</tr>
</tbody>
</table>

Table 2
Mean of estimates of 100 data sets, with corresponding standard deviation between brackets for $\Delta = 0.05$. True parameter values: $q_1 = 0.3$, $q_2 = 0.9$, $\lambda_1 = 4$, $\lambda_2 = 18$.

<table>
<thead>
<tr>
<th></th>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 500$</td>
<td>$\Delta = 0.05$</td>
<td>0.445 (0.441)</td>
<td>1.205 (0.897)</td>
<td>3.899 (0.847)</td>
</tr>
<tr>
<td>$n = 1000$</td>
<td>$\Delta = 0.05$</td>
<td>0.345 (0.152)</td>
<td>1.026 (0.556)</td>
<td>3.918 (0.483)</td>
</tr>
<tr>
<td>$n = 2000$</td>
<td>$\Delta = 0.05$</td>
<td>0.321 (0.101)</td>
<td>0.954 (0.346)</td>
<td>3.902 (0.344)</td>
</tr>
<tr>
<td>$n = 3000$</td>
<td>$\Delta = 0.05$</td>
<td>0.315 (0.083)</td>
<td>0.935 (0.281)</td>
<td>3.942 (0.266)</td>
</tr>
<tr>
<td>$n = 4000$</td>
<td>$\Delta = 0.05$</td>
<td>0.316 (0.076)</td>
<td>0.940 (0.228)</td>
<td>3.969 (0.236)</td>
</tr>
</tbody>
</table>

Fig. 1. Histograms of the obtained estimates for $q_1$, with $n$ increasing from left to right.

4.1.1. Results

The results of the first part of the study, where we considered the three different values of $\Delta$, are presented in Table 1. This table shows for each $\Delta$ (rows) and each parameter (columns), the mean of the 100 estimates together with the corresponding standard deviation between brackets. All rows are quite similar, from which we can conclude that $\Delta = 0.1$ is already small enough to obtain estimates which lie close to the true parameter values. However, as $\Delta$ decreases there is a small decrease in the standard deviations, hence the estimates become more accurate as $\Delta$ decreases.

For the second part of the study, where we examined increasing values of $n$, the results are shown in Table 2 and Figs. 1–4. Table 2 contains for each sample size (rows) and for each parameter (columns), the mean values of the 100 estimates together with the corresponding standard deviation between brackets. Figs. 1–4 show histograms of the 100 estimates for the parameters $q_1$, $q_2$, $\lambda_1$ and $\lambda_2$, respectively, where each figure contains five histograms corresponding to the five different values of $n$. We see from Table 2 that the means of the estimates lie closer to the true parameter values for larger values of $n$. Furthermore, the standard deviations decrease as $n$ increases, which means that the estimates become more accurate when $n$ gets larger. The decrease in standard deviation is also visible in the histograms. Each figure shows that the estimates are concentrated around the true parameter value, but their standard deviation clearly decreases as $n$ becomes larger. In addition, the histograms look more and more bell-shaped, which is indicative of the distributions of the estimators becoming approximately normal when $n$ increases.
4.1.2. Bootstrap confidence intervals

We note that this kind of simulation can also be used to construct bootstrap confidence intervals from a real dataset. Suppose that a real dataset is available with sample size \( n \) and interval length \( \Delta \), and that with the estimation algorithm the parameter estimates \( \hat{q}_1, \hat{q}_2, \hat{\lambda}_1 \) and \( \hat{\lambda}_2 \) have been obtained. Bootstrap confidence intervals for these parameters can then be computed by similar simulations as above in the following way. Choose \( B > 0 \) large, for example \( B = 1000 \), and simulate \( B \) new data sets with sample size \( n \) and interval length \( \Delta \) using the parameter values \( \hat{q}_1, \hat{q}_2, \hat{\lambda}_1 \) and \( \hat{\lambda}_2 \). Compute
for each simulated data set the corresponding parameter estimates using the estimation algorithm. This yields for each parameter, $B$ bootstrap estimates. These, together with the original estimate, can then be used to construct the confidence interval. As our results above illustrate, the larger the sample size $n$, the more accurate the parameter estimates will be. Hence, the larger the sample size $n$, the smaller the confidence intervals will be.

### 4.2. Influence of the speed of the background process

We now fix $\Delta = 0.05$ and $n = 4000$ and consider the same parameter values as in the previous section, but speed up the background process by varying the values of $q_1$ and $q_2$. We investigated the following four scenarios, where we kept the ratio $q_2/q_1 = 3$ fixed:

1. $q_1 = 0.1$, $q_2 = 0.3$;
2. $q_1 = 0.3$, $q_2 = 0.9$;
3. $q_1 = 0.5$, $q_2 = 1.5$;
4. $q_1 = 1.5$, $q_2 = 4.5$.

#### 4.2.1. Results

Table 3 shows, for each setting (rows) and for each parameter (columns), the mean values of the 100 estimates together with the corresponding standard deviation between brackets. The mean estimates lie close to the true parameter values for each of the four settings. However, the standard deviations clearly increase as the speed of the background process becomes higher ($q_1$ and $q_2$ increase). The slower the background process, the easier it is for the algorithm to distinguish the two states and the more accurate the estimates become.

### 5. Estimation of the departure rate $\mu$

Let the departure rate $\mu$ now be an unknown parameter which we also want to estimate. In this case the unknown parameter vector is $\theta = (\pi, q_j, \lambda_i, \mu : i, j \in \{1, \ldots, d\}, j \neq i)^\top$. In many situations an appropriate assumption would be that an arriving individual does not leave the system in the same observation interval as in which it arrived. We will show that under this assumption the parameter $\mu$ can be estimated along with the other parameters of the system in a similar way to the one in Section 3.1. Again, let $M_0^n$ be the observed vector and $(A, X)$ be the missing data. For the purpose of this section we start with rewriting the loglikelihood function of the complete data by conditioning on $X$ only, instead of on $A$ and $X$ as we did in (4). We have

$$
\log L(\theta|M_0^n, A, X) = \log P(\theta|M_0^n, A|X) + \log P(\theta|X).
$$  \hfill (35)
In Section 3.1, \( P_\theta(X) \) is computed, so the second term on the right hand side of (35) can be rewritten using (9). However, to find an expression for the first term, a few minor computations need to be made. We use the partition of the interval \([0, t_n]\) into the observation intervals \([t_{k-1}, t_k]\), \(k = 1, \ldots, n\), to obtain

\[
\log P_\theta(M_0^n, A|X) = \log \left( \prod_{k=1}^{n} P_\theta(M_k, A[k], \ldots, A[d]|M_{k-1}, X) \right)
\]

\[
= \log \left( \prod_{k=1}^{n} P_\theta(M_k|A[k], \ldots, A[d], M_{k-1}, X) \cdot P_\theta(A[k]|X) \cdot \ldots \cdot P_\theta(A[d]|X) \right)
\]

\[
= \sum_{k=1}^{n} \log P_\theta(M_k|A[k], \ldots, A[d], M_{k-1}, X) + \sum_{i=1}^{d} \sum_{k=1}^{n} \log P_\theta(A[i]|X).
\]

First, we note that the probability in the first term on the right hand side of (36) converts into a probability on the number of departures in the kth interval \([t_{k-1}, t_k]\). By the additional assumption, newly arrived individuals in \([t_{k-1}, t_k]\) cannot leave the system in this interval. Therefore, only individuals that are already present in the system at time \(t_{k-1}\) can leave the system in \([t_{k-1}, t_k]\). We thus have

\[
P_\theta(M_k|A[k], \ldots, A[d], M_{k-1}, X) = \binom{M_{k-1}}{D_k} (1 - e^{-\mu \Delta})^{D_k} (e^{-\mu \Delta})^{M_{k-1} - D_k}, \quad 0 \leq D_k \leq M_{k-1},
\]

and zero otherwise. Here \( D_k = M_{k-1} - M_k + \sum_{i=1}^{d} A_i[k] \) is the number of departures in the kth interval \([t_{k-1}, t_k]\). Next, we observe that for the second term on the right hand side of (36) it holds that

\[
P_\theta(A[i]|X) = \frac{(\lambda_i Z_i[k] e^{-\lambda_i Z_i[k]})}{(A[i]^{[k]})!}, \quad i = 1, \ldots, d.
\]

By combining (37) and (38), (36) becomes

\[
\log P_\theta(M_0^n, A|X) = \sum_{k=1}^{n} \left[ \log \binom{M_{k-1}}{D_k} + D_k \log(1 - e^{-\mu \Delta}) - \mu \Delta(M_{k-1} - D_k) \right]
\]

\[
+ \sum_{i=1}^{d} A_i[k] \log(\lambda_i) + A_i[k] \log(Z_i[k]) - \log(A_i[k]!) - \lambda_i Z_i[k], \quad 0 \leq D_k \leq M_{k-1}.
\]

Using (9), (35) and (39), we can rewrite the loglikelihood function of the complete data by aggregating all terms with \( \pi_i \), all terms with \( q_{ij} \), all terms with \( \lambda_i \) and all terms with \( \mu \). This yields

\[
\log L(\theta|M_0^n, A, X) = \sum_{i=1}^{d} \log(\pi_i) + \sum_{i=1}^{d} \sum_{k=1}^{n} \left( Y_{ij} \log(q_{ij}) - q_{ij} Z_{ij}^{[k]} \right)
\]

\[
+ \sum_{i=1}^{d} \sum_{k=1}^{n} \left( A_i[k] \log(\lambda_i) - \lambda_i Z_i[k] \right) + \sum_{i=1}^{d} \sum_{k=1}^{n} \left( A_i[k] \log(Z_i[k]) - \log(A_i[k]!) \right)
\]

\[
+ \sum_{k=1}^{n} \left( \log \binom{M_{k-1}}{D_k} + D_k \log(1 - e^{-\mu \Delta}) - \mu \Delta(M_{k-1} - D_k) \right).
\]

It can be seen that (40) and (10) are precisely the same except for the additional last term on the right hand side of (40), which depends on \( \mu \) and does not depend on the other parameters. Hence, we obtain the same parameter updates for \( \pi_i \),
and they have a bell-shape, indicating the distribution of the estimator being approximately normal. Finally, the values showed that the estimates are concentrated around the true parameter values and become more accurate as the sample size at equidistant time points. The algorithm is an iterative EM-type algorithm, in the spirit of the one that Okamura et al. (2009) developed. It is stressed that they did not consider departures but rather assumed discrete-time observations of the cumulative arrival process, and therefore some major adjustments to the steps in their approach were required to obtain our estimation algorithm.

We have investigated the accuracy of the proposed algorithm by means of an extensive simulation study. The results showed that the estimates are concentrated around the true parameter values and become more accurate as the sample size increases, which is also visible in Fig. 5. Here the histograms of the 100 estimates for \( \mu \) are shown with increasing value of \( n \), and \( \mu^0 = 0.1 \). The histograms show that the estimates for \( \mu \) are concentrated around the true parameter value, and they have a bell-shape, indicating the distribution of the estimator being approximately normal. Finally, the values in Tables 2 and 4 illustrate that the estimates and corresponding standard deviations of the other parameters are barely influenced by the estimation of \( \mu \).

<table>
<thead>
<tr>
<th>Table 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean of estimates of 100 data sets, with corresponding standard deviation between brackets, for ( \Delta = 0.05 ) and ( \mu^0 = 0.1 ) in the upper part and ( \mu^0 = 1.7 ) in the bottom part. True parameter values: ( q_1 = 0.3, q_2 = 0.9, \lambda_1 = 4, \lambda_2 = 18, \mu = 0.6 ).</td>
</tr>
<tr>
<td>( \mu^0 )</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>( n = 500 )</td>
</tr>
<tr>
<td>( n = 1000 )</td>
</tr>
<tr>
<td>( n = 2000 )</td>
</tr>
<tr>
<td>( \mu^0 = 1.7 )</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>( n = 500 )</td>
</tr>
<tr>
<td>( n = 1000 )</td>
</tr>
<tr>
<td>( n = 2000 )</td>
</tr>
</tbody>
</table>

Let the parameter update for \( \mu \) be denoted by \( \tilde{\mu} \). Since not only the first four terms on the right hand side of (40), but also \( \log(D_{k-1}^{-1}) \) does not depend on \( \mu \), we see from (40) that

\[
\tilde{\mu} = \arg \max_{\mu} \log \mathbb{E}_{\theta} \left[ \log(\mathcal{L}(\theta|M_0^n, A, X)|M_0^n = m_0^n) \right]
\]

\[
= \arg \max_{\mu} \mathbb{E}_{\theta} \left[ \sum_{k=1}^{n} \left( \log(M_{k-1} D_k) + D_k \log(1 - e^{-\mu \Delta}) - \mu \Delta (M_{k-1} - D_k) \right) \right] \left. \right| M_0^n = m_0^n \]

\]

(41)

Solving equation (41) for \( \mu \) and using \( D_k = M_{k-1} - M_k + \sum_{i=1}^{d} A_i^{(k)} \) yields the parameter update

\[
\tilde{\mu} = \frac{1}{\Delta} \log \left( \sum_{k=1}^{n} m_{k-1} \sum_{i=1}^{d} \sum_{k=1}^{n} \mathbb{E}_{\theta} \left[ A_i^{(k)} \right] |M_0^n = m_0^n \right).
\]

(42)

Note that this parameter update depends on \( \sum_{k=1}^{n} \mathbb{E}_{\theta} \left[ A_i^{(k)} \right] |M_0^n = m_0^n \), \( i = 1, \ldots, d \), which are already computed in updating the parameters \( \lambda_i \), see (11). Hence, the parameter update of \( \mu \) can be obtained in addition to the other parameter updates without much extra computational effort. The algorithm for finding maximum likelihood estimates for the new parameter vector \( \theta = (\pi_1, q_0, \lambda_i, \mu : i, j \in \{1, \ldots, d\}, j \neq i)^\top \) is the same as that in Section 3.6 with the single addition of computing \( \tilde{\mu} \) according to (42) in step 5 of the algorithm.

To investigate the accuracy of the algorithm presented in this section, and for a proper comparison with the results in Section 4, we extended the simulation study of Section 4 by using the same data vectors and corresponding initial values, but adding the parameter update \( \tilde{\mu} \) in (42) to the algorithm. Various initial values \( \mu^0 \) for \( \mu \) were taken, of which for two values, \( \mu^0 = 0.1 \) and \( \mu^0 = 1.7 \), the results are shown. Table 4 shows for each sample size (rows) and for each parameter (columns), the mean values of the 100 estimates together with the corresponding standard deviation between brackets, with \( \mu^0 = 0.1 \) and \( \mu^0 = 1.7 \) respectively. Our experiments show that the choice of \( \mu^0 \) has a minor effect on the estimates, as each of the \( \mu^0 \) values leads to very similar results. We see in Table 4 that the means of the estimates for \( \mu \) lie close to the true parameter value and the corresponding standard deviations are small. This can be explained by the fact that the parameter \( \mu \) is not affected by the modulation. We also see that the standard deviations decrease as \( n \) increases, which is also visible in Fig. 5. Here the histograms of the 100 estimates for \( \mu \) are shown with increasing value of \( n \), and \( \mu^0 = 0.1 \). The histograms show that the estimates for \( \mu \) are concentrated around the true parameter value, and they have a bell-shape, indicating the distribution of the estimator being approximately normal. Finally, the values in Tables 2 and 4 illustrate that the estimates and corresponding standard deviations of the other parameters are barely influenced by the estimation of \( \mu \).

6. Discussion

In this paper we developed an algorithm for finding estimates of the parameters of an MMIS process. The proposed algorithm numerically approximates the maximum likelihood estimates of the parameters based on observations of the population size at equidistant time points. The algorithm is an iterative EM-type algorithm, in the spirit of the one that Okamura et al. (2009) developed. It is stressed that they did not consider departures but rather assumed discrete-time observations of the cumulative arrival process, and therefore some major adjustments to the steps in their approach were required to obtain our estimation algorithm.

We have investigated the accuracy of the proposed algorithm by means of an extensive simulation study. The results showed that the estimates are concentrated around the true parameter values and become more accurate as the sample size increases, which is also visible in Fig. 5. Here the histograms of the 100 estimates for \( \mu \) are shown with increasing value of \( n \), and \( \mu^0 = 0.1 \). The histograms show that the estimates for \( \mu \) are concentrated around the true parameter value, and they have a bell-shape, indicating the distribution of the estimator being approximately normal. Finally, the values in Tables 2 and 4 illustrate that the estimates and corresponding standard deviations of the other parameters are barely influenced by the estimation of \( \mu \).
size increases. In addition, the results indicated that for sufficiently large \( n \) the distributions of the estimators become approximately normal. Furthermore, the estimates got more accurate when the background process becomes slower, as it is easier for the algorithm to detect the different states. However, to retain a high accuracy, the sample size \( n \), and hence \( T = n\Delta \), must be large such that the background process jumps often enough during the total observation time \( T \). Moreover, for larger \( d \), \( n \) must also be larger to retain a similar accuracy.

The run-time of the algorithm depends on various parameters. In the first place, the run-time of a single iteration in the algorithm is linear in \( n \). However, as \( n \) increases the algorithm is likely to converge more quickly, implying that the number of iterations required will decrease in \( n \). In addition, the run-time of the algorithm increases in \( d \). The run-time of one iteration in the algorithm is mainly determined by step 3 in Section 3.6, and from Section 3.5 we know that the computational effort of this step increases in \( d \). However, as we mentioned before, Markov-modulation is typically used to model situations for which \( d \) is small (typically 2). We finally mention that the number of iterations needed for convergence of the algorithm, and hence the run-time, tends to be large if the length of the observation intervals, \( \Delta \), is large, or if the initial parameter values are far away from the true parameter values.

There are many interesting directions for future research based on our results. We note that the estimation algorithm that we developed is built on the assumption that we know the number of states \( d \). The choice of the dimension \( d \) from the data is a model selection problem which is outside the scope of the present paper, but could be explored in a follow-up project. Another research theme could relate to generalizing the sojourn time distribution, where non-parametric estimation could be explored. One could also consider more general inter-arrival times, since for some applications exponential inter-arrival times may not be a suitable fit.
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