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ABSTRACT

We address the task of fusing ranked lists of documents that are retrieved in response to a query. Past work on this task of rank aggregation often assumes that documents in the lists being fused are independent and that only the documents that are ranked high in many lists are likely to be relevant to a given topic. We propose manifold learning aggregation approaches, ManX and v-ManX, that build on the cluster hypothesis and exploit inter-document similarity information. ManX regularizes document fusion scores, so that documents that appear to be similar within a manifold, receive similar scores, whereas v-ManX first generates virtual adversarial documents and then regularizes the fusion scores of both original and virtual adversarial documents. Since aggregation methods built on the cluster hypothesis are computationally expensive, we adopt an optimization method that uses the top-k documents as anchors and considerably reduces the computational complexity of manifold-based methods, resulting in two efficient aggregation approaches, a-ManX and a-v-ManX. We assess the proposed approaches experimentally and show that they significantly outperform the state-of-the-art aggregation approaches, while a-ManX and a-v-ManX run faster than ManX, v-ManX, respectively.

CCS CONCEPTS
• Information systems → Rank aggregation; • Computing methodologies → Dimensionality reduction and manifold learning;
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1 INTRODUCTION

Rank aggregation, also known as data fusion [17, 18, 30], is an important technique in information retrieval. Rank aggregation combines multiple ranked lists of documents retrieved from a corpus in response to a query by multiple retrieval algorithms. The ranked lists can be produced by any retrieval approach, using different ranking functions and multiple query and/or document representations [4, 17]. The combination of several retrieval approaches is assumed to improve retrieval effectiveness of the final fused ranked list of documents.

Past work on data fusion mostly assumes that documents in the lists being combined are independent and that only documents that are ranked high in many lists, are likely to be relevant to a given query [17, 30, 31]. However, the cluster hypothesis states that documents in the same intrinsic structure, i.e., cluster or manifold, are likely to have a similar degree of relevance to the same information need underlying a given query [17, 38]. This idea has been successfully applied to many ranking problems in information retrieval and data mining [4, 7, 36, 39]. In data fusion the cluster hypothesis has only been used to a limited extent [16] and with a negative impact on efficiency.

We propose a novel Manifold-based data fusion approach, ManX, which (1) builds on a generic data fusion method X, and (2) lets similar documents provide support to each other by using inter-document similarities within a global manifold of documents being fused. Our manifold-based data fusion technique, ManX, is computationally demanding at two stages: in graph construction and in fusion score regularization. Therefore, we adopt an efficient design of the adjacency matrix for graph construction [24, 36], which supports document fusion for large datasets. Using this adjacency matrix, we propose a more efficient version of ManX, a-ManX, where the top-k documents from the ranking produced by an underlying fusion method X are assumed to be relevant and are used as anchors to represent fusion scores of other documents.

Many machine learning models are vulnerable to adversarial data [33]. To further improve the performance of rank aggregation, we propose a virtual adversarial manifold learning algorithm, v-ManX, and an efficient version that utilizes anchor documents, a-v-ManX. Our proposed virtual adversarial manifold learning algorithms first generate a virtual adversarial document for each original document, then regularize the model so that given a document, the models will produce the same output distribution as they produce on an adversarial perturbation of that document. They improve the robustness to virtual adversarial documents and the generalization performance for original documents, thus enhancing the performance of manifold learning for rank aggregation.

To evaluate the effectiveness and efficiency of ManX and a-ManX, we conduct experiments using retrieval runs (at the Text REtrieval
We argue that considering the global similarity between documents will allow us to use the full power of the cluster hypothesis, which will further improve the performance of data fusion. To validate this intuition, we propose a number of manifold-based algorithms.

2.2 Manifold-based algorithms

Many manifold-based algorithms have been proposed, for a range of problems in applications. Recent ones include neural networks-based manifold learning [8]. In [38], manifold-based algorithms are used for document classification. In [10, 40], the authors use manifold-based algorithms for recognizing handwritten digits. In [26] manifold-based algorithms are used for video prediction, in [35] for detecting collective motion, and in [8] for face recognition.

We propose to use manifolds to regularize document scores in data fusion. Our manifold algorithms differ from previous ones [7, 24, 36, 39] by introducing virtual perturbation to documents, which allows us to significantly improve the performance. Since the computation of regularized scores is expensive we also propose an efficient version of manifold-based data fusion that uses the top-k documents as anchors. To the best of our knowledge, we are the first to utilize top-k ranked documents for efficient manifold learning.

2.3 Virtual adversarial learning algorithms

Virtual adversarial learning [28, 29] extends the idea of adversarial learning to the semi-supervised regime and unlabeled data. This is done by regularizing the model so that given an example, the model will produce the same output distribution as it produces on an adversarial perturbation of that example. One key to the success of virtual adversarial learning is the way proper virtual adversarial data is generated. Miyato et al. [28, 29] resort to an iteration method and finite difference method to approximately generate local virtual adversarial data, where “local” indicates that each virtual adversarial example is generated by considering its own original example only but not other data. Unlike previous adversarial learning algorithms where each adversarial example of the data is generated locally, our virtual adversarial algorithms generate each virtual adversarial document globally by considering not only the original itself but all the documents for adversarial perturbation construction. In addition, our two virtual adversarial manifold learning algorithms are unsupervised, compared to any of the existing adversarial learning algorithms that are either supervised or semi-supervised [9, 28, 29]. See [11] for a more thorough review of adversarial learning methods. To the best of our knowledge, we are the first to globally generate virtual adversarial data in adversarial learning, and the first to utilize virtual adversarial perturbation with manifolds for rank aggregation.

3 PRELIMINARIES

We detail the task we address and recall standard fusion algorithms that most state-of-the-art fusion methods, including ours, build on.

3.1 Problem formulation

We begin by defining the data fusion task that we address. The task is: given a query \( q \) and a set of ranked lists of documents \( L_1, \ldots, L_m \), produced in response to a query \( q \) by \( m \) different retrieval systems, combine documents contained in the given lists by a data fusion method \( X \) into a single ranked list \( L_f \). The aggregation algorithm \( X \) is essentially a function \( f_X \) that satisfies:

\[
q, L_1, L_2, \ldots, L_m \xrightarrow{f_X} L_f.
\]

The goal of the task is to improve the performance of the final fused list \( L_f \) over the expected performance of the input lists.
The cluster hypothesis states that similar documents should have a high degree of relevance to a given query. A common approach to exploring this hypothesis in its full power is to consider inter-document similarities of all documents in \( C_L \) for regularizing fusion scores \( f_X = [f_X(d_i; q), \ldots, f_X(d_n; q)] \), produced by an unsupervised data fusion method \( X \), like CombSUM (see (1)). Here, we let \( n \) denote the number of documents appearing in the input lists being fused, i.e., \( n = |C_L| \). We define a adjacency matrix:

\[
W \in \mathbb{R}^{n \times n}
\]

of inter-document similarities, where \( W_{ij} = \text{sim}(d_i, d_j) \) for all pairs of documents in \( C_L \) for \( i \neq j \) and \( W_{qi} = 0 \) (required by all manifold models [7, 24, 39]). We compute \( \text{sim}(d_i, d_j) \) as:

\[
W_{ij} = \text{sim}(d_i, d_j) = \exp \left\{ -\frac{1}{2} \left( \| \text{KL}(\theta_{v_i} | C) + \text{KL}(\theta_{v_j} | C) \| \right) \right\}.
\]

where \( \theta_{v_i} \) is a vector representation for document \( d_i \) with \( \theta_{v_i} \) being the \( i \)-th word \( v_j \)'s probability in \( d_i \) computed by an unsupervised language model [4], \( s \) is the size of the vocabulary, and \( \text{KL}(\cdot | \cdot) \) is the Kullback-Leibler divergence. We obtain \( \theta_{d_i} \), the element in the vector \( d_i \), of document \( d_i \), by an unsupervised language model with Dirichlet smoothing as:

\[
\theta_{d_i} = \frac{c(v; d_i) + \delta \cdot p(v | C)}{\sum_v c(v; d_i) + \delta},
\]

where \( c(v; d_i) \) is the total number of times the word \( v \) appearing in document \( d_i \), \( p(v | C) \) is the probability of the word \( v \) appearing in the whole corpus, and \( \delta \) is the smoothing parameter that is set to the average length of the documents in the corpus [37]. Then, according to [25, 38], we can compute regularized scores \( f_{\text{ManX}} \) of our manifold-based fusion method, ManX, by minimizing the following objective function:

\[
f_{\text{ManX}} = \arg\min_{f_{\text{ManX}}} Q(f_{\text{ManX}})
\]

\[
= \arg\min_{f_{\text{ManX}}} \frac{1}{2} \sum_{i,j=1}^{n} W_{ij} \left\| \frac{f_{\text{ManX}}(d_i) - f_{\text{ManX}}(d_j)}{\sqrt{D_{ii}D_{jj}}} \right\|^2 + \frac{1}{2} \mu \sum_{i=1}^{n} \| f_{\text{ManX}}(d_i) - f_X(d_i) \|^2,
\]

where \( \mu \) is a regularization parameter, \( D_{ij} \) is an element in the diagonal matrix \( D = \text{diag}(D_{11}, \ldots, D_{nn}) \) defined as \( D_{ii} = \sum_{j=1}^{n} W_{ij} \) (note that \( W_{ij} \) is an element in \( W \) computed by (3)), and \( \| \cdot \| \) is the 2-norm. The first component in the middle line in (5) smooths the fusion score vector \( f_{\text{ManX}} \) by assigning similar scores to similar documents. The second component \( \| f_{\text{ManX}} - f_X \|^2 \) forces the ManX fusion scores to be close to the original scores \( f_X \) obtained by an unsupervised fusion method such as CombSUM. The amount of regularization is controlled by the parameter \( \mu \). The final fused
list \( L_f \) is constructed by ranking documents \( d \in C_f \) according to their regularized fusion scores \( f_{aManX}(d; q) \). The solution of the optimization problem (5) can be found either iteratively or in closed form [38]. The iterative solution is the following:

\[
f_{aManX}(t + 1) = \alpha S f_{aManX}(t) + (1 - \alpha) f_X,
\]

where \( f_{aManX}(t) \) is the vector of regularized fusion scores at iteration \( t \), \( \alpha = 1/(1 + \mu) \) and \( S = D^{-1/2}WD^{-1/2} \). This can be rewritten as:

\[
f_{aManX}(t + 1) = (\alpha S)^t f_X + (1 - \alpha) \sum_{t=0}^{\infty} (\alpha S)^t f_X.
\]

The time complexity of this iterative process is equal to the complexity of matrix multiplication, i.e., \( O(n^3) \). The closed form solution of (5) can be written as follows:

\[
f_{aManX}^* = (1 - \alpha)(I_n - \alpha S)^{-1} f_X,
\]

where \( I_n \) is an \( n \times n \) identity matrix. This means that in order to calculate regularized fusion scores in closed form, one needs to inverse the matrix \( I_n - \alpha S \), which also requires \( O(n^3) \) time. Thus, both the iterative and closed form approaches to computing regularized scores \( f_{aManX} \) have cubic complexity. To make our ManX technique applicable in practice, we develop an efficient version below.

### 4.2 Efficient manifold-based fusion

We propose a-ManX, a revised ManX aggregation method that utilizes anchors for efficient improvement, to reduce the complexity of ManX. It differs from previous manifold-based algorithms [24, 36] in the way we design the adjacency matrix used in manifolds, the anchor definition and how we reduce the computational time. We first discuss the way anchor-documents can be chosen and used to represent all documents. We then show how the optimization problem (5) and its optimal solution (8) should be adjusted to anchors.

#### 4.2.1 Defining anchors.

In a variety of real world information retrieval applications, including web search, users mainly pay attention to the top-\( k \) documents and ignore documents that are ranked low [6, 14, 36]. Following this idea, a-ManX assumes the top-\( k \) documents \((k \ll n)\) produced by a basic unsupervised data fusion method \( X \) to be relevant and considers them as anchors. We denote the (unknown) regularized fusion scores of these documents as \( a_{a-ManX} = \{a_{a-ManX}(a_1; q), \ldots, a_{a-ManX}(q_k; q)\} \).

Then, we represent regularized fusion score \( f_{a-ManX}(d; q) \) for document \( d \) as a linear combination of scores in \( a_{a-ManX} \):

\[
f_{a-ManX}(d; q) = \sum_{k=1}^{k} Z_{ij} f_{a-ManX}(a_j; q),
\]

where \( k \) is the total number of top-\( k \) documents acting as anchors, and \( Z_{ij} \) are the weights discussed below. In matrix form for all documents this can be written as follows:

\[
f_{a-ManX} = Z a_{a-ManX},
\]

where a good design principle for the weight matrix \( Z \) is to have \( \sum_{j=1}^{k} Z_{ij} = 1 \) and \( Z_{ij} \geq 0 \). Therefore, we define \( Z_{ij} \) as:

\[
Z_{ij} = \frac{\text{sim}(d_i, a_j)}{\sum_{l=1}^{d} \text{sim}(d_i, a_l)}.
\]

Hence, the more similar document \( d_i \) and anchor \( a_j \) are, the higher the weight \( Z_{ij} \). Thus, documents similar to anchors will have higher regularized scores, which is a desired property as we assume anchor documents to be relevant.

We need to redefine the similarity matrix \( W \) and propose a new design based on the anchors for graph construction:

\[
W = ZZ^T.
\]

According to this definition, two documents \( d_i \) and \( d_j \) have positive similarity \( W_{ij} > 0 \) if they share at least one anchor-document \( d_l \): \( Z_{il} \neq 0 \& Z_{jl} \neq 0 \). The more anchors are shared, the more similar the documents are. Compared to the original adjacency matrix defined in (2), where an \( n \times n \) matrix \( W \) needs to be kept in memory, the adjacency matrix \( W \) in (12) is scalable for ranking large datasets, as it only needs to save the \( n \times k \) matrix \( Z \).

#### 4.2.2 Efficient optimal solution.

Instead of solving the optimization problem (5) for all regularized scores \( f_{a-ManX} \), we need to solve it only for \( a_{a-ManX} \):

\[
a_{a-ManX}^* = \arg \min_{a_{a-ManX}} Q(a_{a-ManX})
\]

\[
= \arg \min_{a_{a-ManX}} \frac{1}{2} \sum_{i,j=1}^{n} W_{ij} \left( Z_{a_{a-ManX}X_i} - Z_{a_{a-ManX}X_j} \right)^2 + \frac{1}{2} \mu \sum_{i=1}^{n} \|Z_{a_{a-ManX}} - f_X\|^2,
\]

where \( D_{ij} = \sum_{j=1}^{n} W_{ij} \) and \( Z_{a_{a-ManX}X_i} \) is the \( i \)-th element in \( Z_{a_{a-ManX}} \), i.e., (10). Then, optimal regularized scores can be obtained as follows:

\[
f_{a-ManX}^* = Z a_{a-ManX}^*.
\]

Then, the optimal regularized fusion scores for anchor-documents can be calculated in closed form as follows:

\[
f_{a-ManX}^* = Z a_{a-ManX}^* = (I_n - \alpha S)^{-1} f_X.
\]

where \( S = D^{-1/2}WD^{-1/2} = D^{-1/2}ZZ^T D^{-1/2} \). Note that here we drop the constant \((1 - \alpha)\), because it does not affect the final ranking of documents (see (8)).

The matrix \( I_n - \alpha S \) still has dimensions \( n \times n \). However, if we set \( P = Z^T D^{-1} \), then we can rewrite (15) as follows:

\[
f_{a-ManX}^* = (I_n - P^T (PP^T - \frac{1}{\alpha} I_k)^{-1} P) f_X,
\]

where matrix \( PP^T - \frac{1}{\alpha} I_k \) has dimensions \( k \times k \) and, thus, requires only \( O(k^3) \) rather than \( O(n^3) \) to calculate the inverse. (15) and (16) are equivalent, as when we multiply matrix \( I_n - \alpha S \) (not inverse) from (15) by the matrix from (16), we get the identity matrix \( I_n \). The proof that (15) and (16) are equivalent is included in Appendix A. In fact, in (16) for efficient computations, we do not need to save the newly designed adjacency matrix \( W \) in memory but only the matrix \( Z \). For the diagonal matrix \( D \) with \( D_{ii} = \sum_{j=1}^{n} W_{ij} \) used in (16), we obtain \( D \) without using \( W \) as well, as \( W = Z^T Z \) and \( D_{ii} = \sum_{j=1}^{n} x_i^2 x_j \), where \( x_i \) is the \( i \)-th column vector of matrix \( Z \).

### 4.3 Virtual manifold learning

The manifold-based fusion model proposed in §4.1 lacks the ability to rank adversarial examples correctly. In this subsection, we propose a virtual manifold learning algorithm, v-ManX, that trains manifolds to correctly rank both unmodified (original) and virtual
adversarial documents. It improves not only robustness to adversarial documents, but also generalization performance of original documents.

For each original document \(d_i \in C_L\), we find its virtual adversarial document \(d'_i\). Let’s denote the vector representation of \(d'_i\) as \(d'_i\) and let \(d'_i = d_i + r_i\), which is built based on original document \(d\)’s vector representation \(d_i\) and its virtual adversarial perturbation \(r_i\). Here \(r_i\) is the virtual adversarial perturbation making to the original document \(d_i\). We propose to obtain \(r_i\) as:

\[
r_i = \arg \min_{r_i, \|r_i\|_2 \leq \epsilon} \left\{ \frac{1}{n} \sum_{j=1}^{n} \exp \left( -\frac{1}{2} (\text{KL}(d_i + r_i || d_j) + \text{KL}(d_i || d_i + r_i)) \right) \right\},
\]

where \(\epsilon > 0\) is a constant parameter that controls the amount of the perturbation. The motivation behind (17) is that the virtual adversarial document needs to be as far as possible from any of the original documents while making the perturbation such that it can significantly increase the loss incurred by our manifold learning model (see below), and thus improves the robustness of the model. Given a set of original documents \(C_L = \{d_j\}_{j=1}^{n}\) being fused, we can obtain the optimal \(r_i\) for each document \(d_i\) so as to obtain \(d'_i\) by globally considering all original documents as:

\[
r_i = \rho \times n d_i - \sum_{j=1}^{n} d_j,
\]

where \(\rho\) denotes an operator acting on an arbitrary non-zero vector \(x\) that returns a unit vector in the direction of \(x\). The time complexity of computing \(r_i\) is \(O(n)\) for each document, which is faster than any of the state-of-the-art algorithms [28, 29]: their time complexity is at least \(O(n^2)\) and they approximately generate local virtual adversarial data, i.e., obtaining the perturbation by considering the example itself but not the others. See Appendix B for our derivation of getting \(r_i\).

After obtaining a virtual adversarial perturbation for each original document, in total we double the number of documents for manifold learning. Thus, we have more documents and, hence, more information to regularize fusion scores in our virtual manifold model. The document set in manifold learning becomes \(\{d_1, \ldots, d_n, d'_1, \ldots, d'_n\}\). Let \(f_{v-ManX}\) be the regularized score for both original documents and virtual adversarial documents with \(f_{v-ManX,i}\) being the regularized score shared by both \(d_i\) and its virtual adversarial document \(d'_i\). Note that the size of \(f_{v-ManX}\) is still \(n\), as each “virtual and original document pair” needs to share the same regularized score. Compared to (2), the adjacency matrix (in \(\mathbb{R}^{2n \times 2n}\)) becomes:

\[
W = \begin{bmatrix}
W_{11} & W_{12} & \cdots & W_{1n} \\
W_{21} & W_{22} & \cdots & W_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
W_{n1} & W_{n2} & \cdots & W_{nn} \\
W_{n+1,1} & W_{n+1,2} & \cdots & W_{n+1,n} \\
\vdots & \vdots & \ddots & \vdots \\
W_{2n,1} & W_{2n,2} & \cdots & W_{2n,2n}
\end{bmatrix}
\]

(19)

To simplify the discussion, we write \(W = \begin{bmatrix} W_{11} & W_{12} \\ W_{21} & W_{22} \end{bmatrix}\), where \(W_{11}, W_{12}, W_{21}\), and \(W_{22}\) are the corresponding \(n \times n\) sub-matrices in \(W\). We write \(D\) for the diagonal matrix for \(W: D = \begin{bmatrix} D_1 \\ D_2 \end{bmatrix}\), where \(D_1 = \text{diag}(D_{11}, D_{22}, \ldots, D_{nn})\) and \(D_2 = \text{diag}(D_{n+1,n+1}, D_{n+2,n+2}, \ldots, D_{2n,2n})\). In our proposed virtual adversarial manifold learning based aggregation method, \(v-ManX\), we obtain the optimal \(f^{*}_{v-ManX}\) for aggregation by minimizing the following objective function:

\[
f^{*}_{v-ManX} = \arg \min_{f_{v-ManX}} Q(f_{v-ManX}) = \frac{1}{4} \sum_{i,j=1}^{n} W_{ij} \left( \frac{c_{v-ManX,i} - c_{v-ManX,j}}{|D_{ij}|} \right)^2 + \frac{\mu}{4} \sum_{i=1}^{n} \sum_{c_{v-ManX,i} - h_{X,i}}^2,
\]

where \(c_{v-ManX} = f_{v-ManX} \oplus f_{v-ManX}\) and \(h_{X} = f_{X} \oplus f_{X}\) (\(h_{X}\) can be obtained in an unsupervised way, as \(f_{X}\) can be obtained by an unsupervised fusion method like ComBiSUM, and \(\oplus\) is the concatenation operator for two vectors; \(c_{v-ManX,i}\) and \(h_{X,i}\) are the \(i\)-th element in \(c_{v-ManX}\) and \(h_{X}\), respectively. Unlike (5), which smooths original documents only, (20) smooths both original and virtual adversarial ones — between original documents themselves (\(W_{11}\)), between virtual adversarial documents themselves (\(W_{22}\)), between original and virtual adversarial documents (\(W_{12}\) and \(W_{21}\)), by the first term on the right-hand side of (20), while still forcing the \(v-ManX\) fusion scores to be close to the original scores \(f_{X}\) by the last term in (20). The closed form solution of (20) is \(f^{*}_{v-ManX}\):

\[
f^{*}_{v-ManX} = (1 - \alpha) \left( I - \alpha \left( \frac{1}{2} S_{11} + \frac{1}{2} S_{12} + \frac{1}{2} S_{21} + \frac{1}{2} S_{22} \right) \right)^{-1} f_{X},
\]

(21)

where \(S_{11} = D_{1}^{1/2} W_{11} D_{1}^{-1/2}\), \(S_{12} = D_{1}^{-1/2} W_{12} D_{1}^{-1/2}\), \(S_{21} = D_{2}^{-1/2} W_{21} D_{2}^{-1/2}\), \(S_{22} = D_{2}^{1/2} W_{22} D_{2}^{1/2}\), and again \(\alpha = \frac{\mu}{\|W\|}\). The derivation of the closed form solution in (21) is included in Appendix C.

The iterative solution of (20) is \(f_{v-ManX}(t + 1) = \alpha \left( \frac{1}{2} S_{11} + \frac{1}{2} S_{12} + \frac{1}{2} S_{21} + \frac{1}{2} S_{22} \right) f_{v-ManX}(t) + (1 - \alpha) f_{X}\),

(22)

where \(f_{v-ManX}(t)\) is the vector of regularized fusion scores at iteration \(t\). After \(t \rightarrow +\infty\) iterations, the optimal \(f^{*}_{v-ManX}\) can be set to \(f_{v-ManX}(+\infty)\) and is the closed form solution, i.e., (21). See Appendix D for the proof that (22) is equivalent to (21) when \(t \rightarrow +\infty\). The time complexity of both (21) and (22) is \(O(n^3)\).

### 4.4 Efficient virtual manifold learning

Similar to §4.2, we boost the efficiency of our virtual manifold learning algorithm proposed in §4.3 to arrive at a method called a-v-ManX, a revised v-ManX utilizing anchors for efficiency. As before, we denote the (unknown) regularized fusion scores of the top-k documents as \(a_{a-v-ManX} = \{f_{a-v-ManX}(d_1 ; q), \ldots, f_{a-v-ManX}(d_k ; q)\}\). Then, we represent the regularized fusion score \(f_{a-v-ManX}(d_i ; q)\) for both document \(d_i\) and its virtual document \(d'_i\) as a linear combination of scores in \(a_{a-v-ManX}\):

\[
f_{a-v-ManX}(d_i ; q) = \sum_{j=1}^{k} Z_{ij} f_{a-v-ManX}(d_j ; q),
\]

(23)

where \(Z_{ij}\) is the weight computed by (11).
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Instead of solving the optimization problem (20) for all regularized scores \( f_{v-ManX} \), we need to solve it only for \( a_{v-ManX} \):

\[
a_{v-ManX} = \arg \min_{a_{v-ManX}} \frac{1}{4} \sum_{i,j=1}^{n} W_{ij} \left| \frac{Z_{11} a_{ManX} i}{\sqrt{D_{ii}}} - \frac{Z_{11} a_{ManX} j}{\sqrt{D_{jj}}} \right|^2 + \frac{1}{4} \sum_{i=1}^{n} \sum_{j=n+1}^{2n} W_{ij} \left| \frac{Z_{12} a_{ManX} i}{\sqrt{D_{ii}}} - \frac{Z_{12} a_{ManX} j}{\sqrt{D_{jj}}} \right|^2 + \frac{1}{4} \sum_{i=1}^{n} \sum_{j=1}^{n} W_{ij} \left| \frac{Z_{21} a_{ManX} i}{\sqrt{D_{ii}}} - \frac{Z_{21} a_{ManX} j}{\sqrt{D_{jj}}} \right|^2 + \frac{1}{4} \sum_{i=1}^{2n} \sum_{j=1}^{2n} W_{ij} \left| \frac{Z_{22} a_{ManX} i}{\sqrt{D_{ii}}} - \frac{Z_{22} a_{ManX} j}{\sqrt{D_{jj}}} \right|^2 + \frac{\mu}{4} \sum_{i=1}^{2n} \| h_{v-ManX i} - h_X i \|^2.
\]

(24)

Here, \( c_{a_{v-ManX}} = f_{v-ManX} \oplus f_{a_{v-ManX}}, Z = \left[ \begin{array}{cc} Z_{11} & Z_{12} \\ Z_{21} & Z_{22} \end{array} \right] \) with each sub-matrix of size \( n \times n \) and the element \( Z_{ij} \) computed by (11), and \( W = \left[ \begin{array}{cc} W_{11} & W_{12} \\ W_{21} & W_{22} \end{array} \right] \). Similar to (21), the closed form solution of (24) is 

\[
a_{v-ManX} = (1 - \alpha) \left( I - \alpha \left[ \begin{array}{cc} \frac{1}{2} S_{11} + \frac{1}{2} S_{12} & \frac{1}{2} S_{12} + \frac{1}{2} S_{22} \\ \frac{1}{2} S_{12} + \frac{1}{2} S_{22} & \frac{1}{2} S_{22} \end{array} \right] \right)^{-1} f_X.
\]

(25)

where

\[
S_{11} = D_{1}^{-1/2} Z_{11} Z_{11}^{T} D_{1}^{-1/2}, S_{12} = D_{1}^{-1/2} Z_{12} Z_{12}^{T} D_{1}^{-1/2}, S_{21} = D_{2}^{-1/2} Z_{21} Z_{21}^{T} D_{2}^{-1/2}, S_{22} = D_{2}^{-1/2} Z_{22} Z_{22}^{T} D_{2}^{-1/2}.
\]

Again, if we set \( P_{11} = Z_{11}^{T} D_{1}^{-1/2}, P_{12} = Z_{12}^{T} D_{1}^{-1/2}, P_{21} = Z_{21}^{T} D_{2}^{-1/2}, \) and \( P_{22} = Z_{22}^{T} D_{2}^{-1/2} \), the time complexity of (25) will reduce from \( O(n^3) \) to \( O(n^3) \) \((k \ll n)\), which makes a-v-ManX more efficient than v-ManX.

5 EXPERIMENTAL SETUP

5.1 Research questions

The main research questions guiding the paper are:

- **RQ1** Do manifold-based fusion methods outperform state-of-the-art methods?
- **RQ2** Does adding virtual adversarial perturbation into manifold learning methods improve performance?
- **RQ3** Does our way of globally generating virtual adversarial perturbation outperform the local ways in rank aggregation?
- **RQ4** Do efficient manifold-based fusion methods, a-ManX and a-v-ManX, run faster? Does our way of generating virtual adversarial documents run faster than the state-of-the-art?
- **RQ5** What is the impact of the number of anchors used in efficient manifold-based methods?
- **RQ6** What is the effect of the number of lists to be fused on manifold-based methods compared to state-of-the-art methods?

5.2 Datasets

In order to evaluate the proposed manifold-based data fusion methods and answer the research questions stated in § 5.1, we need a set of queries and a number of ranked lists of documents for each query. To this end, we work with three publicly available large document datasets from the Text REtrieval Conference (TREC).²

We use the titles of TREC topics as queries (150 queries in total) and the runs submitted by participants as ranked lists of documents to be fused. We focus on the ad hoc track at TREC-3 [12], web track at TREC-10 [13] and robust retrieval track at TREC-12 [34]. Table 1 summarizes the key statistics of the datasets. Participants produced 40, 97 and 78 runs for the tracks of TREC-3, TREC-10 and TREC-12, respectively. The precision at rank 20 \((p@20)\) is the official evaluation metric of these three tracks. The precision at rank 20 of the submitted runs varies dramatically; see Table 1.

5.3 Baselines and evaluation measures

We include comparisons among the following algorithms:

- **Standard unsupervised fusion methods:** CombSUM and CombMNZ [30].
- **Learning-to-rank method:** \( \lambda \)-Merge [31] — a supervised, state-of-the-art learning-to-rank-based rank aggregation method.
- **Clustering-based fusion methods:** ClustX [16] and a-ClustX that build on a standard fusion method, i.e., either \( X = \text{CombSUM} \) or \( X = \text{CombMNZ} \). Here, ClustX is the original supervised clustering-based fusion method that creates clusters for each document, and a-ClustX is an efficient version of ClustX applying our efficiency framework from §4.2.
- **Virtual adversarial learning methods:** v-LDSX [28, 29] (Local Distributional Smoothness), a-v-LDSX and our v-ManX (§4.3) and a-v-ManX (§4.4). The only difference between v-LDSX and our v-ManX (§4.3) is the way they generate the virtual adversarial perturbation. LDSX and a-v-LDSX use an iteration and finite difference method to generate local virtual adversarial perturbations.
- **Efficient fusion methods:** a-ClustX, our a-ManX (§4.2) and a-v-ManX (§4.4). a-ClustX is an efficient version that utilizes our proposed efficient fusion framework in §4.2.

<table>
<thead>
<tr>
<th>Track dataset</th>
<th>#queries</th>
<th>#documents</th>
<th>#runs</th>
<th>p@20</th>
</tr>
</thead>
<tbody>
<tr>
<td>TREC-3 ad hoc</td>
<td>50</td>
<td>741,856</td>
<td>40</td>
<td>0.062–0.674</td>
</tr>
<tr>
<td>TREC-10 web</td>
<td>50</td>
<td>1,692,096</td>
<td>97</td>
<td>0.001–0.473</td>
</tr>
<tr>
<td>TREC-12 robust retrieval</td>
<td>50</td>
<td>528,155</td>
<td>78</td>
<td>0.090–0.393</td>
</tr>
</tbody>
</table>

5.4 Parameters and settings

For fusion methods \( \lambda \)-Merge, ManX, a-ManX, v-ManX, a-v-ManX, LDSX, a-LDSX, ClustX, and a-ClustX, we randomly split queries into three parts: 70% queries are used to train a fusion model, 20% queries are used to validate the model during training, and 10%
queries are used for testing the model. We train a fusion model by varying the values of its parameters and then choose the best values during validation. The training, validation, test splits are permuted until all queries were chosen once for the test set. Statistical significance of observed differences between two results is tested using a two-tailed paired t-test and is denoted using ▲ (or △) for significant differences for α = .01, or ▲ (and △) for α = .05.

6 RESULTS AND ANALYSIS

6.1 Effectiveness of proposed methods

RQ1: We compare the ranking performance of all of our manifold learning algorithms to that of the baselines. We use these algorithms to aggregate the top-5 best retrieval runs in each TREC dataset. Tables 2, 3 and 4 show the results; we also show the performance of the best run in each TREC dataset, i.e., runs iinq102, iiit01m, and pricRBa2, respectively.3

There are several trends worth noting. (1) Fusion vs. best single run: All data fusion methods statistically significantly outperform the best single run, which underlines the value of data fusion for improving the performance of document ranking. (2) Manifold-based fusion methods (ManX, v-LDSX, v-ManX and their efficient versions) vs. all other fusion methods: Compared to other state-of-the-art fusion methods (CombSUM, CombMNZ, λ-Merge, ClustX), manifold-based methods are among the best performing fusion methods in terms of all metrics, and the performance differences are usually statistically significant. Thus, fusing documents via manifold algorithms can enhance the performance of data fusion. (3) Manifold-based vs. clustering-based (ClustX and a-ClustX): Tables 2, 3 and 4 show that both manifold-based methods outperform cluster-based methods on all datasets and most improvements are statistically significant. Thus exploiting global inter-document similarities in manifolds helps to enhance performance. (4) Efficient method vs. its original aggregation method, such as a-ManX vs. ManX: The efficient method does not perform significantly worse than the original method, although it considers only the top-20 documents as anchors. Thus, our anchor-based approach maintains the effectiveness of manifold-based data fusion while considerably reducing its computational cost (see §6.3).

---

3In Tables 3 and 4, we only report the results for CombSUM as a basic fusion method as the results for CombMNZ are similar.
Table 5: Running time (in sec.) comparisons among the methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>3</th>
<th>5</th>
<th>9</th>
<th>15</th>
<th>23</th>
</tr>
</thead>
<tbody>
<tr>
<td>CombSUM</td>
<td>3.98e-4</td>
<td>8.07e-4</td>
<td>1.69e-3</td>
<td>2.86e-3</td>
<td>3.96e-3</td>
</tr>
<tr>
<td>a-ManSUM</td>
<td>1.46e-1</td>
<td>5.09e-1</td>
<td>1.79</td>
<td>4.48</td>
<td>11.17</td>
</tr>
<tr>
<td>a-v-ManSUM</td>
<td>2.30e-1</td>
<td>1.21</td>
<td>3.32</td>
<td>7.58</td>
<td>18.52</td>
</tr>
<tr>
<td>a-v-LDSSUM</td>
<td>2.55e-1</td>
<td>1.47</td>
<td>3.75</td>
<td>8.14</td>
<td>21.39</td>
</tr>
<tr>
<td>a-ClustSUM</td>
<td>6.83e-1</td>
<td>1.86</td>
<td>7.30</td>
<td>18.15</td>
<td>43.12</td>
</tr>
<tr>
<td>v-ManSUM</td>
<td>3.08</td>
<td>8.18</td>
<td>33.29</td>
<td>73.47</td>
<td>170.40</td>
</tr>
<tr>
<td>v-LDSSUM</td>
<td>6.21</td>
<td>17.52</td>
<td>65.42</td>
<td>134.23</td>
<td>325.38</td>
</tr>
<tr>
<td>ClustSUM</td>
<td>3.39</td>
<td>11.27</td>
<td>42.91</td>
<td>117.45</td>
<td>267.36</td>
</tr>
</tbody>
</table>

6.2 Contribution of virtual adversarial perturbation to manifold learning

RQ2: According to Tables 2, 3 and 4, all virtual adversarial learning methods statistically significantly outperform methods without virtual adversarial documents. E.g., v-LDSSUM outperforms all non-virtual adversarial learning methods, and v-ManSUM outperforms ManX. Thus, adding virtual adversarial perturbation into manifold learning methods improves the performance of aggregation.

RQ3: Tables 2, 3 and 4 show that our virtual adversarial manifold learning methods statistically significantly outperform other virtual adversarial manifold methods that use local information for generating virtual adversarial perturbation. E.g., v-ManSUM outperforms v-LDSSUM, and a-v-ManSUM outperforms a-v-LDSSUM. This highlights another merit of our virtual adversarial perturbation construction method: it globally generates virtual adversarial perturbation for each original document by considering not only the original document itself but all other documents to be fused, and thus makes a positive contribution to the performance of manifold learning. Due to space limitations we only discuss CombSUM as a basic data fusion method below; results for CombMNZ are similar.

6.3 Efficiency of proposed methods

RQ4: To show the efficiency of our proposed efficient manifold learning methods, we randomly choose $m \in \{3, 5, 9, 15, 23\}$ runs from the ad hoc track of TREC-3. We combine these runs using the rank aggregation techniques and measure the running time. We repeat the experiment 20 times for each fusion method and report the average running time in seconds.

As can be seen in Table 5, all the efficient aggregation methods significantly run faster than the corresponding non-efficient methods. For instance, a-ManSUM runs faster than ManSUM. This demonstrates the merit of the proposed efficient manifold learning methods: they have lower computational costs and run faster, while still achieving a comparable performance to original non-efficient methods. Also, a-v-ManSUM runs faster than a-v-LDSSUM, and v-ManSUM runs faster than v-LDSSUM. The only differences between a-v-ManSUM and a-v-LDSSUM, and between v-ManSUM and v-LDSSUM, are the ways of obtaining the virtual documents. This demonstrates another merit of our way of generating virtual adversarial documents: our virtual adversarial document generation method runs faster than that of LDS method.

6.4 Number of anchor documents

RQ5: Next, we examine the effect of the number of anchors on the performance of the proposed manifold learning algorithms that utilize anchors for efficiency. We use the efficient manifold methods, a-v-ManX, a-ManX and a-ClustX, as representatives, as the corresponding non-efficient methods perform better.

Fig. 2 depicts the MAP and p@20 performance for the aggregation methods when fusing the top-5 runs from the TREC-3 ad hoc track. The performance of all efficient methods increases with the number of anchor documents: with more anchor documents come more information to regularize scores of other documents. In contrast, the performance of a-ClustSUM also increases with the number of anchor documents, but cannot top that of ClustSUM.

a-ManSUM usually outperforms ClustSUM when the top-$k$ documents are used as anchors. This shows that considering only a small number of the top-$k$ documents can still improve data fusion performance in manifold-based approach. Still, a-v-ManSUM always significantly outperforms a-ManSUM. This, again, illustrates that adding virtual adversarial documents into efficient manifold learning improves the performance. Also, the performance of a-v-ManSUM and a-ManSUM seems to level off when more than 20 anchors are used. We conjecture that this is because the more top documents are considered, there is less room to make improvement.

6.5 Number of fused lists

RQ6: Finally, we explore the effect of the number of lists being aggregated on the performance. We use a-v-ManSUM and a-ManSUM as representatives, as their non-efficient versions work better. We randomly choose $m \in \{3, 5, \ldots, 25\}$ runs from the TREC-3 dataset and fuse them. For each $m$, we repeat the experiment 20 times and report the average performance and the standard deviations.

Fig. 3 shows the performance for varying $m$, using MAP and p@20. The plots also show the best-performing single run (“Maximum”) and the average performance of input runs (“Average”). Data
fusion performance usually increases for $m \leq 15$ and then stays almost flat, while the average performance of input runs fluctuates around the same value. This result is in line with other studies on data fusion, showing that the more individual lists are fused the better the performance. Fig. 3 also shows that a-v-ManSUM and a-ManSUM always outperform ClustSUM (here we use ClustSUM only, as ClustSUM outperforms a-ClustSUM). This confirms that utilizing manifolds does boost the performance of data fusion. Here, again, the manifold method, a-v-ManSUM, that utilizes virtual adversarial documents, always outperforms the manifold method, a-ManSUM, that does not integrate virtual adversarial documents. Clearly, most fusion methods beat the average performance and the best input run in most cases.

7 CONCLUSIONS
We have studied the problem of rank aggregation. To enhance the performance of aggregation, we have proposed manifold-based aggregation methods. In our manifold learning methods, we let similar documents across the lists being fused provide support to each other by using inter-document similarities, and let documents in the same intrinsic structure enhance each other’s relevance score by considering manifolds of the documents being fused. Since the manifold-based technique that we introduce first, ManX, suffers from high computational costs, we propose an efficient version that can handle large-scale datasets for data fusion, reduce the running time and achieve comparable performance. To improve performance and robustness, we propose a virtual adversarial manifold learning method where we generate virtual adversarial documents by adding perturbation to the original documents. We have conducted experiments on three datasets; the results show the effectiveness and efficiency of the proposed manifold learning methods and our way of generating virtual adversarial documents for manifolds.

There are many unexplored avenues. For instance, can we apply the proposed manifold learning to other information retrieval applications, such as clustering documents in streams [20–22] and diversifying search results [18, 19, 23]? Are there other virtual adversarial perturbation generation methods for manifold learning?
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A PROOF OF THE EQUALITY

All notations below are defined in the body of the paper. Analogous proof is found in [36]. We multiply matrix \( I_n - \alpha S \) (not inverse) from (15) by the matrix from (16) and should get the identity matrix \( I_n \) if they are equivalent, as a result:

\[
(I_n - \alpha S) \times (I_n - \alpha P^{\top} (PP^T - \frac{1}{\alpha} I_k)^{-1} P) = (I_n - \alpha P^{\top}) \times (I_n - P^{\top} (PP^T - \frac{1}{\alpha} I_k)^{-1} P) = I_n - P^{\top} (PP^T - \frac{1}{\alpha} I_k)^{-1} P - \alpha P^{\top} P (PP^T - \frac{1}{\alpha} I_k)^{-1} P - \alpha P^{\top} P = I_n - \alpha P^{\top} P = I_n
\]

B DERIVATION OF THE PERTURBATION \( r^*_i \)

The derivation of the optimal perturbation \( r^*_i \) is as follows:

\[
r^*_i = \text{arg min}_{r_i, \|r_i\|_{2} \leq \epsilon} \sum_{j=1}^{n} \text{sim}(d_i + r_i, d_j)
\]

As \( \sum_{j \neq i} \exp(-x_j) \geq \exp(-\sum_{j \neq i} x_j) \) when \( x_j \geq 0 \) and KL(.) \( \geq 0 \), the above becomes:

\[
r^*_i = \text{arg min}_{r_i, \|r_i\|_{2} \leq \epsilon} \sum_{j=1}^{n} \left( \frac{1}{2} (KL(d_i + r_i || d_j) + KL(d_j || d_i + r_i)) \right).
\]

According to Pinsker’s inequality [5] \( KL(x||y) \geq \frac{(x-y)^2}{2\max(x,y)} \geq \frac{1}{2\max(x,y)} \|y-x\|^2 \), where \( x \) and \( y \) are two distributions and \( \| \cdot \| \) is the 1-norm, the above becomes:

\[
r^*_i = \text{arg max}_{r_i, \|r_i\|_{2} \leq \epsilon} \sum_{j=1}^{n} \left( \frac{1}{2 \ln 2} \|d_i + r_i - d_j\|^2 + \frac{1}{2 \ln 2} \|d_j - (r_i + d_j)\|^2 \right).
\]

In the above equation (26), \( \max_{\|r_i\|_{2} \leq \epsilon} \sum_{j=1}^{n} \|d_i + r_i - d_j\|^2 \) is derived as:

\[
\max_{\|r_i\|_{2} \leq \epsilon} \sum_{j=1}^{n} \|d_i + r_i - d_j\|^2 = \max_{\|r_i\|_{2} \leq \epsilon} \sum_{j=1}^{n} \|r_i\|^2 + 2\|r_i(d_i - d_j)\|_1 + \|d_i - d_j\|^2.
\]

C DERIVATION OF THE CLOSED FORM \( f_{v \cdot \text{manx}} \)

Writing \( \Delta \) for \( \frac{f_{v \cdot \text{manx}}}{\sqrt{\|\epsilon\|}} \), the cost function in (20) is:

\[
Q(f_{v \cdot \text{manx}}) = \frac{1}{4} \sum_{i,j=1}^{n} W_{ij} \Delta + \frac{1}{2} \sum_{i,j=1}^{n} \sum_{i,j=1}^{n} W_{ij} \Delta + \frac{1}{2} \sum_{i,j=1}^{n} \|f_{v \cdot \text{manx}} - f_{x_i}\|^2.
\]

We differentiate \( Q(f_{v \cdot \text{manx}}) \) with respect to \( f_{v \cdot \text{manx}} \) and have:

\[
\frac{\partial Q(f_{v \cdot \text{manx}})}{\partial f_{v \cdot \text{manx}}} = f_{v \cdot \text{manx}} - \frac{1}{2} D_{v1}^{1/2} W_{11} D_{v1}^{1/2} f_{v \cdot \text{manx}} - \frac{1}{2} D_{v2}^{1/2} W_{22} D_{v2}^{1/2} f_{v \cdot \text{manx}} + \mu f_{v \cdot \text{manx}} - \mu f_{x_i}.
\]

To obtain the closed form solution \( f_{v \cdot \text{manx}} \), we set \( \frac{\partial Q(f_{v \cdot \text{manx}})}{\partial f_{v \cdot \text{manx}}} = 0 \) and have:

\[
f_{v \cdot \text{manx}} = (1 - \alpha) \left( 1 - \alpha \left( \frac{1}{2} S_{11} + \frac{1}{2} S_{12} + \frac{1}{2} S_{21} + \frac{1}{2} S_{22} \right) \right)^{-1} f_X,
\]

where \( \alpha = \frac{W_{11} + W_{22}}{2W_{11} + 2W_{22}}, S_{11} = D_{v1}^{1/2} W_{11} D_{v1}^{1/2}, S_{12} = D_{v1}^{1/2} W_{22} D_{v2}^{1/2}, S_{21} = D_{v2}^{1/2} W_{11} D_{v1}^{1/2}, \text{ and } S_{22} = D_{v2}^{1/2} W_{22} D_{v2}^{1/2} \).

D DERIVATION OF THE ITERATION FORM

Without loss of generalization, we suppose \( f_{v \cdot \text{manx}}(0) = f_X \). According to the iteration \( f_{v \cdot \text{manx}}(t+1) = \alpha \left( \frac{1}{2} S_{11} + \frac{1}{2} S_{12} + \frac{1}{2} S_{21} + \frac{1}{2} S_{22} \right) f_{v \cdot \text{manx}}(t) + (1 - \alpha) f_X \), we have:

\[
f_{v \cdot \text{manx}}(t) = \left( \alpha \frac{1}{2} S_{11} + \frac{1}{2} S_{12} + \frac{1}{2} S_{21} + \frac{1}{2} S_{22} \right)^{t-1} f_X + \left( 1 - \alpha \right) \sum_{s=1}^{t} \left( \alpha \frac{1}{2} S_{11} + \frac{1}{2} S_{12} + \frac{1}{2} S_{21} + \frac{1}{2} S_{22} \right)^{t-s} f_X.
\]

Because \( 0 < \alpha < 1 \) and the eigenvalues of \( \alpha \left( \frac{1}{2} S_{11} + \frac{1}{2} S_{12} + \frac{1}{2} S_{21} + \frac{1}{2} S_{22} \right) \) is within \([-1, 1]\), the optimal solution \( f_{v \cdot \text{manx}} \) is:

\[
f_{v \cdot \text{manx}} = \lim_{t \to \infty} f_{v \cdot \text{manx}}(t) = \lim_{t \to \infty} \left( \alpha \frac{1}{2} S_{11} + \frac{1}{2} S_{12} + \frac{1}{2} S_{21} + \frac{1}{2} S_{22} \right)^{t-1} f_X + \lim_{t \to \infty} \left( 1 - \alpha \right) \sum_{s=1}^{t} \left( \alpha \frac{1}{2} S_{11} + \frac{1}{2} S_{12} + \frac{1}{2} S_{21} + \frac{1}{2} S_{22} \right)^{t-s} f_X.
\]

\[
= 0 + (1 - \alpha) f_X \left( 1 - \alpha \left( \frac{1}{2} S_{11} + \frac{1}{2} S_{12} + \frac{1}{2} S_{21} + \frac{1}{2} S_{22} \right)^{\infty} \right) = (1 - \alpha) \left( \frac{1}{2} S_{11} + \frac{1}{2} S_{12} + \frac{1}{2} S_{21} + \frac{1}{2} S_{22} \right)^{-1} f_X.
\]