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1. Introduction

Let $\mu$ be a finite complex Borel measure supported on $[-\pi, \pi]$, thus with $S_\mu = \text{supp}(\mu) \subset [-\pi, \pi]$ and $\int_{-\pi}^{\pi} d|\mu| = K < \infty$, where $|\mu|$ is the total variation measure. The Herglotz–Riesz transform of $\mu$ is

$$F_\mu(z) = \int_{-\pi}^{\pi} \frac{e^{i\theta} + z}{e^{i\theta} - z} d\mu(\theta).$$

(1.1)

We shall approximate (1.1) by rational functions with prescribed poles (multipoint Padé-type approximants = MPTA). This gives rise to quadrature formulas of the form (2.1) below to estimate integrals on the unit circle of the form

$$I_\mu(f) = \int_{-\pi}^{\pi} f(e^{i\theta}) d\mu(\theta).$$

(1.2)

For these formulas, it will be shown that they are exact for certain rational functions with given poles. Motivated by a paper of Nuttal and Wherry [17] (see also [12]), we treated a similar problem in [4] where the quadrature formulas integrated exactly Laurent polynomials and the approximants were restricted to two-point Padé approximants for (1.1). In section 2, we give the connection between quadrature formulas and MPTAs to (1.1). Estimations of the rate of convergence of MPTAs to $F_\mu(z)$ are provided in section 3. This will also result in an estimate of the rate of convergence of the quadrature formulas when the integrand $f$ is a holomorphic function in a neighborhood of $S_\mu$. In section 4, we study the case when $f$ is only continuous with a modulus of continuity that satisfies certain conditions.

2. Preliminary results

We use the following notation for the unit circle, its inside and its outside: $\mathbb{T} = \{z \in \mathbb{C}: |z| = 1\}$, $\mathbb{D} = \{z \in \mathbb{C}: |z| < 1\}$ and $\mathbb{E} = \{z \in \mathbb{C}: |z| > 1\}$. $\mathbb{C}$ is the set of complex numbers and $\hat{\mathbb{C}} = \mathbb{C} \cup \{\infty\}$. The space of polynomials of degree at most $n$ is denoted as $\mathbb{P}_n$ and $\Pi$ is the space of all polynomials. For every pair of integers $(p, q)$, $p \leq q$, we denote by $\Lambda_{p,q}$ the linear space of all Laurent polynomials (L-polynomials) of the form $L(z) = \sum_{j=p}^{q} c_j z^j$, $c_j \in \mathbb{C}$. $\Lambda$ is the space of all L-polynomials. Our quadrature formulas, approximating (1.2) will be of the form

$$I_n(f) = \sum_{j=1}^{n} A_{j,n} f(x_{j,n}), \quad x_{j,n} \in \mathbb{T}, \quad x_{i,n} \neq x_{j,n} \text{ for } i \neq j.$$ 

(2.1)

For its construction we shall not use the L-polynomials as in [4] but we shall use rational functions with poles not on $\mathbb{T}$. For quadrature formulas based on rational functions with prescribed poles outside a finite interval of the real line, see, e.g., [8,
Let \( \alpha = \{\alpha_n; \quad n = 1, 2, \ldots\} \) be an arbitrary sequence in \( \mathbb{D} \). We introduce the Blaschke factors \( \zeta_k(z) \) as

\[
\zeta_k(z) = \frac{\bar{\alpha}_k}{|\alpha_k|} \frac{\alpha_k - z}{1 - \overline{\alpha}_k z}, \quad k = 1, 2, \ldots, \tag{2.2}
\]

and the Blaschke products \( B_0 = 1 \), and \( B_k = \zeta_1 \cdots \zeta_k \). These generate the spaces \( \mathcal{L}_n = \text{span}\{B_0, \ldots, B_n\} \) and \( \mathcal{L} = \bigcup_0^\infty \mathcal{L}_n \). Introducing \( \pi_0 = 1 \) and

\[
\pi_n(z) = \prod_{k=1}^{n} (1 - \overline{\alpha}_k z),
\]

for \( n > 0 \), we can represent \( R \in \mathcal{L}_n \) as \( R = q/\pi_n \), with \( q \in \Pi_n \). The notation \( f_\ast(z) = f(1/\overline{z}) \) allows us to introduce the spaces \( \mathcal{L}_{n\ast} = \text{span}\{1, B_{1\ast}, \ldots, B_{n\ast}\} \) and \( \mathcal{L}_\ast = \bigcup_1^\infty \mathcal{L}_{n\ast} \). If \( R \in \mathcal{L}_{n\ast} \), then \( R = q/\omega_n \) with \( q \in \Pi_n \) and where \( \omega_0 = 1 \) and

\[
\omega_n(z) = \prod_{j=1}^{n} (z - \alpha_j)
\]

for \( n > 0 \). Furthermore, let

\[
\mathcal{R}_{p,q} = \mathcal{L}_{p\ast} + \mathcal{L}_q = \{ P/(\pi_q \omega_p); \quad P \in \Pi_{p+q} \}
\]

and \( \mathcal{R} = \mathcal{L} + \mathcal{L}_\ast \). Note that \( \mathcal{R}_{p,q} = \text{span}\{1/B_p, \ldots, 1/B_1, 1, B_1, \ldots, B_q\} \) and \( \mathcal{R}_{0,n} = \mathcal{L}_n \). When all \( \alpha_k = 0 \), then \( \mathcal{R}_{p,q} = \Lambda_{p,q} \) and \( \mathcal{L}_n = \Pi_n \). The spaces \( \mathcal{R}_{p,q} \) will play the same role in this paper as the L-polynomials in [4]. The following theorem is given in [1, addendum A.2, p. 244] when all the \( \alpha_i \) are different. The adaptation of the proof for the case when two or more points are allowed to coincide is trivial.

**Theorem 2.1.** The space \( \mathcal{R} \) is dense in the space \( C(\mathbb{T}) \) of continuous functions on \( \mathbb{T} \) if and only if \( \sum (1 - |\alpha_k|) = \infty \).

Let \( X = \{x_{j,n}; \quad j = 1, \ldots, n; \quad n \in \mathbb{N}\} \) be a triangular array of points contained in \( \mathbb{T} \) with \( x_{j,n} \neq x_{k,n} \) for \( j \neq k \) and let \( F_n \) be a rational function of type \( (n, n) \) with poles at \( \{x_{j,n}\}_{j=1}^{n} \) interpolating \( F_\mu(z) \) at \( 0, \alpha_1, \ldots, \alpha_p \) and at \( \infty, 1/\alpha_1, \ldots, 1/\alpha_q \) such that \( p + q = n - 1 \), with \( p \) and \( q \) nonnegative integers. Setting \( F_n = Q_n/P_n \) with

\[
P_n(z) = \prod_{j=1}^{n} (z - x_{j,n}),
\]

if \( \deg(\pi_q) = q \) then the polynomial \( Q_n \in \Pi_n \) is uniquely defined by requiring that the function

\[
\frac{F_\mu(z)P_n(z) - Q_n(z)}{z\omega_p(z)\pi_q(z)} \tag{2.3}
\]
is analytic in $\hat{C} - T$ (to see this, just count the number of interpolation conditions). If $\ell = q - \deg(\pi_q) > 0$, then one needs $\ell$ extra interpolation conditions at $\infty$ given by $F_\mu(z) - F_n(z) = O(z^{-\ell-1})$, $z \to \infty$. This $F_n$ is called an $(n, n)$ MPTA to $F_\mu$ relative to the pair $(\alpha, X)$; we shall denote it by $(n/n)_\mu(z)$. Let

$$F_n(z) = (n/n)_\mu(z) = \frac{Q_n(z)}{P_n(z)} = \lambda_n + \sum_{j=1}^{n} A_{j,n} \frac{x_{j,n} + z}{x_{j,n} - z}. \quad (2.4)$$

Then from $F_n(0) = \mu_0$, where $\mu_0 = F_\mu(0) = \int_{-\pi}^{\pi} d\mu(\theta)$ and $F_n(\infty) = F_\mu(\infty) = -\mu_0$, it follows that $\lambda_n = 0$. It is also easily checked that

$$A_{j,n} = -\frac{1}{2x_{j,n}} \frac{Q_n(x_{j,n})}{P'_n(x_{j,n})}, \quad j = 1, 2, \ldots, n. \quad (2.5)$$

Note that this equality holds for any partial fraction expansion of a rational function of the form (2.4) with $\lambda_n = 0$.

In this section it will be shown that such an MPTA to $F_\mu$ leads to a quadrature formula which is exact in $\mathcal{R}_{p,q}$ and conversely that any quadrature formula exact in $\mathcal{R}_{p,q}$ can be obtained in this way.

Let the points of the sequence $\alpha$ be contained in a compact subset of $\mathbb{D}$ (in what follows, we paraphrase this by saying that $\alpha$ is compactly included in $\mathbb{D}$) and let $G$ be a region (open and connected) in $\mathbb{C}$ such that $T \subset G$, $0 \in G$, and $G \cap (\alpha \cup \alpha^c) = \emptyset$, where $\alpha^c = \{1/\alpha_k\}_{k=1}^{\infty}$. Suppose that $\Gamma$, the boundary of $G$, is a finite union of Jordan curves, and suppose $f$ is a function analytic in $G$. From Cauchy’s theorem, it then follows that

$$f(z_0) = \frac{1}{2\pi i} \int_{\Gamma} \frac{z_0 + z}{z_0 - z} \left( -\frac{f(z)}{2z} \right) dz \quad (2.6)$$

whenever $z_0$ is in $G$. From (2.6) and Fubini’s theorem it follows that

$$I_\mu(f) = \int_{-\pi}^{\pi} f(e^{i\theta}) d\mu(\theta) = \frac{1}{2\pi i} \int_{\Gamma} F_\mu(z) \left( -\frac{f(z)}{2z} \right) dz. \quad (2.7)$$

Now consider an arbitrary function $R \in \mathcal{R}_{p,q}$ with $p + q = n - 1$, then by taking into account that $F_\mu - (n/n)_\mu$ is analytic in $\hat{C} - T$, it follows from Cauchy’s theorem that

$$\int_{\Gamma} \left( F_\mu(z) - \frac{Q_n(z)}{P_n(z)} \right) \left( -\frac{R(z)}{2z} \right) dz = 0. \quad (2.8)$$

Thus, by (2.5)-(2.8)

$$I_\mu(R) = \frac{1}{2\pi i} \int_{\Gamma} F_\mu(z) \left( -\frac{R(z)}{2z} \right) dz = \frac{1}{2\pi i} \int_{\Gamma} \frac{Q_n(z)}{P_n(z)} \left( -\frac{R(z)}{2z} \right) dz$$

$$= \sum_{j=1}^{n} A_{j,n} R(x_{j,n}) = I_n(R). \quad (2.9)$$
Thus we obtained a quadrature formula (2.1) valid in \( R_{p,q}, p+q = n-1 \). Furthermore, for any function \( f \) analytic in \( G \)

\[
I_n(f) = \sum_{j=1}^{n} A_{j,n} f(x_{j,n}) = \sum_{j=1}^{n} A_{j,n} \left[ \frac{1}{2\pi i} \int_{\Gamma} \frac{x_{j,n} + z}{x_{j,n} - z} \left( -\frac{f(z)}{2z} \right) dz \right]
\]

\[
= \frac{1}{2\pi i} \int_{\Gamma} \left[ \sum_{j=1}^{n} A_{j,n} \frac{x_{j,n} + z}{x_{j,n} - z} \right] \left[ -\frac{f(z)}{2z} \right] dz
\]

\[
= \frac{1}{2\pi i} \int_{\Gamma} \frac{(n/n)_{\mu}(z)}{\mu(z)} \left[ -\frac{f(z)}{2z} \right] dz. \tag{2.10}
\]

**Remark 1.** Starting from the table \( X \), a formula (2.1) satisfying (2.9) for any \( R \in R_{p,q}, p+q = n-1 \), can be constructed for any function \( f \), defined on \( T \). However, representation (2.10) is only valid for an analytic function.

**Remark 2.** When all the \( \alpha_k = 0 \), then \( R_{p,q} = \Lambda_{-p,q} \) and formula (2.9) coincides with those studied in [4, 13].

For the error of (2.9), we immediately obtain

**Lemma 2.2.** Let \( f \) be analytic in \( G \), a neighborhood of \( T \) such that \( G \cap (\alpha \cup \alpha) = \emptyset \) and \( 0 \notin G \). Then, for each \( n \) and any triangular table \( X \subset T \) such that \( x_{j,n} \neq x_{k,n} \) for \( j \neq k \), we have

\[
E_n(f) = I_{\mu}(f) - I_n(f) = \frac{1}{2\pi i} \int_{\Gamma} (F_{\mu}(z) - (n/n)_{\mu}(z)) \left( -\frac{f(z)}{2z} \right) dz, \tag{2.11}
\]

where \( \Gamma \) is the boundary of \( G \).

It trivially follows from (2.11) that

\[
|E_n(f)| \leq \frac{1}{4\pi} \max_{z \in G} \frac{|f(z)|}{|z|} \int_{\Gamma} |F_{\mu}(z) - (n/n)_{\mu}(z)||dz|. \tag{2.12}
\]

So, we can say that a sequence \( \{(n/n)_{\mu}\} \) of MPTAs that converges to \( F_{\mu} \) uniformly on compact subsets of \( \hat{C} - T \), can provide “suitable” quadrature formulas. The weights of the quadrature have the following integral representation:

**Theorem 2.3.** Let \( p \) and \( q \) be nonnegative integers such that \( p + q = n - 1 \geq 0 \). Let 

\[
I_n(f) = \sum_{j=1}^{n} A_{j,n} f(x_{j,n})
\]

be a quadrature with distinct nodes \( x_{j,n} \) on \( T \) that is exact in \( R_{p,q} \). Then

\[
A_{j,n} = \frac{\omega_p(x_{j,n}) \pi_q(x_{j,n})}{P_{n}'(x_{j,n})} I_{\mu} \left( \frac{P_n(x)}{\omega_p(x) \pi_q(x)(x - x_{j,n})} \right), \quad x = e^{i\theta}, \tag{2.13}
\]

where \( P_n(z) = \prod_{j=1}^{n} (z - x_{j,n}) \).
Proof. Let us consider the function (with variable \( x \) and \( z \) a parameter)

\[
R_n(x) = 1 + \frac{2z}{x-z} \left( 1 - \frac{\omega_p(z)\pi_q(z)P_n(x)}{\omega_p(x)\pi_q(x)P_n(z)} \right)
= \frac{x+z}{x-z} - \frac{2z}{x-z} \frac{\omega_p(z)\pi_q(z)P_n(x)}{\omega_p(x)\pi_q(x)P_n(z)}.
\tag{2.14}
\]

Clearly, this function belongs to \( \mathcal{R}_{p,q} \). Since the quadrature formula is assumed to be exact in \( \mathcal{R}_{p,q} \) we obtain that \( I_\mu(R_n) = I_n(R_n) \). Since \( P(x_{j,n}) = 0 \), it follows that

\[
I_\mu(R_n) = \sum_{j=1}^{n} A_{j,n} \left( \frac{x_{j,n}+z}{x_{j,n}-z} \right) = \frac{Q_n(z)}{P_n(z)},
\tag{2.15}
\]

where \( Q_n \in \Pi_n \) is defined as the numerator polynomial of the rational function above. Thus one has

\[
Q_n(z) = P_n(z)I_\mu(R_n) = I_\mu \left( -z \frac{x_{j,n}+z}{x_{j,n}-z} \right) = -z \frac{Q_n(z)}{P_n(z)}. \tag{2.16}
\]

By using (2.5) and expression (2.16), for \( Q_n \) we obtain (2.13). \( \square \)

Remark 3. It can be easily verified that the Newton interpolation formula plus error term for the function \((t+z)/(t-z)\) is given by (see also [3, p. 41])

\[
\frac{t+z}{t-z} = 1 + 2 \sum_{k=1}^{n} \frac{z\omega_{k-1}(z)}{\omega_k(t)} + 2\frac{z\omega_n(z)}{(t-z)\omega_n(t)},
\tag{2.17}
\]

for \( t \in \mathbb{T} \) and \( z \neq t \). Similarly (e.g., by applying the substar conjugate) we get

\[
\frac{t+z}{t-z} = -1 - 2 \sum_{k=1}^{n} \frac{t^k\pi_{k-1}(z)}{z^k\pi_k(t)} + 2\frac{t^{n+1}\pi_n(z)}{z^n(t-z)\pi_n(t)}. \tag{2.18}
\]

Now a converse to (2.9) can be given. Indeed, let the quadrature (2.1) be exact in \( \mathcal{R}_{p,q} \), \( p + q = n - 1 \), and let \( F_n = Q_n/P_n \) the rational function as defined in theorem 2.3. Assume that \( n > 1 \) (the case \( n = 1 \) is trivial) and take \( p > 0 \). Then, making use of (2.17) one can write

\[
F_n(z) = \sum_{j=1}^{n} A_{j,n} \frac{x_{j,n}+z}{x_{j,n}-z}
= \mu_0 + 2 \sum_{k=1}^{n} \frac{z\omega_{k-1}(z)}{\omega_k(t)} + 2\frac{z\omega_n(z)}{(t-z)\omega_n(t)} \sum_{j=1}^{p} \frac{A_{j,n}}{x_{j,n}+z}. \tag{2.19}
\]
and

\[ F_\mu(z) = \mu_0 + 2 \sum_{k=1}^{p} z \omega_{k-1}(z) I_\mu \left( \frac{1}{\omega_k(t)} \right) + 2z \omega_p(z) I_\mu \left( \frac{1}{(t-z)\omega_p(t)} \right). \]  

(2.20)

Similarly, using (2.18) and supposing \( q > 0 \), we can get

\[ F_n(z) = -\mu_0 - 2 \sum_{k=1}^{q} \pi_{k-1}(z) I_\mu \left( \frac{t^k}{\pi_k(t)} \right) + 2 \pi_q(z) I_\mu \left( \frac{t^{q+1}}{z^{q+1} (t-z) \pi_q(t)} \right). \]

(2.21)

and

\[ F'_\mu(z) = -\mu_0 - 2 \sum_{k=1}^{q} \pi_{k-1}(t) I_\mu \left( \frac{t^k}{\pi_k(x_{j,n})} \right) + 2 \pi_q(z) I_\mu \left( \frac{t^{q+1}}{(t-z)\pi_q(t)} \right). \]

(2.22)

Thus, from (2.19)-(2.22), it can be easily deduced that \( F_n(z) \) is an MPTA to \( F_\mu \).

Remark 4. Let \( R_{p,q} \in \mathcal{R}_{p,q} \), \( p + q = n - 1 \), be an interpolant for some function \( f \) defined on \( \mathbb{T} \) with interpolation points \( \{x_{j,n}\} \) with \( x_{j,n} \neq x_{k,n} \) for \( j \neq k \) and \( \mathbb{T} \cap (\alpha \cup \bar{\alpha}) = \emptyset \). Thus \( R_{p,q}(x_{j,n}) = f(x_{j,n}), j = 1, \ldots, n \). Integration of \( R_{p,q}(e^{i\theta}) \) with respect to \( d\mu(\theta) \) produces a quadrature formula \( I_n(f) \) exact in \( \mathcal{R}_{p,q} \). This fact enables us to obtain (2.13) in a different way. We have indeed (for further details, see [2, section 2]):

\[ R_{p,q}(z) = \sum_{j=1}^{n} L_{j,n}^p(z) f(x_{j,n}), \]

where

\[ L_{j,n}^p(z) = \frac{1 - \overline{\alpha}_{q+1} z}{1 - \overline{\alpha}_{q+1} x_{j,n}} \frac{\Omega_n(z)}{(z - x_{j,n})\Omega'_n(x_{j,n})} \in \mathcal{R}_{p,q} \]

(2.23)

with

\[ \Omega_n(z) = \frac{P_n(z)}{\omega_p(z)\pi_{q+1}(z)} \in \mathcal{R}_{p,q+1}. \]

Since

\[ A_{j,n} = I_\mu(L_{j,n}^p) \quad \text{and} \quad \Omega'_n(x_{j,n}) = \frac{P_n'(x_{j,n})}{\omega_p(x_{j,n})\pi_{q+1}(x_{j,n})} \]

and \( \pi_{q+1}(z) = \pi_q(z)(1 - \overline{\alpha}_{q+1} z) \), formula (2.13) easily follows.

To conclude this section, we give an integral representation for the error of the MPTA.

Lemma 2.4. Let \( \alpha \) and \( X \) be as above. Then, setting \( x = e^{i\theta} \), we have

\[ F_\mu(z) - (n/n_\mu)(z) = F_\mu(z) - \frac{Q_n(z)}{P_n(z)} = \frac{2z \omega_p(z)\pi_q(z)}{P_n(z)} \int_{-\pi}^{\pi} \frac{P_n(x) d\mu(\theta)}{\omega_p(x)\pi_q(x)(x-z)}. \]

(2.24)

Proof. This follows from (1.1), remark 3 and (2.16).
3. Convergence for analytic functions

In this section we shall give results about the rate of convergence for the MPTAs \((n/n)_\mu\) to \(F_\mu\). These will immediately imply an estimate for the rate of convergence of the quadrature formula \(I_n(f)\) to the integral \(I_\mu(f)\) when \(f\) is a function analytic in a neighborhood of \(T\).

As before, \(\alpha\) will denote a sequence of points compactly included in \(\mathbb{D}\) and \(X\) a triangular array of points on \(T\). We want to make appropriate selections of \(\alpha\) and \(X\) to obtain good estimates of the MPTA \((n/n)_\mu\) and deduce bounds for the rate of convergence of the corresponding quadrature formulas for some function \(f\) holomorphic in a neighborhood of \(T\).

With a polynomial \(Q \in \Pi_n\), we associate the normalized counting measure \(\nu_n(Q) = (1/n) \sum_{\xi=0} Q(\xi) \delta_\xi\) where \(\delta_\xi\) is the Dirac measure supported at \(\xi\). It assigns a point mass at the zeros of the polynomial \(Q\), counting multiplicity. For \(Q = \omega_n\), we denote this measure as \(\nu_n^\alpha\). The logarithmic potential of a measure \(\nu\) is given by \(V_\nu(z) = - \int \log |z - \xi| \, d\nu(\xi)\). It is obvious that we have \(|\omega_n(z)|^{1/n} = \exp\{-V_{\nu_n}(z)\}\). Assume that there exists a measure \(\nu^\alpha\) such that \(\nu_n^\alpha\) converges to \(\nu^\alpha\) in the weak star topology of the space of measures. We shall denote this as

\[
\nu_n^\alpha \xrightarrow{\star} \nu^\alpha.
\]

This convergence implies [23, lemma 1, p. 436]

\[
\lim_{n \to \infty} |\omega_n(z)|^{1/n} = \exp\{-V_{\nu^\alpha}(z)\}, \quad z \in \mathbb{C} - \text{supp}(\nu^\alpha),
\]

and

\[
\limsup_{n \to \infty} |\omega_n(z)|^{1/n} \leq \exp\{-V_{\nu^\alpha}(z)\}, \quad z \in \mathbb{C}.
\] (3.1)

Convergence is uniform on each compact subset of the indicated regions. Set \(\bar{\omega}_n(z) = \prod_{j=1}^n (z - \bar{\alpha}_j)\) (this equals \(z^n \pi_n(1/z)\) if \(z \neq 0\)). Let \(\nu^{\beta}\) be the measure associated with the point set \(\bar{\alpha}\), just as \(\nu^\alpha\) was associated with \(\alpha\). Then for any \(z\) such that \(1/z \in (\mathbb{C} - \{0\}) - \text{supp}(\nu^{\beta})\) we have

\[
\lim_{n \to \infty} |\pi_n(z)|^{1/n} = |z| \lim_{n \to \infty} |\bar{\omega}_n(1/z)|^{1/n} = |z| \exp\{-V_{\nu^{\beta}}(1/z)\}.
\] (3.2)

Furthermore, \(\lim_{n \to \infty} |\pi_n(0)|^{1/n} = 1\) and

\[
\limsup_{n \to \infty} |\pi_n(z)|^{1/n} \leq |z| \exp\{-V_{\nu^{\beta}}(1/z)\}, \quad z \in \mathbb{C} - \{0\}.
\] (3.3)

As before, \(p\) and \(q\) are nonnegative integers such that \(p+q = n-1 \geq 0\). Since we shall now let \(n \to \infty\), these \(p\) and \(q\), which are functions of \(n\), will be written explicitly as \(p(n)\) and \(q(n)\). Now suppose that \(\lim_{n \to \infty} (p(n)/n) = r\) and \(\lim_{n \to \infty} (q(n)/n) = s\).
Since \( p(n) + q(n) = n - 1 \), we should have \( r + s = 1 \). Then, it follows from the above results that we have for \( z \in (\mathbb{C} - \{0\}) - \text{supp}(\nu^\alpha) \) and \( 1/z \notin \text{supp}(\nu^\alpha) \)

\[
\lim_{n \to \infty} \left| \omega_p(z)\pi_q(z) \right|^{1/n} = \exp \left\{ - (rV_{\nu^\alpha}(z) + sV_{\nu^\alpha}(1/z)) \right\} |z|^s, \quad (3.4)
\]

and for \( z \neq 0 \)

\[
\limsup_{n \to \infty} \left| \omega_p(z)\pi_q(z) \right|^{1/n} \leq \exp \left\{ - (rV_{\nu^\alpha}(z) + sV_{\nu^\alpha}(1/z)) \right\} |z|^s. \quad (3.5)
\]

We shall now concentrate on the case \( \lim_{n \to \infty} \alpha_n = a \). Without loss of generality, we may assume \( a = 0 \). Hence \( \nu^\alpha = \delta_0 = \nu^\alpha \) and \( \text{supp}(\nu^\alpha) = \{0\} \). Since \( V_{\delta_0}(z) = - \log |z| \), we have by (3.4)

\[
\lim_{n \to \infty} \left| \omega_p(z)\pi_q(z) \right|^{1/n} = |z|^r, \quad z \in \mathbb{C} - \{0\}, \quad (3.6)
\]

where convergence is uniform on compact subsets of \( \mathbb{C} - \{0\} \). From (2.24) we deduce

\[
|F_{\mu}(z) - (n/n)_{\mu}(z)| \leq \frac{2|z||\omega_p(z)\pi_q(z)|}{|P_n(z)|} \max_{x \in T} \left| \frac{P_n(x)}{P_n(z)} \right| \int_{-\pi}^{\pi} \frac{d|\mu|(\theta)}{|z - e^{i\theta}|},
\]

and, consequently, taking limits for \( n \to \infty \), we have

\[
\limsup_{n \to \infty} |F_{\mu}(z) - (n/n)_{\mu}(z)|^{1/n} \leq \frac{\liminf |P_n(z)|^{1/n}}{\liminf \left\{ \max_{x \in T} \left| \frac{P_n(x)}{P_n(z)} \right| \right\}^{1/n}} \limsup \left\{ \max_{x \in T} \left| \frac{P_n(x)}{P_n(z)} \right| \right\}^{1/n}, \quad (3.7)
\]

by (3.6). This shows that we have to investigate the \( n \)th root asymptotic behavior of the polynomial \( P_n(z) \), so that this upper bound is less than 1 on any compact subset of \( \mathbb{C} - T \), and thus that geometric convergence results. An appropriate selection for the nodes \( X \) will correspond to the zeros of the para-orthogonal polynomials. We introduce these first.

Let \( \psi \) be a finite positive Borel measure on \( T \) and let \( \{\rho_n\} \) be the corresponding sequence of monic Szegő polynomials. The normalized polynomials are \( \phi_n(z) = \kappa_n \rho_n(z) \), \( \kappa_n > 0 \). Thus \( \langle \phi_k, \phi_l \rangle_{\psi} = \delta_{k,l} \), where

\[
\langle f, g \rangle_{\psi} = \int_{-\pi}^{\pi} f(e^{i\theta}) \overline{g(e^{i\theta})} d\psi(\theta).
\]

We introduce the notation \( \phi_n^*(z) = z^n \phi_n^*(z) \). If \( \tau \in T \), then \( \chi_n(z, \tau) = \phi_n(z) + \tau \phi_n^*(z) \) is called the \( n \)th para-orthogonal polynomial [15, section 6]. It is orthogonal to \( \text{span}\{z, \ldots, z^{n-1}\} \). For the convergence result to be given in theorem 3.4, we need
the $n$th root asymptotics for the para-orthogonal polynomials $\chi_n$. Such asymptotics can be obtained under rather weak conditions for the measure $\psi$ (see [20, chapter 3]). However, since the measure $\psi$ only plays an auxiliary role in the present paper (see theorem 3.4), it is not essential that we have the weakest possible condition on the measure $\psi$. It is sufficient to know that such a measure exists. So, we shall follow a paved road and assume that $\psi' > 0$ a.e., which is a sufficient condition to prove the ratio asymptotics for the $\chi_n$, which of course implies the $n$th root asymptotics we need. This will be done in theorem 3.3. For its proof we need the following lemmas:

**Lemma 3.1.** With the above notation and on condition that $\psi'(\theta) > 0$ almost everywhere on $[-\pi, \pi]$, we have

(i) $\lim_{n \to \infty} \frac{\phi_{n+1}(z)}{\phi_n(z)} = z$ uniformly on $T \cup E$;

(ii) $\lim_{n \to \infty} \frac{\phi_n^*(z)}{\phi_n(z)} = 0$ uniformly on compact subsets of $E$;

(iii) $\lim_{n \to \infty} \frac{\phi_{n+1}^*(z)}{\phi_{n}^*(z)} = 1$ uniformly on $T \cup D$;

(iv) $\lim_{n \to \infty} \frac{\phi_n(z)}{\phi_n^*(z)} = 0$ uniformly on compact subsets of $D$;

(v) $\lim_{n \to \infty} \rho_n(0) = 0$ and $\lim_{n \to \infty} \kappa_{n+1}/\kappa_n = 1$.

Statements (i) and (iii) and the statements in (v) are equivalent (see [16, lemma 2.4] and the comments following it). Also (ii) and (iv) are equivalent and follow from (v) [18, lemma 6]. That $\psi' > 0$ a.e. implies (i) is given in [18, theorem 1, 40, p. 207] (see also [16, lemma 2.4]); that it implies (v) is given in [19, theorem on p. 206].

**Lemma 3.2** (see [24, section 7.4]). Let $K$ be a compact subset of $C$ and $\{P_n(z)\}$ a sequence of monic polynomials so that for each $n$, the zeros of $P_n(z)$ lie in $K$. Let $\|P_n\|_K = \max_{z \in K} |P_n(z)|$ denote the maximum norm in $K$, let $g_k(z; \infty)$ be the Green's function for $K$ with pole at $\infty$, and let $\text{Cap}(K)$ be the logarithmic capacity of $K$. Then we have $\lim_{n \to \infty} |P_n(z)|^{1/n} = \exp\{g_K(z; \infty)\} \text{Cap}(K)$ uniformly on any compact subset of $C - K$ if and only if $\lim_{n \to \infty} \|P_n\|_K^{1/n} = \text{Cap}(K)$.

Now we can formulate

**Theorem 3.3.** Let $\{\tau_n\}_{n=1}^{\infty}$ be a sequence of complex numbers on $T$. Set $\chi^{\psi}_n(z, \tau_n) = \chi_n(z) = \phi_n(z) + \tau_n\phi_n^*(z)$ the para-orthogonal polynomials with respect to $\psi$. Assume $\psi' > 0$ a.e. Then we have

(i) $\lim_{n \to \infty} |\chi_n(z)|^{1/n} = |z|$ uniformly on compact subsets of $E$;

(ii) $\lim_{n \to \infty} |\chi_n(z)|^{1/n} = 1$ uniformly on compact subsets of $D$;
(iii) \( \lim_{n \to \infty} M_n^{1/n} = 1 \), where \( M_n = \|\chi_n\|_T \).

**Proof.** (i) Take \( z \in \mathbb{E} \), then

\[
\frac{\chi_{n+1}(z)}{\chi_n(z)} = \frac{\phi_{n+1}(z) + \tau_{n+1}\phi_{n+1}^*(z)}{\phi_n(z) + \tau_n\phi_n^*(z)} = \frac{\phi_{n+1}(z)}{\phi_n(z)} \frac{1 + \tau_{n+1}\phi_{n+1}^*(z)/\phi_{n+1}(z)}{1 + \tau_n\phi_n^*(z)/\phi_n(z)}.
\]

Thus by (i) and (ii) of lemma 3.1, it follows that \( \lim_{n \to \infty} \chi_{n+1}(z)/\chi_n(z) = z \), and therefore also \( \lim_{n \to \infty} |\chi_{n+1}(z)|^{1/n} = |z| \).

(ii) As in (i) we have

\[
\frac{\chi_{n+1}(z)}{\chi_n(z)} = \frac{\phi_{n+1}^*(z)}{\phi_n^*(z)} \frac{\tau_{n+1} + \phi_{n+1}(z)/\phi_{n+1}^*(z)}{\tau_n + \phi_n(z)/\phi_n^*(z)}.
\]

The second fraction goes to 1, i.e.,

\[
\lim_{n \to \infty} \left| \frac{\tau_{n+1} + \phi_{n+1}(z)/\phi_{n+1}^*(z)}{\tau_n + \phi_n(z)/\phi_n^*(z)} \right| = 1
\]

because for sufficiently large \( n \)

\[
\frac{1 - |\phi_{n+1}(z)/\phi_{n+1}^*(z)|}{1 + |\phi_n(z)/\phi_n^*(z)|} \leq \left| \frac{\tau_{n+1} + \phi_{n+1}(z)/\phi_{n+1}^*(z)}{\tau_n + \phi_n(z)/\phi_n^*(z)} \right| \leq \frac{1 + |\phi_{n+1}(z)/\phi_{n+1}^*(z)|}{1 - |\phi_n(z)/\phi_n^*(z)|}
\]

so that (ii) follows by (iv) of lemma 3.1.

(iii) Let \( \lambda_n = \kappa_n + \tau_n\rho_n(0) = \kappa_n(1 + \tau_n\rho_n(0)) \) be the leading coefficient of \( \chi_n(z) \). Thus

\[
\frac{\lambda_{n+1}}{\lambda_n} = \frac{\kappa_{n+1}}{\kappa_n} \frac{1 + \tau_{n+1}\rho_{n+1}(0)}{1 + \tau_n\rho_n(0)}
\]

and because \( \lim_{n \to \infty} \rho_n(0) = 0 \) by (v) of lemma 3.1, we get that

\[
\lim_{n \to \infty} \frac{\lambda_{n+1}}{\lambda_n} = \lim_{n \to \infty} \frac{\kappa_{n+1}}{\kappa_n} = 1,
\]

so that

\[
\lim_{n \to \infty} |\lambda_n|^{1/n} = 1.
\]

The sequence \( \{\chi_n(z)/\lambda_n\} \) of monic polynomials satisfies \( \lim_{n \to \infty} |\chi_n(z)/\lambda_n|^{1/n} = |z| \). Using lemma 3.2 with \( K = \mathbb{D} \cup T \), we get

\[
1 = \lim_{n \to \infty} \|\chi_n/\lambda_n\|_T = \lim_{n \to \infty} \frac{1}{|\lambda_n|^{1/n}} \|\chi_n\|_T^{1/n} = \lim_{n \to \infty} \|\chi_n\|_T^{1/n}
\]

and this concludes the proof. \( \square \)

We thus have
Theorem 3.4. Let $\alpha = \{\alpha_n\}$ be a sequence of points contained in $\mathbb{D}$ and $\lim_{n \to \infty} \alpha_n = 0$. For each $n$, let $\{x_{j,n}\}$ be the zeros of the $n$th para-orthogonal polynomial $\chi_n(z; \tau_n)$, $\tau_n \in \mathbb{T}$, associated with some positive Borel measure $\psi$ on $\mathbb{T}$ as described above. Furthermore, let $F_n(z) = Q_n(z)/P_n(z) = (n/n)_\mu(z)$ be a MPTA for $F_\mu(z)$ with denominator $P_n(z) = \prod_{j=1}^{n} (z - x_{j,n})$. Assume $\psi' > 0$ a.e. Then we have

$$\limsup_{n \to \infty} \left| \frac{F_\mu(z) - (n/n)_\mu(z)}{(n/n)_\mu(z)} \right|^{1/n} \leq \lambda(z) < 1,$$

where $\lambda(z) = |z|^\gamma$ if $z \in \mathbb{D}$ and $\lambda(z) = |z|^{r-1}$ if $z \in \mathbb{E}$. This limit holds uniformly on compact subsets of $\mathbb{C} - \mathbb{T}$.

Proof. Make use of (3.7) and theorem 3.3.

Corollary 3.5. Let $f$ be analytic in a neighborhood $G$ of $\mathbb{T}$ and $0 \in G$. Assume that $\alpha$ and $X$ satisfy the conditions of theorem 3.4. Let $I_n(f)$ denote the $n$-point quadrature formula with nodes $\{x_{j,n}\}_1^n$ valid in $\mathcal{R}_{p(n),q(n)}$ with $p(n) + q(n) = n - 1$ and suppose $\lim_{n \to \infty} p(n)/n = r, 0 < r < 1$. Then,

$$\limsup_{n \to \infty} \left| E_n(f) \right|^{1/n} = \limsup_{n \to \infty} \left| I_\mu(f) - I_n(f) \right|^{1/n} \leq \gamma < 1,$$

where $\gamma = \max\{\gamma_1, \gamma_2\}$ with

$$\gamma_1 = \max\{|z|^\gamma_1: z \in \Gamma \cap \mathbb{D}\}, \quad \gamma_2 = \max\{|z|^{r-1}: z \in \Gamma \cap \mathbb{E}\}$$

and $\Gamma$ is the boundary of $G$.

Proof. See (2.11) and theorem 3.4.

4. Convergence for continuous functions

In this section, we shall prove similar convergence results when $f$ is continuous on $\mathbb{T}$, but not necessarily analytic. For simplicity, we shall only consider complex measures of the form $d\mu(\theta) = w(\theta) \, d\theta$ where $w$ is a complex-valued measurable function on $[-\pi, \pi]$ such that

$$\int_{-\pi}^{\pi} |w(\theta)| \, d\theta < \infty. \quad (4.1)$$

Let $h(\theta)$ be a weight function defined on $[-\pi, \pi]$, i.e., $h(\theta) > 0$ a.e. and

$$\int_{-\pi}^{\pi} h(\theta) \, d\theta < \infty. \quad (4.2)$$

Assume that

$$\int_{-\pi}^{\pi} \frac{|w(\theta)|^2}{h(\theta)} \, d\theta = C_1 < \infty. \quad (4.3)$$
Let us consider a sequence \( \alpha = \{\alpha_n\} \) compactly included in \( \mathbb{D} \). From the inner product associated with \( h \), i.e.,

\[
\langle f, g \rangle = \int_{-\pi}^{\pi} f(e^{i\theta})\overline{g(e^{i\theta})}h(\theta) \, d\theta,
\]

we generate an orthonormal system of rational functions \( \{\phi_k\} \), \( \phi_0 = 1 \) and \( \phi_k \in \mathcal{L}_k - \mathcal{L}_{k-1} \) and \( \phi_k \perp \mathcal{L}_{k-1} \), \( k = 1, 2, \ldots \). We introduce the notation \( \phi_n^*(z) = B_n(z)\phi_n^*(z) \) with \( B_n \) the finite Blaschke product with zeros \( \alpha_1, \ldots, \alpha_n \). The \( \phi_k \) are uniquely defined if we require that \( \kappa_n = \phi_n^*(\alpha_n) > 0 \). Thus if \( \phi_n(z) = \sum_{k=0}^{n} a_{k,n}B_k(z) \), then \( a_{n,n} = \kappa_n \). In analogy with the polynomial case where all \( \alpha_k = 0 \), we call \( \kappa_n \) the leading coefficient of \( \phi_n \) (with respect to the basis \( B_k \)). Also in analogy with the polynomial case we set for \( \tau_n \in \mathbb{T} \)

\[
f_n(z; \tau_n) = \phi_n(z) + \tau_n \phi_n^*(z) \in \mathcal{L}_n. \tag{4.5}
\]

Functions defined by (4.5) are called para-orthogonal rational functions. We have from [2, theorem 4]

**Theorem 4.1.** For \( \tau_n \in \mathbb{T} \), the para-orthogonal rational function \( f_n(z, \tau_n) \), given by (4.5), has \( n \) simple zeros which lie on \( \mathbb{T} \).

For our purposes, it is convenient to recall a result about rational Szegő formulas. These are quadrature formulas approximating integrals of the form \( \int_{-\pi}^{\pi} f(e^{i\theta})h(\theta) \, d\theta \). Their nodes are the zeros of the para-orthogonal functions \( f_n \) for the weight \( h \). This choice, together with an appropriate choice for the weights, ensures a maximal domain of validity [2, p. 108]. We denote them by \( S_n(f) = \sum_{j=1}^{n} \lambda_{j,n}f(x_{j,n}) \) in order to distinguish them from the quadrature formulas \( I_n \) in (2.1) which approximate integrals (1.2). We have

**Theorem 4.2** [2, theorem 6]. Consider a quadrature formula

\[
S_n(f) = \sum_{j=1}^{n} \lambda_{j,n}f(x_{j,n})
\]

where \( x_{j,n} \neq x_{k,n} \) for \( j \neq k \) and \( |x_{j,n}| = 1 \). Then \( S_n \) is exact in \( \mathcal{R}_{n-1,n-1} \), that is, \( S_n(f) = \int_{-\pi}^{\pi} f(e^{i\theta})h(\theta) \, d\theta \) for all \( f \in \mathcal{R}_{n-1,n-1} \) if and only if (i) and (ii) hold:

(i) \( I_n(f) \) is exact in \( \mathcal{R}_{p,q} \) for any pair \( (p, q) \) of nonnegative integers satisfying \( p + q = n - 1 \).

(ii) There exist \( \tau_n \in \mathbb{T} \) such that the nodes \( x_{j,n} \) are the zeros of the para-orthogonal rational functions \( f_n \) from (4.5).
Since $S_n(f)$ is exact for any $f \in \mathcal{R}_{p,q}$, where $p + q = n - 1$, we have for the weights

$$\lambda_{j,n} = \int_{-\pi}^{\pi} L^p_{j,n}(x) h(\theta) \, d\theta, \quad x = e^{i\theta}, \, j = 1, 2, \ldots, n,$$

where the $L^p_{j,n}$ are given by (2.23). Furthermore, para-orthogonality allows us to write

$$\lambda_{j,n} = \int_{-\pi}^{\pi} |L^p_{j,n}(x)|^2 h(\theta) \, d\theta, \quad x = e^{i\theta}. \quad (4.6)$$

Thus, by (2.23) and (4.6) one has

$$\lambda_{j,n} = \left| \frac{\omega_p(x_{j,n}) \pi_q(x_{j,n})}{P_n(x_{j,n})} \right|^2 \int_{-\pi}^{\pi} \left| \frac{P_n(x)}{(x - x_{j,n}) \omega_p(x) \pi_q(x)} \right|^2 h(\theta) \, d\theta. \quad (4.7)$$

If we choose the table $X = \{x_{j,n}\}$ such that $\{x_{j,n}\}_{j=1}^n$ are the zeros of the $f_n(z; \tau_n)$ given by (4.5), we can prove

**Lemma 4.3.** Assume that $h$ and $w$ satisfy conditions (4.1)–(4.3) and that $\alpha$ is compactly included in $\mathbb{D}$. Take $X = \{x_{j,n}\}$ such that $\{x_{j,n}\}_{j=1}^n$ are the zeros of the para-orthogonal rational functions (4.5). Then there exists an absolute constant $C_2$ such that

$$\sum_{j=1}^n |A_{j,n}| \leq C_2 \sqrt{n}, \quad (4.8)$$

where the $A_{j,n}$ are the coefficients in the $n$-point quadrature formula relative to the pair $(\alpha, X)$.

**Proof.** Multiply and divide the integrand in (2.13) by $\sqrt{h(\theta)}$, and use the Cauchy–Schwarz inequality, (4.3), and (4.7) to get

$$|A_{j,n}| \leq \left| \frac{\omega_p(x_{j,n}) \pi_q(x_{j,n})}{P_n(x_{j,n})} \right| \left[ \int_{-\pi}^{\pi} \left| \frac{P_n(x)}{(x - x_{j,n}) \omega_p(x) \pi_q(x)} \right|^2 h(\theta) \right]^{1/2} \times \left[ \int_{-\pi}^{\pi} \frac{|w(\theta)|^2 \, d\theta}{h(\theta)} \right]^{1/2} = \sqrt{C_1 \lambda_{j,n}}. \quad (4.9)$$

Since $1 \in \mathcal{R}_{n-1,n-1}$ for each $n = 1, 2, \ldots$, we get $\sum_{j=1}^n \lambda_{j,n} = \int_{-\pi}^{\pi} h(\theta) \, d\theta = C_3$. Therefore, using (3.6) and the Cauchy–Schwarz inequality gives

$$\sum_{j=1}^n |A_{j,n}| \leq \sqrt{C_1} \sum_{j=1}^n \sqrt{\lambda_{j,n}} \leq \sqrt{C_1 n} \left[ \sum_{j=1}^n \lambda_{j,n} \right]^{1/2} = \sqrt{C_1 C_3 n},$$

which proves (4.8).
A similar result can be proved when the \{x_{j,n}\} are the zeros of para-orthogonal polynomials with respect to certain rational modifications of a positive weight function. Indeed, set $T_{n-1}(x) = \pi_q(x)\omega_p(x) \in \Pi_{n-1}$ (recall $p + q = n - 1$) and write

$$h_n(\theta) = \frac{h(\theta)}{|T_{n-1}(e^{i\theta})|^2} \geq 0, \quad \theta \in [-\pi, \pi]. \quad (4.10)$$

Then we have $\int_{-\pi}^{\pi} h_n(\theta) \, d\theta < \infty$. Let $\phi_n$ be the orthonormal polynomial of degree $n$ with respect to the measure $h_n(\theta) \, d\theta$ (varying with $n$) and let $P_n$ be the associated para-orthogonal polynomial, i.e., $P_n(z) = \phi_n(z) + \tau_n \phi_n^*(z)$, $\tau_n \in \mathbb{T}$. As mentioned before, $P_n$ has exactly $n$ distinct zeros \{x_{j,n}\} on $\mathbb{T}$. From the Szegő quadrature formula [15, section 7] we know that there exist $n$ positive numbers $\gamma_{j,n}$ such that for all $R \in \Lambda_{-(n-1), n-1}$

$$\int_{-\pi}^{\pi} R(x) h_n(\theta) \, d\theta = \sum_{j=1}^{n} \gamma_{j,n} R(x_{j,n}), \quad x = e^{i\theta}, \quad (4.11)$$

and

$$\gamma_{j,n} = \frac{1}{|P'_n(x_{j,n})|^2} \int_{-\pi}^{\pi} \frac{|P_n(x)|^2}{|x - x_{j,n}|^2} h_n(\theta) \, d\theta$$

$$= \frac{1}{|P'_n(x_{j,n})|^2} \int_{-\pi}^{\pi} \frac{|P_n(x)|^2}{|T_{n-1}(x)|^2} \frac{h(\theta) \, d\theta}{|x - x_{j,n}|^2}. \quad (4.13)$$

Now, multiplying and dividing each term on the right-hand side of (4.11) by $|T_{n-1}(x_{j,n})|^2$, we obtain

$$\int_{-\pi}^{\pi} \frac{R(x) h(\theta)}{|T_{n-1}(x)|^2} \, d\theta = \sum_{j=1}^{n} \tilde{\gamma}_{j,n} \frac{R(x_{j,n})}{|T_{n-1}(x_{j,n})|^2} \quad \forall R \in \Lambda_{-(n-1), n-1}, \quad (4.12)$$

with

$$\tilde{\gamma}_{j,n} = \frac{|T_{n-1}(x_{j,n})|^2}{|P'_n(x_{j,n})|^2} \int_{-\pi}^{\pi} \frac{|P_n(x)|^2}{|T_{n-1}(x)|^2} \frac{h(\theta) \, d\theta}{|x - x_{j,n}|^2}, \quad x = e^{i\theta}. \quad (4.13)$$

Proceeding as in lemma 4.3, we see from (4.13) that there exists a positive constant $C'_1$ such that

$$|A_{j,n}| \leq C'_1 \tilde{\gamma}_{j,n}. \quad (4.14)$$

On the other hand,

$$|T_{n-1}(x)|^2 = |\omega_p(x)\pi_q(x)|^2 = \omega_p(x)\pi_q(x)\bar{\omega}_p(x)\bar{\pi}_q(x)$$

$$= \frac{\omega_p(x)\pi_q(x)\pi_p(x)\omega_q(x)}{x^{p+q}},$$
and since \( p + q = n - 1 \), we have \( |T_{n-1}(x)|^2 \in \Lambda_{-(n-1),n-1} \). If we take \( R(x) = |T_{n-1}(x)|^2 \) in (4.12), it follows that

\[
\int_{-\pi}^{\pi} h(\theta) \, d\theta = \sum_{j=1}^{n} \zeta_{j,n}.
\]  \hspace{1cm} (4.15)

From (4.14) and (4.15), a result similar to lemma 4.3 can be proved.

**Lemma 4.4.** Assume that \( h \) and \( w \) are as in lemma 4.3 and take \( X = \{x_{j,n}\} \) such that \( \{x_{j,n}\} \) are the zeros of the para-orthogonal polynomials of degree \( n \) with respect to the varying measure \( h(\theta)|\omega_p(e^{i\theta})\pi_q(e^{i\theta})|^{-2} \), \( p + q = n - 1 \), then there exists an absolute constant \( C'_2 \) such that

\[
\sum_{j=1}^{n} |A_{j,n}| \leq C'_2 \sqrt{n}.
\]  \hspace{1cm} (4.16)

**Remark 5.** From the point of view of the convergence of quadrature formulas for continuous functions, the meaning of lemmas 4.3 and 4.4 will become clear later. It follows that taking as nodes the zeros of the para-orthogonal rational functions with respect to a given positive measure \( h(\theta) \, d\theta \) is equivalent to taking nodes as zeros of para-orthogonal polynomials with respect to an appropriate rational modification of this measure. We illustrate this with an example.

**Example.** Let us consider the Lebesgue measure \( h(\theta) = 1/[2\pi], \theta \in [-\pi, \pi] \). The orthonormal rational functions are then given by (see [7, formula (1.2)], [5, p. 165])

\[
\phi_n(z) = \sqrt{1 - |\alpha_n|^2} \frac{zB_n(z)}{z - \alpha_n}.
\]  \hspace{1cm} (4.17)

Thus, the zeros \( \{x_{j,n}\} \) of \( f_n(z) = \phi_n(z) + \tau_n \phi_n^*(z), \tau_n \in \mathbb{T} \) are the roots of the equation

\[
0 = P_n(z) = z\omega_{n-1}(z) + \tau_n \pi_{n-1}(z).
\]  \hspace{1cm} (4.18)

On the other hand, for a given polynomial \( h(z) \) of degree \( k \) of the form

\[
h(z) = h_1(z)h_2(z) = \prod_{j=1}^{k_1}(z - a_j) \prod_{l=1}^{k_2}(1 - zb_l)
\]

such that \( |a_j| < 1, |b_l| < 1, \) and \( k_1 + k_2 = k \), the \( n \)th Szegő polynomial with respect to the measure

\[
\frac{d\theta}{2\pi|h(e^{i\theta})|^2}
\]

can be expressed as

\[
\rho_n(z) = z^{n-k}h_1(z)h_2^*(z), \quad n \geq k.
\]  \hspace{1cm} (4.19)
The study of rational modifications of a measure has been introduced by Szegő in the case of the unit circle [21, section 11.2]. For further details, see [13, section 4] for the case of the Lebesgue measure on $\mathbb{T}$ and also [9] where formulas are given for the sequence of monic orthogonal polynomials associated with a rational modification of a finite positive measure supported on Jordan curves. Let us now take $h_1(z) = \omega_p(z)$ and $h_2(z) = \pi_q(z)$, $p + q = n - 1$, then from (4.19)

$$
\rho_n(z) = z \omega_p(z) \omega_q(z). \tag{4.20}
$$

Hence, for $\tau_n \in \mathbb{T}$, the zeros of the $n$th corresponding para-orthogonal polynomial are the roots of the equation

$$
0 = P_n(z) = z \omega_p(z) \omega_q(z) + \tau_n \pi_p(z) \pi_q(z). \tag{4.21}
$$

The nodes of lemma 4.3 are given by (4.18), while the nodes of lemma 4.4 are given by (4.21).

Assume that $\{p(n)\}$ and $\{q(n)\}$ are two sequences of nonnegative integers such that $p(n) + q(n) = n - 1$ and $\lim_{n \to \infty} p(n)/n = r < 1$. Define for a continuous function $f$ on $\mathbb{T}$

$$
\gamma_{n-1}(f) = \inf_{R \in \mathcal{R}_{n-1,n-1}} \|f - R\|_{\mathbb{T}}. \tag{4.22}
$$

By theorem 2.1, one has that $\lim_{n \to \infty} \gamma_{n-1}(f) = 0$. However, it can be seen from lemma 4.3 (or 4.4) that this is not sufficient to assure the convergence of the sequence $\{I_n(f)\}$. So, we need to give estimates of $\gamma_{n-1}(f)$ in terms of $n$ when $f$ is a continuous function on $\mathbb{T}$. Such estimates are known when $f$ is approximated by Laurent polynomials. More precisely, it is proved in [4, theorem 5] by using Jackson's theorem III (see [6, chapter 4, section 6, p. 144]) that if $f$ is a continuous function on $\mathbb{T}$ then there exists some $R_{n-1} \in \Lambda_{n-1,n-1}$ such that

$$
\max_{x \in \mathbb{T}} |f(x) - R_{n-1}(x)| \leq 2\omega(f, \pi/n), \tag{4.23}
$$

where $\omega(f, \delta) = \sup\{|f(e^{is}) - f(e^{it})|: |t - s| < \delta; -\pi \leq s, t \leq \pi\}$ denotes the modulus of continuity of $f$ on $\mathbb{T}$. If $\alpha_0 \neq 0$ is a fixed point in $\mathbb{D}$, then a bilinear transformation gives

$$
\gamma_{n-1}(f) \leq K \omega(f, \pi/n),
$$

where $K$ is a constant and

$$
\gamma_{n-1}(f) = \inf_{P \in \Pi_{2n-2}} \left\|f(z) - \frac{P(z)}{(z - \alpha_0)^{n-1}(1 - \alpha_0 z)^{n-1}}\right\|_{\mathbb{T}}.
$$

Thus, it seems natural to wonder if the same type of estimate for $\gamma_{n-1}(f)$ holds when $f$ is approximated by functions from $\mathcal{R}_{n-1,n-1}$ (recall that $\mathcal{R}_{n-1,n-1}$ depends on the sequence $\alpha = \{\alpha_k\} \subset \mathbb{D}$). In this respect, a Jackson-type theorem was proved in [11, theorem 4] for a function continuous on $[-1,1]$ that is approximated by rational
functions with prescribed poles outside $[-1, 1]$. We shall prove a similar result. First some auxiliary results are required. Let

$$L_n(z) = \frac{P_{2n}}{z^n} \in \Lambda_{-n,n}, \quad P_{2n} \in \Pi_{2n},$$

be a Laurent polynomial and $T_n(\theta) = L_n(e^{i\theta})$ a trigonometric polynomial of degree $n$. Then it is clear that $|T_n(\theta)| = |L_n(z)| = |P_{2n}(z)|$ for $z = e^{i\theta} \in \mathbb{T}$. We also consider the trigonometric rational function $R_n(\theta) = T_n(\theta)/\omega_n(e^{i\theta})^{-2}$. If $\{\theta_j\}_{j=1}^{2n+1} \subset [-\pi, \pi]$ with $\theta_j \neq \theta_k$ for $j \neq k$ and $f$ is a periodic function on $[-\pi, \pi]$, then $R_n(\theta)$ is uniquely defined by the interpolation conditions

$$R_n(\theta_j) = f(\theta_j), \quad j = 1, 2, \ldots, 2n + 1,$$

because the system $\{1, \sin \theta, \ldots, \sin n\theta, \cos \theta, \ldots, \cos n\theta\}$ satisfies the Haar condition. We have

$$R_n(\theta) = \tilde{R}_n(e^{i\theta}) = \frac{P_{2n}(e^{i\theta})}{\omega_n(e^{i\theta})^2} = \frac{P_{2n}(e^{i\theta})}{\omega_n(e^{i\theta})\pi_n(e^{i\theta})} \in \mathcal{R}_{n,n}.$$

Setting $x_j = e^{i\theta_j}, j = 1, 2, \ldots, 2n+1$, we have $\tilde{R}_n(x_j) = g(x_j)$, where $g(e^{i\theta}) = f(\theta)$. Let us assume that $g$ is defined on a certain neighborhood $G$ including $q_0$ and let $\Gamma$ be the boundary of $G$. Then, from Hermite's interpolation formula (see Walsh [24, chapter 8, theorem 2]), one has

$$R_n(\theta) - f(\theta) = \tilde{R}_n(e^{i\theta}) - g(e^{i\theta}) = \tilde{R}_n(z) - g(z), \quad z = e^{i\theta},$$

$$= \int_\Gamma \frac{(z - x_1) \cdots (z - x_{2n+1}) \omega_n(t)\pi_n(t)}{(t - x_1) \cdots (t - x_{2n+1}) \omega_n(z)\pi_n(z)} \frac{g(t)}{z - t} dt$$

$$= \int_\Gamma \frac{\chi_{2n+1}(z)\omega_n(t)\pi_n(t)}{[\omega_n(z)\pi_n(z)]} \frac{g(t)}{z - t} dt,$$

(4.24)

where $\chi_k(z) = \prod_{j=1}^k (z - x_j)$.

Next we need to extend the Bernstein–Walsh formula (see Walsh [24, p. 77]) to trigonometric polynomials. We recall that, for ordinary polynomials, this formula says that if $f$ is a continuous function on $[a, b]$ and $Q_m^*$ is the best (in uniform norm) polynomial approximation of degree $m$, then for $m$ sufficiently large

$$|Q_m^*(z)| \leq 2\|f\|_\infty \exp \{mg_{[a,b]}(z, \infty)\},$$

where $g_{[a,b]}(z, \infty)$ is Green’s function for the region $\widehat{C} - [a, b]$ with singularity at infinity. The trigonometric generalization of this result is

**Lemma 4.5.** Let $f$ be a real $2\pi$-periodic continuous function and let $T_m^*(\theta)$ be the trigonometric polynomial of degree $m$ of best approximation in the uniform norm. Then if $L_m^* \in \Lambda_{-m,m}$ is the Laurent polynomial such that $T_m^*(\theta) = L_m^*(e^{i\theta})$, for sufficiently large $m$ we have
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(i) \( \forall z \neq 0, \ |z| \leq 1: \quad |L_m^*(z)| \leq 2\|f\|_\infty |z|^{-m}, \)

(ii) \( \forall z \in \mathbb{C}, \ |z| \geq 1: \quad |L_m^*(z)| \leq 2\|f\|_\infty |z|^m. \)

**Proof.** Given \( P_{2m}^* \in \Pi_{2m}, \) put \( L_m^*(z) = P_{2m}^*(z)/z^m. \) Since \( P_{2m}^* \) is analytic in \( \mathbb{D} \cup \mathbb{T}, \) we have that

\[
|P_{2m}^*(z)| \leq \max_{|z| \leq 1} |P_{2m}^*(z)| = \max_{z \in \mathbb{T}} |P_{2m}^*(z)| = ||T_m^*||_\infty, \quad z \in \mathbb{D} \cup \mathbb{T}.
\]

Thus, if \( z \neq 0 \) and \( |z| \leq 1 \) then

\[
|L_m^*(z)| = \left| \frac{P_{2m}^*(z)}{z^m} \right| \leq ||T_m^*||_\infty |z|^{-m}. \tag{4.25}
\]

For \( z \in \mathbb{C} \) and \( |z| \geq 1 \) we consider the function \( z^{-2m}P_{2m}^*(z), \) analytic in \( |z| \geq 1, \) so that

\[
\left| \frac{L_m^*(z)}{z^m} \right| = \left| \frac{P_{2m}^*(z)}{z^{2m}} \right| \leq \max_{|z| \geq 1} \left| \frac{P_{2m}^*(z)}{z^{2m}} \right| = \max_{z \in \mathbb{T}} |P_{2m}^*(z)| = ||T_m^*||_\infty. \tag{4.26}
\]

By the Weierstrass theorem, we have \( \lim_{m \to \infty} T_m^*(\theta) = f(\theta) \) uniformly on \([\pi, \pi].\)

Thus for sufficiently large \( m \)

\[
||T_m^*||_\infty \leq 2\|f\|_\infty. \tag{4.27}
\]

By (4.25)–(4.27) the result now follows. \( \square \)

Now we can prove a rational form of Jackson's theorem III.

**Lemma 4.6.** Let \( \alpha = \{\alpha_k\} \) be compactly included in \( \mathbb{D} \) such that (3.4) and (3.5) hold for \( r = s = 1/2 \) and let \( f \) be a real 2\( \pi \)-periodic continuous function. Then there exists a trigonometric rational function \( R_n(\theta) = T_n(\theta) |\omega(e^{i\theta})|^{-2} \) with \( T_n(\theta) \) a trigonometric polynomial such that for sufficiently large \( n \) there is a constant \( K_2 \) with

\[
||f - R_n||_\infty \leq K_2 \omega(f, \pi/n + 1). \tag{4.28}
\]

**Proof.** Let \( T_m^* \) be the best trigonometric polynomial approximation to \( f \) of degree \( m \) and set \( T_m^*(\theta) = L_m^*(e^{i\theta}), \) \( L_m^* \in \Lambda_{-m,m}. \) Let \( X = \{X_n\}_{n=1}^\infty \) with \( X_n = \{x_{j,n}: \ j = 1, \ldots, n\} \) be a triangular table of points contained in \( \mathbb{T}. \) Set \( \chi_n(z) = \prod_{j=1}^n (z - x_{j,n}) \) and, with the notation introduced above, assume that

\[
\nu_n^X \to \nu,
\]

where \( \nu_n^X = \nu(\chi_n) \) and \( \nu \) is the equilibrium measure on \( \mathbb{T} \) in the presence of the exterior field

\[
-V(z) = -\frac{1}{2} (V_{\nu_{\alpha}}(z) + V_{\nu_{\beta}}(1/z) + V_{\delta_{0}}(z)).
\]
here $\delta_0$ is the Dirac measure supported at $z = 0$. Details about existence and construction of table $X$ can be found in [10, main theorem, p. 124]. Let $T_m^*$ be the trigonometric polynomial of degree $m$ that is the best approximation of $f$ and suppose that $T_m^*(\theta) = L_m^*(e^{i\theta})$, $L_m^* \in \Lambda_{-m,m}$. Set $x_{j,n} = e^{i\theta_j n}$, $j = 1, \ldots, n$, and take $R_n(\theta) = T_n(\theta) |\omega_n(e^{i\theta})|^{-2}$ the trigonometric rational function of degree $n$ which interpolates $T_m^*$ at $\theta = \theta_j, j = 1, \ldots, n + 1$. By (4.24), for $z = e^{i\theta} \in \mathbb{T}$ we have

$$R_n(\theta) - T_m^*(\theta) = \int_{\Gamma} \left( \frac{\chi_{2n+1}(z)}{\omega_n(z) \pi_n(z)} - \frac{\chi_{2n+1}(t)}{\omega_n(t) \pi_n(t)} \right) \frac{L_m^*(t)}{z - t} \, dt. \tag{4.29}$$

Suppose that $\Gamma = \Gamma_1 \cup \Gamma_2$ where $\Gamma_1 = \{ z \in \mathbb{C} : |z| = r < 1 \}$ and $\Gamma_2 = \{ z \in \mathbb{C} : |z| = R > 1 \}$. If $G$ denotes the annulus centered at the origin with radii $r$ and $R$, then, since $\alpha$ is compactly included in $\mathbb{D}$, $r$ and $R$ can be chosen sufficiently close to 1 so that $G \cap (\alpha \cup \alpha) = \emptyset$. Setting $\rho = \log(\max\{R, 1/r\})$, by the preceding lemma, we obtain

$$\sup_{x \in \Gamma} |L_m^*(x)| \leq 2\|f\|_{\infty} \exp\{m\rho\}. \tag{4.30}$$

Replacing $n$ by $2n + 1$ in (3.4) and (3.5) and setting $p(2n + 1) = q(2n + 1) = n$, so that $r = s = 1/2$, for $z \in (\mathbb{C} - \{0\}) - \text{supp}(\nu^\alpha)$ and $1/z \notin \text{supp}(\nu^\alpha)$ one obtains

$$\lim_{n \to \infty} \left| \omega_n(z) \pi_n(z) \right|^{1/(2n+1)} = \exp \left\{ -\frac{1}{2} \left( V_{\nu^\alpha}(z) + V_{\nu^\alpha}(1/z) \right) \right\} |z|^{1/2}$$

$$= \exp \left\{ -V(z) \right\}, \tag{4.31}$$

and, for $z \neq 0$,

$$\limsup_{n \to \infty} \left| \omega_n(z) \pi_n(z) \right|^{1/(2n+1)} \leq \exp \left\{ -V(z) \right\}. \tag{4.32}$$

By (4.29) and (4.30) it follows that

$$\left| R_n(\theta) - T_m^*(\theta) \right| \leq K_1 \left( \sup_{z \in \Gamma} \left| \frac{\chi_{2n+1}(z)}{\omega_n(z) \pi_n(z)} \right| \left/ \inf_{t \in \Gamma} \left| \frac{\chi_{2n+1}(t)}{\omega_n(t) \pi_n(t)} \right| \right\} \exp\{m\rho\} \|f\|_{\infty}. \tag{4.33}$$

By (4.31), we have

$$\lim_{n \to \infty} \left| \frac{\chi_{2n+1}(t)}{\omega_n(t) \pi_n(t)} \right|^{1/(2n+1)} = \exp \{ V(t) - V_{\nu^\alpha}(t) \}$$

uniformly for $t \in \Gamma$, and, by (4.32)

$$\limsup_{n \to \infty} \left| \frac{\chi_{2n+1}(z)}{\omega_n(z) \pi_n(z)} \right|^{1/(2n+1)} \leq \exp \{ V(z) - V_{\nu^\alpha}(z) \}$$
uniformly on $\mathbb{T}$. Given $\varepsilon > 0$, we obtain
\[
\left| \frac{\chi_{2n+1}(t)}{\omega_n(t)\pi_n(t)} \right| \geq \exp \left\{ (2n + 1) \left[ V(t) - V_{\nu}(t) - \varepsilon \right] \right\}
\]
for $n \geq n_0$ and $t \in \Gamma$, and
\[
\left| \frac{\chi_{2n+1}(z)}{\omega_n(z)\pi_n(z)} \right| \leq \exp \left\{ (2n + 1) \left[ V(z) - V_{\nu}(z) + \varepsilon \right] \right\} = \exp \left\{ (2n + 1)(K + \varepsilon) \right\}
\]
for $z \in \mathbb{T}$, where $K$ is the constant value that $V(z) - V_{\nu}(z)$ takes on $\mathbb{T}$. From (4.33) and the last two centered formulas we can conclude that, for $n \geq n_0$ and $\theta \in [-\pi, \pi]$,\[
\left| R_n(\theta) - T^*_m(\theta) \right| 
\]
\[
\leq K_1 \| f \|_\infty \exp \{ m \rho \} \exp \{ (2n + 1) \left[ K + 2\varepsilon - \inf_{t \in \Gamma} (V(t) - V_{\nu}(t)) \right] \}. \quad (4.34)
\]
Take $m = m(n) = \lfloor (2n+1)/l \rfloor$ with $\lfloor \cdot \rfloor$ the integer part and $l$ an appropriately chosen positive constant. Then $m \leq (2n + 1)/l$ and from (4.34) it follows\[
\left| R_n(\theta) - T^*_m(\theta) \right| 
\]
\[
\leq K_1 \| f \|_\infty \exp \{ (2n + 1) \left[ \rho/l + K + 2\varepsilon - \inf_{t \in \Gamma} (V(t) - V_{\nu}(t)) \right] \}. \quad (4.35)
\]
On the other hand, it is known that\[
\inf_{t \in \Gamma} (V(t) - V_{\nu}(t)) > K.
\]
Therefore, by taking $\varepsilon > 0$ sufficiently small and $l$ sufficiently large, we can ensure that\[
\rho/l + K + 2\varepsilon - \inf_{t \in \Gamma} (V(t) - V_{\nu}(t)) = -C
\]
with $C$ a positive constant. Thus we have obtained that for all $\theta \in [-\pi, \pi]$\[
\left| R_n(\theta) - T^*_m(\theta) \right| \leq K_1 \| f \|_\infty \exp \{ -C(2n + 1) \}. \quad (4.35)
\]
Next we assume without loss of generality that $f$ vanishes at least once at a point $\theta_0 \in [-\pi, \pi]$ (if not, it suffices to consider $g(\theta) = f(\theta) - f(\theta_0)$ and take into account that $\omega(f, \delta) = \omega(g, \delta)$). Under this condition \[
\| f \|_\infty \leq \max_{\theta \in [-\pi, \pi]} \{ f(\theta) \} - \min_{\theta \in [-\pi, \pi]} \{ f(\theta) \}. \quad (4.36)
\]
Let $f(\theta_1)$ be the maximum and $f(\theta_2)$ be the minimum. Suppose $\theta_1 < \theta_2$ (the other case is similar); then
\[
\left| f(\theta_1) - f(\theta_2) \right| \leq \sum_{i=0}^{\lfloor (2n+2)/2 \rfloor} \left| f \left( \theta_1 + \frac{i(\theta_2 - \theta_1)}{2n + 2} \right) - f \left( \theta_1 + \frac{(i+1)(\theta_2 - \theta_1)}{2n + 2} \right) \right|
\]
\[
\leq \sum_{i=0}^{\lfloor (2n+2)/2 \rfloor} \left| f \left( \theta_1 + \frac{i(\theta_2 - \theta_1)}{2n + 2} \right) - f \left( \theta_1 + \frac{(i+1)(\theta_2 - \theta_1)}{2n + 2} \right) \right|
\]
\[
\leq (2n + 2)\omega \left( f, \frac{\pi}{n + 1} \right).
Therefore
\[ \|f\|_\infty \leq (2n + 2)\omega \left( f, \frac{\pi}{n + 1} \right). \] (4.37)

From (4.35) and (4.37) we obtain
\[ |R_n(\theta) - T_m^*(\theta)| \leq K_1 \omega \left( f, \frac{\pi}{n + 1} \right) \exp \{ \log(2n + 2) - C(2n + 1) \}. \] (4.38)

Now, using Jackson's theorem III [6, p. 144], for \( 2n + 1 \geq l \) we obtain
\[ |f(\theta) - T_m^*(\theta)| \leq 2\omega \left( f, \frac{\pi}{m(n)} + 1 \right) \leq 2\omega \left( f, \frac{\pi}{[(2n + 1)/l]} \right) \leq 2\omega \left( f, \frac{2l\pi}{2n + 1} \right) \leq 2\omega \left( f, \frac{2l\pi}{n + 1} \right) \leq 2(2l + 1)\omega \left( f, \frac{\pi}{n + 1} \right), \] (4.39)

where we have used that \([n/l] \geq n/(2l)\) if \( n \geq l \), that \( \omega(f, \delta_1) \leq \omega(f, \delta_2) \) if \( \delta_1 \leq \delta_2 \) and that \( \omega(f, \lambda \delta) \leq (1 + \lambda)\omega(f, \delta) \). A combination of (4.39) and (4.38) then gives
\[ |f(\theta) - R_n(\theta)| \leq |f(\theta) - T_m^*(\theta)| + |T_m^*(\theta) - R_n(\theta)| \leq [2(2l + 1) + K_1 \exp \{ \log(2n + 2) - C(2n + 1) \}] \omega \left( f, \frac{\pi}{n + 1} \right). \]

Hence, noting that \( \lim_{n \to \infty} \exp[\log(2n + 2) - C(2n + 1)] = 0 \), the lemma follows. \( \square \)

Finally we are ready to prove

**Theorem 4.7.** Let \( \alpha = \{ \alpha_k \} \) be compacly included in \( \mathbb{D} \) such that (3.4) and (3.5) hold for \( r = s = 1/2 \) and let \( f \) be a function continuous on \( \mathbb{T} \). Then there exists a constant \( C_4 \) such that
\[ \gamma_n(f) \leq C_4 \omega \left( f, \frac{\pi}{n + 1} \right), \]
where \( \gamma_n(f) \) is as in (4.22) with \( n \) sufficiently large.

**Proof.** Let us now consider a continuous function \( f \) on \( \mathbb{T} \); then we can set
\[ f(e^{i\theta}) = f_1(\theta) + if_2(\theta), \quad \theta \in [-\pi, \pi], \] (4.40)

where \( f_1(\theta) = \Re(f(e^{i\theta})) \) and \( f_2(\theta) = \Im(f(e^{i\theta})) \) are \( 2\pi \)-periodic functions on \([-\pi, \pi]\). Let \( R_{n,j}(\theta) \), \( j = 1, 2 \), be the trigonometric rational functions appearing in (4.28) and corresponding to \( f_j(\theta), j = 1, 2 \), that is,
\[ \|f_j - R_{n,j}\|_\infty \leq K_{2,j} \omega \left( f_j, \frac{\pi}{n + 1} \right), \quad j = 1, 2. \] (4.41)
Write \( R_n(z) = R_{n,1}(\theta) + iR_{n,2}(\theta), \ z = e^{i\theta} \); then clearly \( R_n \in \mathcal{R}_{n,n} \). Furthermore, since \( |f_j(s) - f_j(t)| \leq |f(e^{is}) - f(e^{it})|, \ j = 1, 2, \) it follows that \( \omega(f_j, \delta) \leq \omega(f, \delta), \ j = 1, 2. \) Thus, by (4.28)–(4.41) it follows that

\[
\gamma_n(f) \leq \max_{z \in \mathbb{T}} |f(z) - R_n(z)| \leq \|f_1 - R_{n,1}\|_{\infty} + \|f_2 - R_{n,2}\|_{\infty} \\
\leq (K_{2,1} + K_{2,2}) \omega\left(f, \frac{\pi}{n + 1}\right).
\]

This concludes the proof.

It follows that if \( f \) is a continuous function on \( \mathbb{T} \) with \( \omega(f, \delta) = O(\delta^p) \) and \( p > 1/2 \), then, by theorem 4.7 and lemma 4.3 or 4.4, there exist constants \( A \) and \( B \) independent of \( n \) such that for sufficiently large \( n \) one gets

\[
|I_n(f) - I_\mu(f)| \leq \frac{A + B\sqrt{n}}{n^p}.
\]

This means that the following theorem is proved.

**Theorem 4.8.** Let \( f \) be a continuous function on \( \mathbb{T} \) with modulus of continuity \( \omega(f, \delta) = O(\delta^p) \) for some \( p > 1/2 \). Let \( X = \{x_{j,n}\} \) be the triangular array of nodes as described in lemma 4.3 or 4.4. Then the sequence of quadrature formulas with nodes \( \{x_{j,n}\} \) converges to \( I_\mu(f) \).

**Remark 6.** Note that theorem 4.8 holds for any function \( f \) satisfying a Lipschitz condition of the form

\[
|f(z_1) - f(z_2)| \leq \lambda|z_1 - z_2|^p, \quad p > 1/2; \ z_1, z_2 \in \mathbb{T}.
\]
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