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ON CONNECTION MATRICES OF QUANTUM
KNIZHNIK-ZAMOLODCHIKOV EQUATIONS BASED ON LIE SUPER
ALGEBRAS

WELLINGTON GALLEAS AND JASPER V. STOKMAN

Abstract. We propose a new method to compute connection matrices of quantum
Knizhnik-Zamolodchikov equations associated to integrable vertex models with super al-
gebra and Hecke algebra symmetries. The scheme relies on decomposing the underlying
spin representation of the affine Hecke algebra in principal series modules and invoking
the known solution of the connection problem for quantum affine Knizhnik-Zamolodchikov
equations associated to principal series modules. We apply the method to the spin repre-
sentation underlying the $U_q(\hat{gl}(2|1))$ Perk-Schultz model. We show that the corresponding
connection matrices are described by an elliptic solution of the dynamical quantum Yang-
Baxter equation with spectral parameter.

Dedicated to Masatoshi Noumi on the occasion of his 60th birthday

1. Introduction

1.1. (Quantum) Knizhnik-Zamolodchikov equations. Knizhnik-Zamolodchikov (KZ)
equations were introduced in [41] as a system of holonomic differential equations satisfied
by $n$-point correlation functions of primary fields in the Wess-Zumino-Novikov-Witten field
theory [56, 46, 47, 57, 58]. Although they were introduced within a physical context, it has since proved to play an important role in several branches of mathematics. One of
the reasons for that lies in the fact that KZ equations exhibit strong connections with
the representation theory of affine Lie algebras. For instance, they are not restricted to
Wess-Zumino-Novikov-Witten theory and they can be used to describe correlation functions of general conformal field theories [8] associated with affine Lie algebras. Within the
context of representation theory, correlation functions are encoded as matrix coefficients of
intertwining operators between certain representations of affine Lie algebras. This formu-
lation is then responsible for associating important representation theoretic information to
the structure of the particular conformal field theory. Moreover, one remarkable feature
of KZ equations from the representation theory point of view is related to properties of
the monodromies (or connection matrices) of its solutions along closed paths. The latter
was shown in [38] to produce intertwining operators for quantum group tensor product
representations.
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The interplay between KZ equations and affine Lie algebras also paved the way for the derivation of a quantised version of such equations having the representation theory of quantum affine algebras as its building block. In that case one finds a holonomic system of difference equations satisfied by matrix coefficients of a product of intertwining operators \[22\]. The latter equations are known as quantum Knizhnik-Zamolodchikov equations, or qKZ equations for short.

The fundamental ingredient for defining a qKZ equation is a solution of the quantum Yang-Baxter equation with spectral parameter, also referred to as a \textit{R}-matrix. Several methods have been developed along the years to find solutions of the Yang-Baxter equation; and among prominent examples we have the Quantum Group framework \[29,30,31,17\] and the Baxterization method \[36\]. These methods are not completely unrelated and solutions having \(U_q(\widehat{\mathfrak{gl}}(m|n))\) symmetry \[13\] are known to be also obtained from Baxterization of Hecke algebras \[11,14\]. The particular cases \(U_q(\widehat{\mathfrak{gl}}(2))\) and \(U_q(\widehat{\mathfrak{gl}}(1|1))\) are in their turn obtained from the Baxterization of a quotient of the Hecke algebra known as Temperley-Lieb algebra \[55\]. Other quantised Lie super algebras have also been considered within this program. Solutions based on the \(U_q(\widehat{\mathfrak{gl}}(2))(m|n))\), \(U_q(\widehat{\mathfrak{oosp}}(m|n))\) and \(U_q(\widehat{\mathfrak{oosp}}(2)(m|n))\) have been presented in \[5,23,24\]. The latter cases also originate from the Baxterization of Birman-Wenzl-Murakami algebras \[9,45,28,26,27\], as shown in \[24\].

1.2. \textbf{Relation to integrable vertex models}. The quantum inverse scattering method attaches an integrable two-dimensional vertex model to an \textit{R}-matrix. A well known example is the six-vertex model, which is governed by the \textit{R}-matrix obtained as the intertwiner \(U(z_1) \otimes U(z_2) \to U(z_2) \otimes U(z_1)\) of \(U_q(\widehat{\mathfrak{gl}}(2))-\text{modules}\) with \(U(z)\) the \(U_q(\widehat{\mathfrak{gl}}(2))\) evaluation representation associated to the two-dimensional vector representation \(U\) of \(U_q(\mathfrak{sl}(2))\). The qKZ equations associated to this \textit{R}-matrix are solved by quantum correlation functions of the six-vertex model \[32\]. We will sometimes say that the qKZ equation is associated to the integrable vertex model governed by the \textit{R}-matrix, instead of being associated to the \textit{R}-matrix itself.

A large literature has been devoted to the study of integrable systems based on the Lie super algebra \(\widehat{\mathfrak{gl}}(m|n)\), see for instance \[11,12,16,51,50,18\]. The supersymmetric T-J model is one of the main examples. The associated \textit{R}-matrix arises as intertwiner of the Yangian algebra \(Y(\mathfrak{gl}(2|1))\). Another example is the \(q\)-deformed supersymmetric T-J model \[54,3\] whose \textit{R}-matrix was firstly obtained by Perk and Schultz \[19\]. The relation between the Perk-Schultz model and the \(U_q(\widehat{\mathfrak{gl}}(2|1))\) invariant \textit{R}-matrix was clarified in \[51,52,3\].

1.3. \textbf{Connection problems}. A basis of solutions of the qKZ equations can be constructed such that the solutions have asymptotically free behaviour deep in a particular asymptotic sector \(S\). The connection problem is the problem to explicitly compute the change of basis matrix between basis associated to different asymptotic sectors. The basis change matrix is then called a connection matrix.

The connection problem for qKZ equations has been solved in special cases. Frenkel and Reshetikhin \[22\] solved it for the qKZ equations attached to the six-vertex model. Konno \[39\] computed for a simple classical Lie algebra \(\mathfrak{g}\) the connection matrices for the qKZ
equations attached to the $\mathcal{U}_q(\hat{\mathfrak{g}})$-intertwiner $U(z_1) \otimes U(z_2) \rightarrow U(z_2) \otimes U(z_1)$ with $U$ the vector representation of $\mathcal{U}_q(\mathfrak{g})$. In both cases the computation of the connection matrices relies on explicitly solving the two-variable qKZ equation in terms of basic hypergeometric series.

1.4. The goals of the paper. The aim of this paper is two-fold. Firstly we present a new approach to compute connection matrices of qKZ equations associated to intertwiners $R^W(z_1/z_2) : W(z_1) \otimes W(z_2) \rightarrow W(z_2) \otimes W(z_1)$ when the associated tensor product representation $W(z_1) \otimes \cdots \otimes W(z_n)$ of evaluation modules, viewed as module over the finite quantum (super)group, becomes a Hecke algebra module by the action of the universal $R$-matrix on neighbouring tensor legs [29, 30]. Adding a quasi-cyclic operator, which physically is imposing quasi-periodic boundary conditions, $W^\otimes n$ becomes a module over the affine Hecke algebra of type $A_{n-1}$, which we call the spin representation. The spin representation thus is governed by a constant $R$-matrix, which is the braid limit of the $R$-matrix $R^W(z)$ underlying the qKZ equations we started with. In this setup the qKZ equations coincide with Cherednik’s [12] quantum affine KZ equations associated to the spin representation.

The new approach is based on the solution of the connection problem of quantum affine KZ equations for principal series modules of the affine Hecke algebra, see [53, §3] and the appendix of the present paper. To compute the connection matrices of the qKZ equations associated to $R^W(z)$ it then suffices to decompose, if possible, the spin representation as direct sum of principal series modules and construct the connection matrices by glueing together the explicit connection matrices associated to the principal series blocks in the decomposition.

Secondly, we apply the aforementioned approach to compute the connection matrices for qKZ equations attached to the $\mathcal{U}_q(\mathfrak{gl}(2|1))$ Perk-Schultz model. We show that they are governed by an explicit elliptic solution of the dynamical quantum Yang-Baxter equation. The latter equation was proposed by Felder [20] as the quantised version of a modified classical Yang-Baxter equation arising as the compatibility condition of the Knizhnik-Zamolodchikov-Bernard equations [6, 7].

1.5. Relation to elliptic face models. Felder [20, 21] showed that solutions of the dynamical quantum Yang-Baxter equation encodes statistical weights of face models. For instance, the solution of the dynamical quantum Yang-Baxter equation arising from the connection matrices for the qKZ equations associated to the six-vertex model encodes the statistical weights of Baxter’s [4] eight-vertex face model [22, 53]. More generally, for a simple Lie algebra $\mathfrak{g}$ of classical type $X_n$ and $U$ the vector representation of $\mathcal{U}_q(\mathfrak{g})$, Konno [39] has shown that the connection matrices of the qKZ equations associated to the $\mathcal{U}(\mathfrak{g})$-intertwiner $U(z_1) \otimes U(z_2) \rightarrow U(z_2) \otimes U(z_1)$ are described by the statistical weights of the $X_n^{(1)}$ elliptic face models of Jimbo, Miwa and Okado [33, 34, 35].

We expect that our elliptic solution of the dynamical quantum Yang-Baxter equation, obtained from the connection matrices for the qKZ equations associated to the $\mathcal{U}_q(\mathfrak{gl}(2|1))$ Perk-Schultz model, is closely related to Okado’s [48] elliptic face model attached to $\mathfrak{gl}(2|1)$. 
1.6. **Future directions.** It is natural to apply our techniques to compute connection matrices when the $R$-matrix is the $U_q(\hat{\mathfrak{gl}}(m|n))$-intertwiner $U(z_1) \otimes U(z_2) \to U(z_2) \otimes U(z_1)$ with $U$ the vector representation of the quantum super algebra $U_q(\mathfrak{gl}(m|n))$, and to relate the connection matrices to Okado’s [48] elliptic face models attached to $\mathfrak{gl}(m|n)$. Another natural open problem is the existence of a *face-vertex* transformation [4] turning our dynamical elliptic $R$-matrix into an elliptic solution of the (non dynamical) quantum Yang-Baxter equation with spectral parameter. If such transformation exists it is natural to expect that the resulting $R$-matrix will be an elliptic deformation of the $R$-matrix underlying the $U_q(\hat{\mathfrak{gl}}(2|1))$ Perk-Schultz model. Indeed, for $\mathfrak{gl}(2)$ it is well known that the connection matrices of the qKZ equations attached to the six-vertex model is governed by the elliptic solution of the dynamical quantum Yang-Baxter equation underlying Baxter’s eight-vertex face model [22, 53]. By a face-vertex transformation, this dynamical $R$-matrix turns into the quantum $R$-matrix underlying Baxter’s symmetric eight-vertex model, which can be regarded as the elliptic analogue of the six-vertex model.

We plan to return to these open problems in a future publication.

**Outline.** This paper is organised as follows. In Section 2 we give the explicit elliptic solution of the dynamical quantum Yang-Baxter equation attached to the Lie super algebra $\mathfrak{gl}(2|1)$. In Section 3 we discuss the relevant representation theory of the affine Hecke algebra. In 4 we present our new approach to compute connection matrices of quantum affine KZ equations attached to spin representations. In Section 5 we describe the spin representation associated to the $U_q(\hat{\mathfrak{gl}}(2|1))$ Perk-Schultz model and decompose it as direct sum of principal series modules. The connection matrices of the quantum affine KZ equations associated to this spin representation is computed in Section 6. In this section we also relate the connection matrices to the elliptic solution of the dynamical quantum Yang-Baxter equation from Section 2. In Section 6 we need to have the explicit solution of the connection problem of quantum affine KZ equations associated to an arbitrary principal series module, while [53, §3] only deals with a special class of principal series modules. We discuss the extension of the results from [53, §3] to all principal series modules in the appendix.

**Acknowledgements.** We thank Giovanni Felder and Huafeng Zhang for valuable comments and discussions.

2. **The elliptic solution of the dynamical quantum Yang-Baxter equation**

This paper explains how to obtain new elliptic dynamical $R$-matrices by solving connection problems for qKZ equations. The starting point is a constant $R$-matrix satisfying a Hecke relation. We will describe a method to explicitly compute the connection matrices of the qKZ equations associated to the Baxterization of the constant $R$-matrix. In pertinent cases we show that these connection matrices are governed by explicit elliptic dynamical $R$-matrices.
The standard Cartan subalgebra $\mathfrak{h}$

In the definition of weights of a representation below we identify $\mathfrak{h}$.

We endow with a symmetric bilinear form $(\cdot, \cdot)$.

The Lie super algebra $\mathfrak{gl}(2|1)$.

For $1 \leq i, j \leq 3$ we write $E_{ij} \in \mathfrak{gl}(V)$ for the matrix units defined by

$E_{ij}(v_k) := \delta_{j,k}v_i, \quad k = 1, 2, 3.$

The standard Cartan subalgebra $\mathfrak{h}$ of the Lie super algebra $\mathfrak{gl}(V)$ is

$\mathfrak{h} := \mathbb{C}E_{11} \oplus \mathbb{C}E_{22} \oplus \mathbb{C}E_{33},$

which we endow with a symmetric bilinear form $(\cdot, \cdot)$.

In the definition of weights of a representation below we identify $\mathfrak{h}^* \simeq \mathfrak{h}$ via the non degenerate symmetric bilinear form $(\cdot, \cdot)$.

Let $W = W_\mathfrak{h} \oplus W_\mathfrak{h}$ be a finite dimensional representation of the Lie super algebra $\mathfrak{gl}(V)$ with representation map $\pi : \mathfrak{gl}(V) \to \mathfrak{gl}(W)$. We call $\lambda \in \mathfrak{h}$ a weight of $W$ if the weight space

$W[\lambda] := \{u \in W \mid \pi(h)u = (h, \lambda)u \quad \forall h \in \mathfrak{h}\}$

is nonzero. We write $P(W) \subset \mathfrak{h}$ for the set of weights of $W$.

The vector representation of $\mathfrak{gl}(V)$ is the $\mathbb{Z}/2\mathbb{Z}$-graded vector space $V$, viewed as representation of the Lie super algebra $\mathfrak{gl}(V)$ by the natural action of $\mathfrak{gl}(V)$ on $V$. Note that $V$ decomposes as direct sum of weight spaces with the set of weights $P(V) = \{E_{11}, E_{22}, -E_{33}\}$ and weight spaces $V[E_{ii}] = \mathbb{C}v_i$ ($i = 1, 2$) and $V[-E_{33}] = \mathbb{C}v_3$. 

We shall explain the technique in more detail from Section 3 onwards. In this section we present the explicit elliptic dynamical $R$-matrix one obtains by applying this method to the spin representation of the affine Hecke algebra arising from the action of the universal $R$-matrix of the quantum group $\mathcal{U}_q(\mathfrak{gl}(2|1))$ on $V \otimes V$, with $V$ the (3-dimensional) vector representation of $\mathcal{U}_q(\mathfrak{gl}(2|1))$. 

2.1. The Lie super algebra $\mathfrak{gl}(2|1)$. Let $V = V_\mathfrak{h} \oplus V_\mathfrak{h}$ be a $\mathbb{Z}/2\mathbb{Z}$-graded vector space with even (bosonic) subspace $V_\mathfrak{h} = Cv_1 \oplus Cv_2$ and odd (fermionic) subspace $V_\mathfrak{h} = Cv_3$. Let $p : \{1, 2, 3\} \to \mathbb{Z}/2\mathbb{Z}$ be the parity map

$p(i) := \begin{cases} 0 & \text{if } i \in \{1, 2\}, \\ 1 & \text{if } i = 3, \end{cases}$

so that $v_i \in V_{p(i)}$ for $i = 1, 2, 3$.

Let $\mathfrak{gl}(V)$ be the associated Lie super algebra, with $\mathbb{Z}/2\mathbb{Z}$-grading given by

$\mathfrak{gl}(V)_\mathfrak{h} = \{A \in \mathfrak{gl}(V) \mid A(V) \subseteq V_\mathfrak{h} \& A(V_\mathfrak{h}) \subseteq V_\mathfrak{h}\},$

$\mathfrak{gl}(V)_\mathfrak{h} = \{A \in \mathfrak{gl}(V) \mid A(V) \subseteq V_\mathfrak{h} \& A(V_\mathfrak{h}) \subseteq V_\mathfrak{h}\}$

and with Lie super bracket $[X, Y] := XY - (-1)^{XY} YX$ for homogeneous elements $X, Y \in \mathfrak{gl}(V)$ of degree $X, Y \in \mathbb{Z}/2\mathbb{Z}$. Note that $\mathfrak{gl}(V) \simeq \mathfrak{gl}(2|1)$ as Lie super algebras by identifying $\mathfrak{gl}(V)$ with a matrix Lie super algebra via the ordered basis $\{v_1, v_2, v_3\}$ of $V$.

For $1 \leq i, j \leq 3$ we write $E_{ij} \in \mathfrak{gl}(V)$ for the matrix units defined by

$E_{ij}(v_k) := \delta_{j,k}v_i, \quad k = 1, 2, 3.$

The vector representation of $\mathfrak{gl}(V)$ is

$V := \mathbb{C}v_1 \oplus \mathbb{C}v_2 \oplus \mathbb{C}v_3,$

which we endow with a symmetric bilinear form $(\cdot, \cdot)$.

In the definition of weights of a representation below we identify $\mathfrak{h}^* \simeq \mathfrak{h}$ via the non degenerate symmetric bilinear form $(\cdot, \cdot)$.
2.2. The dynamical quantum Yang-Baxter equation associated to \( \mathfrak{gl}(2|1) \). We present here Felder’s [20, 21] dynamical quantum Yang-Baxter equation for the Lie super algebra \( \mathfrak{gl}(2|1) \).

Let \( W \) be a finite dimensional representation of \( \mathfrak{gl}(V) \) with weight decomposition

\[
W = \bigoplus_{\lambda \in P(W)} W[\lambda]
\]

and suppose that \( G(\mu) : W^\otimes n \to W^\otimes n \) is a family of linear operators on \( W^\otimes n \) depending meromorphically on \( \mu \in \mathfrak{h} \). For \( \beta \in \mathbb{C} \) and \( 1 \leq i \leq n \) we write

\[
G(\mu + \beta h_i) : W^\otimes n \to W^\otimes n
\]

for the linear operator which acts as \( G(\mu + \beta \lambda) \) on the subspace \( W^\otimes (i-1) \otimes W[\lambda] \otimes W^\otimes (n-i) \) of \( W^\otimes n \). More precisely, let \( \text{pr}_\lambda^{(i)} : W^\otimes n \to W^\otimes n \) be the projection onto the subspace \( W^\otimes (i-1) \otimes W[\lambda] \otimes W^\otimes (n-i) \) along the direct sum decomposition

\[
W^\otimes n = \bigoplus_{\lambda \in P(W)} W^\otimes (i-1) \otimes W[\lambda] \otimes W^\otimes (n-i).
\]

Then

\[
G(\mu + \beta h_i) := \sum_{\lambda \in P(W)} G(\mu + \beta \lambda) \circ \text{pr}_\lambda^{(i)}.
\]

Let \( \mathcal{R}^W(x; \mu) : W \otimes W \to W \otimes W \) be linear operators, depending meromorphically on \( x \in \mathbb{C} \) (the spectral parameter) and \( \mu \in \mathfrak{h} \) (the dynamical parameters). Let \( \kappa \in \mathbb{C} \). We say that \( \mathcal{R}^W(x; \mu) \) satisfies the dynamical quantum Yang-Baxter equation in braid-like form if

\[
(2.2) \quad \mathcal{R}_{12}^W(x; \mu + \kappa h_3) \mathcal{R}_{23}^W(x + y; \mu - \kappa h_1) \mathcal{R}_{12}^W(y; \mu + \kappa h_3) = \mathcal{R}_{23}^W(y; \mu - \kappa h_1) \mathcal{R}_{12}^W(x + y; \mu + \kappa h_3) \mathcal{R}_{23}^W(x; \mu - \kappa h_1)
\]

as linear operators on \( W \otimes W \otimes W \). We say that \( \mathcal{R}^W(x; \mu) \) is unitary if

\[
\mathcal{R}^W(x; \mu) \mathcal{R}^W(-x; \mu) = \text{Id}_{W^\otimes 2}.
\]

Remark 2.1. Let \( P \in \text{End}(W \otimes W) \) be the permutation operator and write

\[
\hat{\mathcal{R}}^W(x; \mu) := P \mathcal{R}^W(x; \mu)
\]

with \( \mathcal{R}^W \) satisfying (2.2). Then \( \hat{\mathcal{R}}^W(x; \mu) \) satisfies the relation

\[
(2.3) \quad \hat{\mathcal{R}}_{23}^W(x; \mu + \kappa h_1) \hat{\mathcal{R}}_{12}^W(x + y; \mu - \kappa h_2) \hat{\mathcal{R}}_{12}^W(y; \mu + \kappa h_3) = \hat{\mathcal{R}}_{12}^W(y; \mu - \kappa h_3) \hat{\mathcal{R}}_{13}^W(x + y; \mu + \kappa h_2) \hat{\mathcal{R}}_{23}^W(x; \mu - \kappa h_1)
\]

which is the dynamical quantum Yang-Baxter equation as introduced by Felder [21] with dynamical shifts adjusted to the action of the Cartan subalgebra \( \mathfrak{h} \) of the Lie super algebra \( \mathfrak{gl}(V) \).
2.3. The dynamical $R$-matrix. We present an explicit elliptic solution of the dynamical quantum Yang-Baxter equation (2.22) for $W = V$ the vector representation. Fix the nome $0 < p < 1$. We express the entries of the elliptical dynamical $R$-matrix in terms of products of renormalised Jacobi theta functions

\[
\theta(z_1, \ldots, z_r; p) := \prod_{j=1}^r \theta(z_j; p), \quad \theta(z; p) := \prod_{m=0}^{\infty} (1 - p^m z)(1 - p^{m+1}/z).
\]

The natural building blocks of the $R$-matrix depend on the additional parameter $\kappa \in \mathbb{C}$ and are given by the functions

\[
A^y(x) := \frac{\theta(p^{2\kappa}, p^{y-x}; p)}{\theta(p^y, p^{2\kappa-x}; p)} p^{(2\kappa-y)x},
\]

(2.4)

\[
B^y(x) := \frac{\theta(p^{2\kappa-y}, p^{-x}; p)}{\theta(p^{2\kappa-x}, p^{-y}; p)} p^{2\kappa(x-y)},
\]

and the elliptic $c$-function

\[
c(x) := p^{2\kappa x} \frac{\theta(p^{2\kappa+x}; p)}{\theta(p^x; p)}.
\]

(2.5)

To write down explicitly the $R$-matrix $\mathcal{R}(x; \mu) = \mathcal{R}^V(x; \mu) : V \otimes V \rightarrow V \otimes V$ it is convenient to identify $\mathfrak{h} \simeq \mathbb{C}^3$ via the ordered basis $(E_{11}, E_{22}, E_{33})$ of $\mathfrak{h}$,

\[
\phi_1 E_{11} + \phi_2 E_{22} + \phi_3 E_{33} \leftrightarrow \phi := (\phi_1, \phi_2, \phi_3).
\]

Note that the weights $\{E_{11}, E_{22}, -E_{33}\}$ of $V$ correspond to $\{(1, 0, 0), (0, 1, 0), (0, 0, -1)\}$.

Recall the parity map $p : \{1, 2, 3\} \rightarrow \mathbb{Z}/2\mathbb{Z}$ given by (2.1).

Definition 2.2. We write $\mathcal{R}(x; \phi) : V \otimes V \rightarrow V \otimes V$ for the linear operator satisfying

\[
\mathcal{R}(x; \phi)v_i \otimes v_i = (-1)^{p(i)} c(x) \frac{c(x)}{c((-1)^{p(i)} x)} v_i \otimes v_i, \quad 1 \leq i \leq 3,
\]

\[
\mathcal{R}(x; \phi)v_i \otimes v_j = A^{\phi_i - \phi_j}(x)v_i \otimes v_j + (-1)^{p(i)+p(j)} B^{\phi_i - \phi_j}(x)v_j \otimes v_i, \quad 1 \leq i \neq j \leq 3
\]

with the $\kappa$-dependent coefficients given by (2.4) and (2.5).

We can now state the main result of the present paper.

Theorem 2.3. The linear operator $\mathcal{R}(x; \phi)$ satisfies the dynamical quantum Yang-Baxter equation in braid-like form

\[
\mathcal{R}_{12}(x; \phi + \kappa h_3) \mathcal{R}_{23}(x + y; \phi - \kappa h_1) \mathcal{R}_{12}(y; \phi + \kappa h_3) = \mathcal{R}_{23}(y; \phi - \kappa h_1) \mathcal{R}_{12}(x + y; \phi + \kappa h_3) \mathcal{R}_{23}(x; \phi - \kappa h_1)
\]

(2.6)

as linear operators on $V \otimes V \otimes V$, and the unitarity relation

\[
\mathcal{R}(x; \phi) \mathcal{R}(-x; \phi) = \text{Id}_{V \otimes 2}.
\]
The theorem can be proved by direct computations. The main point of the present paper is to explain how elliptic solutions of dynamical quantum Yang-Baxter equations, like $\mathcal{R}(x;\phi)$, can be found by explicitly computing connection matrices of quantum affine KZ equations.

For example,

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & A^y(x) & B^{-y}(x) & 0 & 0 \\
0 & B^y(x) & A^{-y}(x) & 0 & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

is an elliptic solution of a $\mathfrak{gl}(2)$ dynamical quantum Yang-Baxter equation in braid form, with $x$ the spectral parameter and $y$ the dynamical parameter, which governs the integrability of Baxter’s 8-vertex face model, see for instance [1, 22] and [5, 3]. It was obtained in [22] by solving the connection problem of the qKZ equations associated to the spin-$\frac{1}{2}$ XXZ chain. The associated spin representation is constructed from the $\mathcal{U}_q(\mathfrak{gl}(2))$ vector representation.

In the following sections we show that our present solution $\mathcal{R}(x;\phi)$ can be obtained from the connection problem of the quantum affine KZ equations associated to the $\mathcal{U}_q(\hat{\mathfrak{gl}}(2|1))$ Perk-Schultz model. In this case the associated spin representation is $V^{\otimes n}$ with $V$ the $\mathcal{U}_q(\mathfrak{gl}(2|1))$ vector representation, viewed as spin representation of the affine Hecke algebra by the action of the universal $R$-matrix on neighbouring tensor legs [29, 30]. We expect that $\mathcal{R}(x;\phi)$ is closely related to Okado’s [48] face model attached to $\mathfrak{sl}(2|1)$.

**Remark 2.4.** With respect to the ordered basis

\[
\{v_1 \otimes v_1, v_1 \otimes v_2, v_1 \otimes v_3, v_2 \otimes v_1, v_2 \otimes v_2, v_2 \otimes v_3, v_3 \otimes v_1, v_3 \otimes v_2, v_3 \otimes v_3\},
\]

the solution $\mathcal{R}(x;\phi)$ is explicitly expressed as

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & A^{\phi_1 - \phi_2}(x) & 0 & B^{\phi_2 - \phi_1}(x) & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & A^{\phi_1 - \phi_3}(x) & 0 & 0 & 0 & -B^{\phi_3 - \phi_1}(x) & 0 & 0 \\
0 & B^{\phi_1 - \phi_2}(x) & 0 & A^{\phi_2 - \phi_1}(x) & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & A^{\phi_2 - \phi_3}(x) & 0 & -B^{\phi_3 - \phi_2}(x) & 0 \\
0 & 0 & -B^{\phi_1 - \phi_3}(x) & 0 & 0 & 0 & A^{\phi_3 - \phi_1}(x) & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -B^{\phi_2 - \phi_3}(x) & 0 & A^{\phi_1 - \phi_2}(x) & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{c(x)}{c(-x)}
\end{pmatrix}.
\]

Note that the dependence on the dynamical parameters $\phi$ is a 2-dimensional dependence, reflecting the fact that it indeed corresponds to the Lie super algebra $\mathfrak{sl}(2|1)$.

### 3. Representations of the Extended Affine Hecke Algebra

In this section we recall the relevant representation theoretic features of affine Hecke algebras.
3.1. The extended affine Hecke algebra. Let $n \geq 2$ and fix $0 < p < 1$ once and for all. Fix a generic $\kappa \in \mathbb{C}$ and write $q = p^{-\kappa} \in \mathbb{C}^\times$. The extended affine Hecke algebra $H_n(q)$ of type $A_{n-1}$ is the unital associative algebra over $\mathbb{C}$ generated by $T_1, \ldots, T_{n-1}$ and $\zeta^{\pm 1}$ with defining relations

\[
T_i T_{i+1} T_i = T_{i+1} T_i T_{i+1}, \quad 1 \leq i < n - 1,
\]
\[
T_i T_j = T_j T_i, \quad |i - j| > 1,
\]
\[
(T_i - q)(T_i + q^{-1}) = 0, \quad 1 \leq i < n,
\]
\[
\zeta \zeta^{-1} = 1 = \zeta^{-1} \zeta,
\]
\[
\zeta T_i = T_i + 1 \zeta, \quad 1 \leq i < n - 1,
\]
\[
\zeta^2 T_{n-1} = T_1 \zeta^2.
\]

Note that $T_i$ is invertible with inverse $T_i^{-1} = T_i - q + q^{-1}$. The subalgebra $H_n^{(0)}(q)$ of $H_n(q)$ generated by $T_1, \ldots, T_{n-1}$ is the finite Hecke algebra of type $A_{n-1}$. Define for $1 \leq i \leq n$,

\[
Y_i := T_{i-1}^{-1} \cdots T_{2}^{-1} T_1^{-1} \zeta T_{n-1} \cdots T_{i+1} T_i \in H_n(q).
\]

Then $[Y_i, Y_j] = 0$ for $1 \leq i, j \leq n$ and $H_n(q)$ is generated as algebra by $H_n^{(0)}(q)$ and the abelian subalgebra $\mathcal{A}$ generated by $Y_i^{\pm 1} (1 \leq i \leq n)$.

The Hecke algebra $H_n^{(0)}(q)$ is a deformation of the group algebra of the symmetric group $S_n$ in $n$ letters. For $1 \leq i < n$ we write $s_i$ for the standard Coxeter generator of $S_n$ given by the simple neighbour transposition $i \leftrightarrow i + 1$. The extended affine algebra $H_n(q)$ is a deformation of the group algebra of the extended affine symmetric group $S_n \ltimes \mathbb{Z}^n$, where $S_n$ acts on $\mathbb{Z}^n$ via the permutation action.

The commutation relations between $T_i$ ($1 \leq i < n$) and $Y^\lambda := Y_1^{\lambda_1} Y_2^{\lambda_2} \cdots Y_n^{\lambda_n}$ ($\lambda \in \mathbb{Z}^n$) are given by the Bernstein-Zelevinsky cross relations

\[
T_i Y^\lambda - Y^{s_i \lambda} T_i = (q - q^{-1}) \left( \frac{Y^\lambda - Y^{s_i \lambda}}{1 - q^{1-1} Y_{i+1}^{-1}} \right).
\]

Note that the right hand side, expressed as element of the quotient field of $\mathcal{A}$, actually lies in $\mathcal{A}$.

3.2. Principal series representations. Let $I \subseteq \{1, \ldots, n-1\}$. We write $S_{n,I} \subseteq S_n$ for the subgroup generated by $s_i$ ($i \in I$). It is called the standard parabolic subgroup of $S_n$ associated to $I$. The standard parabolic subalgebra $H_I(q)$ of $H_n(q)$ associated to $I$ is the subalgebra generated by $T_i$ ($i \in I$) and $\mathcal{A}$. Note that $H_{\emptyset}(q) = \mathcal{A}$.

Let $\epsilon = (\epsilon_i)_{i \in I}$ be a $|I|$-tuple of signs, indexed by $I$, such that $\epsilon_i = \epsilon_j$ if $s_i$ and $s_j$ are in the same conjugacy class of $S_{n,I}$. Define

\[
E^{I,\epsilon} := \{ \gamma = (\gamma_1, \ldots, \gamma_n) \in \mathbb{C}^n \mid \gamma_i - \gamma_{i+1} = 2\epsilon_i \kappa \quad \forall i \in I \}.
\]

For $\gamma \in E^{I,\epsilon}$ there exists a unique linear character $\chi^{I,\epsilon}_\gamma : H_I(q) \to \mathbb{C}$ satisfying

\[
\chi^{I,\epsilon}_\gamma(T_i) = \epsilon_i q^{\epsilon_i} = \epsilon_i p^{-\epsilon_i \kappa}, \quad i \in I,
\]
\[
\chi^{I,\epsilon}_\gamma(Y_j) = p^{-\gamma_j}, \quad 1 \leq j \leq n.
\]
Indeed, (3.3) respects the braid relations, the Hecke relations \((T_i - q)(T_i + q^{-1}) = 0 \) \((i \in I)\) and the cross relations (3.2) for \(i \in I\) and \(1 \leq j \leq n\). We write \(\mathbb{C}_{\chi_{\gamma}}\) for the corresponding one-dimensional \(H_{I(q)}\)-module. The principal series module \(M^{I,\varepsilon}(\gamma)\) for \(\gamma \in E^{I,\varepsilon}\) is the induced \(H_n(q)\)-module

\[
M^{I,\varepsilon}(\gamma) := \text{Ind}_{H_{I(q)}}^{H_n(q)}(\chi_{\gamma}) = H_n(q) \otimes_{H_{I(q)}} \mathbb{C}_{\chi_{\gamma}}
\]

We write \(\pi_{\gamma}^{I,\varepsilon}\) for the corresponding representation map and \(v_{\gamma}^{I,\varepsilon}(\gamma) := 1 \otimes_{H_{I(q)}} 1 \in M^{I,\varepsilon}(\gamma)\) for the canonical cyclic vector of \(M^{I,\varepsilon}(\gamma)\).

To describe a natural basis of the principal series module \(M^{I,\varepsilon}(\gamma)\) we need to recall first the definition of standard parabolic subgroups of \(S_n\). Let \(w \in S_n\). We call an expression

\[
w = s_{i_1}s_{i_2}\cdots s_{i_r}
\]

reduced if the word (3.4) of \(w\) as product of simple neighbour transpositions \(s_i\) is of minimal length. The minimal length \(r\) of the word is called the length of \(w\) and is denoted by \(l(w)\). Let \(S_n^I\) be the minimal coset representatives of the left coset space \(S_n/S_{n,I}\). It consists of the elements \(w \in S_n\) such that \(l(ws_i) = l(w) + 1\) for all \(i \in I\).

For a reduced expression (3.4) of \(w \in S_n\), the element

\[
T_w := T_{i_1}T_{i_2}\cdots T_{i_{l(w)}} \in H_n^{(0)}(q)
\]

is well defined. Set

\[
v_{w}^{I,\varepsilon}(\gamma) := \pi_{\gamma}^{I,\varepsilon}(T_w)v_{\gamma}^{I,\varepsilon}(\gamma), \quad w \in S_n^I.
\]

Then \(\{v_{w}^{I,\varepsilon}(\gamma)\}_{w \in S_n^I}\) is a linear basis of \(M^{I,\varepsilon}(\gamma)\) called the standard basis of \(M^{I,\varepsilon}(\gamma)\).

### 3.3. Spin representations.

Let \(W\) be a finite dimensional complex vector space and let \(\mathcal{B} \in \text{End}(W \otimes W)\) satisfy the braid relation

\[
\mathcal{B}_{12}\mathcal{B}_{23}\mathcal{B}_{12} = \mathcal{B}_{23}\mathcal{B}_{12}\mathcal{B}_{23}
\]

as a linear endomorphism of \(W^\otimes 3\) where we have used the usual tensor leg notation, i.e. \(\mathcal{B}_{12} = \mathcal{B} \otimes \text{Id}_W\) and \(\mathcal{B}_{23} = \text{Id}_W \otimes \mathcal{B}\). In addition, let \(\mathcal{B}\) satisfy the Hecke relation

\[
(\mathcal{B} - q)(\mathcal{B} + q^{-1}) = 0
\]

and suppose that \(D \in \text{GL}(W)\) is such that \([D \otimes D, \mathcal{B}] = 0\). Then there exists a unique representation \(\pi_{\mathcal{B},D} : H_n(q) \to \text{End}(W^\otimes n)\) such that

\[
\pi_{\mathcal{B},D}(T_i) := \mathcal{B}_{i,i+1}, \quad 1 \leq i < n,
\]

\[
\pi_{\mathcal{B},D}(\zeta) := P_{12}P_{23}\cdots P_{n-1,n}D_n
\]

(recall that \(P \in \text{End}(W \otimes W)\) denotes the permutation operator). We call \(\pi_{\mathcal{B},D}\) the spin representation associated to \((\mathcal{B}, D)\). Spin representations arise in the context of integrable one-dimensional spin chains with Hecke algebra symmetries and twisted boundary conditions, see for instance [15]. The corresponding spin chains are governed by the Baxterization

\[
R^\mathcal{B}(z) := P \circ \left(\frac{\mathcal{B}^{-1} - z\mathcal{B}}{q^{-1} - qz}\right)
\]
of $B$, which is a unitary (i.e., $R^B_{23}(z)^{-1} = R^B(z^{-1})$) solution of the quantum Yang-Baxter equation


(3.7)

3.4. Quantum KZ equations and the connection problem. We introduce Cherednik’s $[12]$ quantum KZ equations attached to representations of the affine Hecke algebra $H_n(q)$. Following $[53]$ we formulate the associated connection problem.

Let $M$ be the field of meromorphic functions on $\mathbb{C}^n$. We write $F$ for the field of $\mathbb{Z}^n$-translation invariant meromorphic functions on $\mathbb{C}^n$.

Let $\{e_i\}_{i=1}^n$ be the standard linear basis of $\mathbb{C}^n$, with $e_i$ having a one at the $i$th entry and zeros everywhere else. We define an action $\sigma : S_n \ltimes \mathbb{Z}^n \to \text{GL}(M)$ of the extended affine symmetric group $S_n \ltimes \mathbb{Z}^n$ on $M$ by

$$(\sigma(s_i)f)(z) := f(z_i, \ldots, z_{i-1}, z_{i+1}, z_i, z_{i+2}, \ldots, z_n), \quad 1 \leq i < n,$$

$$(\sigma(\tau(e_j))f)(z) := f(z_1, \ldots, z_j - 1, z_{j+1}, \ldots, z_n), \quad 1 \leq j \leq n$$

for $f \in M$, where we have written $z = (z_1, \ldots, z_n)$ and $\tau(e_j)$ denotes the element in $S_n \ltimes \mathbb{Z}^n$ corresponding to $e_j \in \mathbb{Z}^n$. The element $\xi := s_1 \cdots s_n \tau(e_n)$ acts as $(\sigma(\xi)f)(z) = f(z_2, \ldots, z_n, z_1 - 1)$.

Let $L$ be a finite dimensional complex vector space. We write $\sigma_L$ for the action $\sigma \otimes \text{Id}_L$ of $S_n \ltimes \mathbb{Z}^n$ on the corresponding space $M \otimes L$ of meromorphic $L$-valued functions on $\mathbb{C}^n$.

Given a complex representation $(\pi, L)$ of $H_n(q)$ there exists a unique family $\{C^\pi_{uw}\}_{u,v \in S_n \ltimes \mathbb{Z}^n}$ of $\text{End}(L)$-valued meromorphic functions $C^\pi_w$ on $\mathbb{C}^n$ satisfying the cocycle conditions

$$C^\pi_{uw} = C^\pi_u \sigma_L(u)C^\pi_v \sigma_L(u^{-1}), \quad u, v \in S_n \ltimes \mathbb{Z}^n,$$

$$C^\pi_e \equiv \text{Id}_L,$$

where $e \in S_n$ denotes the neutral element, and satisfying

$$C^\pi_{s_i}(z) := \frac{\pi(T_i^{-1}) - p^{z_i - z_{i+1}} \pi(T_i)}{q^{-1} - q^{p^{z_i - z_{i+1}}}}, \quad 1 \leq i < n,$$

$$C^\pi_{\xi}(z) := \pi(\xi).$$

It gives rise to a complex linear action $\nabla^\pi$ of $S_n \ltimes \mathbb{Z}^n$ on $M \otimes L$ by

$$\nabla^\pi(w) := C^\pi_w \sigma_L(w), \quad w \in S_n \ltimes \mathbb{Z}^n.$$

Remark 3.1. For a spin representation $\pi_{B,D} : H_n(q) \to \text{End}(W^{\otimes n})$,

$$C^\pi_{s_i}(z) = P_{i,i+1}R^B_{i,i+1}(p^{z_i - z_{i+1}}), \quad 1 \leq i < n$$

with $R^B(z)$ given by $[3.6]$. $\nabla$.

Definition 3.2. Let $(\pi, L)$ be a finite dimensional representation of $H_n(q)$. We say that $f \in M \otimes L$ is a solution of the quantum affine KZ equations if

$$C^\pi_{\tau(e_j)}(z)f(z - e_j) = f(z), \quad j = 1, \ldots, n.$$

We write $\text{Sol}^\pi \subseteq M \otimes L$ for the solution space.
Alternatively, \( \text{Sol}^\pi = \{ f \in \mathcal{M} \otimes L \mid \nabla^\pi(\tau(\lambda))f = f \quad \forall \lambda \in \mathbb{Z}^n \} \).

Observe that \( \text{Sol}^\pi \) is a \( F \)-module. The symmetric group \( S_n \) acts \( F_S^n \)-linearly on \( \text{Sol}^\pi \) by \( \nabla^\pi|_{S_n} \).

In the limit \( \Re(z_i - z_{i+1}) \to -\infty \) (\( 1 \leq i < n \)) the transport operators \( C_{\tau(\lambda)}^\pi(z) \) tend to commuting linear operators \( \pi(\tilde{Y}^\lambda) \) on \( L \) for \( \lambda \in \mathbb{Z}^n \). The commuting elements \( \tilde{Y}^\lambda \in H_n(q) \) are explicitly given by

\[
\tilde{Y}^\lambda := p^{-(\rho,\lambda)}T_{w_0}Y^{w_0\lambda}T_{w_0}^{-1}
\]

with \( w_0 \in S_n \) the longest Weyl group element and \( \rho = ((n-1)\kappa,(n-3)\kappa,\ldots,(1-n)\kappa) \) (see [53] and the appendix).

For a generic class of finite dimensional complex affine Hecke algebra modules the solution space of the quantum KZ equations can be described explicitly in terms of asymptotically free solutions. The class of representations is defined as follows. Write \( \varpi_i = e_1 + \cdots + e_i \) for \( i = 1, \ldots, n \).

**Definition 3.3.** Let \( \pi : H_n(q) \to \text{End}(L) \) be a finite dimensional representation.

1. We call \((\pi, L)\) calibrated if \( \pi(\tilde{Y}_j) \in \text{End}(L) \) is diagonalisable for \( j = 1, \ldots, n \), i.e. if

\[
L = \bigoplus_s L[s]
\]

with \( L[s] := \{ v \in L \mid \pi(\tilde{Y}^\lambda)v = p^{(s,\lambda)}v \ (\lambda \in \mathbb{Z}^n) \} \), where \( s \in \mathbb{C}^n/2\pi\sqrt{-1}\log(p)^{-1}\mathbb{Z}^n \).

2. We call \((\pi, L)\) generic if it is calibrated and if the nonresonance conditions

\[
p^{(s'-s,\varpi,i)} \notin p^{\mathbb{Z}\{0\}} \quad \forall i \in \{1, \ldots, n-1\}
\]

hold true for \( s \) and \( s' \) such that \( L[s] \neq \{0\} \neq L[s'] \).

Set

\[
Q_+ := \bigoplus_{i=1}^{n-1} \mathbb{Z}_{\geq 0}(e_i - e_{i+1}).
\]

We recall the following key result on the structure of the solutions of the quantum KZ equations.

**Theorem 3.4 ([33]).** Let \((\pi, L)\) be a generic \( H_n(q) \)-representation and \( v \in L[s] \). There exists a unique meromorphic solution \( \Phi_v^\pi \) of the quantum KZ equations characterised by the series expansion

\[
\Phi_v^\pi(z) = p^{(s,z)} \sum_{\alpha \in Q_+} \Gamma_v^\pi(\alpha)p^{-(\alpha,z)}, \quad \Gamma_v^\pi(0) = v
\]

for \( \Re(z_i - z_{i+1}) \ll 0 \) (\( 1 \leq i < n \)). The assignment \( f \otimes v \mapsto f\Phi_v^\pi \) (\( f \in F, \ v \in L[s] \)) defines a \( F \)-linear isomorphism

\[
S^\pi : F \otimes L \xrightarrow{\sim} \text{Sol}^\pi.
\]
Remark 3.5. Let \((\pi, L)\) and \((\pi', L')\) be two generic \(H_n(q)\)-representations and \(T : L \to L'\) an intertwiner of \(H_n(q)\)-modules. Also write \(T\) for its \(\mathcal{M}\)-linear extension \(\mathcal{M} \otimes L \to \mathcal{M} \otimes L\). Then
\[
T \circ S^\pi = S^{\pi'} \circ T
\]
as \(F\)-linear maps \(F \otimes L \to \text{Sol}^{\pi'}\) since
\[
T(\Phi^\pi_v(z)) = \Phi_{T(v)}^{\pi'}(z)
\]
for \(v \in L[s]\).

Let \((\pi, L)\) be a generic \(H_n(q)\)-representation. For \(w \in S_n\) we define a \(F\)-linear map \(\mathcal{M}^\pi(w) : F \otimes L \to F \otimes L\) as follows,
\[
\mathcal{M}^\pi(w) = ((S^\pi)^{-1}\nabla^\pi(w)S^\pi) \circ \sigma_L(w^{-1}).
\]
The linear operators \(\mathcal{M}^\pi(w) (w \in S_n)\) form a \(S_n\)-cocycle, called the monodromy cocycle of \((\pi, L)\).

If \(T : L \to L'\) is a morphism between generic \(H_n(q)\)-modules \((\pi, L)\) and \((\pi', L')\) then
\[
T \circ \mathcal{M}^\pi(w) = \mathcal{M}^{\pi'}(w) \circ T, \quad w \in S_n
\]
as \(F\)-linear maps \(F \otimes L \to F \otimes L'\) by Remark 3.5.

With respect to a choice of linear basis \(\{v_i\}_i\) of \(L\) consisting of common eigenvectors of the \(\pi(\tilde{Y}_\lambda)\) (\(\lambda \in \mathbb{Z}^n\)) we obtain from the monodromy cocycle matrices with coefficients in \(F\), called connection matrices. The cocycle property implies braid-like relations for the connection matrices. We will analyse the connection matrices for the spin representation of \(H_n(q)\) associated to the vector representation of \(U_q(\mathfrak{gl}(2|1))\). It leads to explicit solutions of dynamical quantum Yang-Baxter equations.

4. Connection matrices for principal series modules

First we recall the explicit form of the monodromy cocycle for a generic principal series module \(M^{I,\gamma}(\gamma)\) (\(\gamma \in E^{I,\gamma}\)), see [53] for the special case \(\epsilon_i = +\) for all \(i\) and the appendix for the general case. Fix the normalised linear basis \(\{\tilde{b}_\sigma\}_{\sigma \in S^I_{n_i}}\) of \(M^{I,\gamma}(\gamma)\), given by (7.2), specialised to the \(\text{GL}_n\) root datum and with \(q\) in (7.2) replaced by \(p\). The basis elements are common eigenvectors for the action of \(\tilde{Y}_\lambda\) (\(\lambda \in \mathbb{Z}^n\)). We write for \(w \in S_n\),
\[
\mathcal{M}^{\gamma,\epsilon}_\tau(w)\tilde{b}_{\tau_2} = \sum_{\tau_1 \in S^I_{n_i}} m^{I,\epsilon,w}_{\tau_1,\tau_2}(z; \gamma)\tilde{b}_{\tau_1} \quad \forall \tau_2 \in S^I_{n_i}
\]
with \(m^{I,\epsilon,w}_{\tau_1,\tau_2}(z; \gamma) \in F\) (as function of \(z\)). For \(w = s_i\) (\(1 \leq i < n\)) the coefficients are explicitly given in terms of the elliptic functions \(A^\gamma(x), B^\gamma(x)\) and the elliptic \(c\)-function \(c(x)\) (see (2.1) and (2.5) as follows.

(a) On the diagonal,
\[
m^{I,\epsilon,s_i}_{\sigma,\sigma}(z; \gamma) = \epsilon_i \frac{c(z_i - z_{i+1})}{c(\epsilon_i z_i - z_{i+1})} \quad \text{if} \quad \sigma \in S^I_{n_i} \land s_{n-i}\sigma \notin S^I_{n_i}
\]
\[
m^{I,\epsilon,s_i}_{\sigma,\sigma}(z; \gamma) = A^\gamma_{s_i-1(n-i)-s_{n-i}^{-1}(n-i+1)}(z_i - z_{i+1}) \quad \text{if} \quad \sigma \in S^I_{n_i} \land s_{n-i}\sigma \in S^I_{n_i}
\]
where, if \( \sigma \in S_n^I \) and \( s_{n-i}\sigma \not\in S_n^I \), we write \( i_\sigma \in I \) for the unique index such that \( s_{n-i}\sigma = \sigma s_i \).

(b) All off-diagonal matrix entries are zero besides \( m_{s_{n-i}\sigma,\sigma}(z; \gamma) \) with both \( \sigma \in S_n^I \) and \( s_{n-i}\sigma \in S_n^I \), which is given by

\[
m_{s_{n-i}\sigma,\sigma}(z; \gamma) = B^{\gamma_{\sigma^{-1}(n-i)-\gamma_{\sigma^{-1}(n-i+1)}}}(z_i - z_{i+1}).
\]

For \( w \in S_n \) we write

\[
M_{\sigma,\tau}^I,\varepsilon(w; \gamma) = \left(M_{\sigma,\tau}^I,\varepsilon(w; \gamma)\right)_{\sigma,\tau \in S_n^I}
\]

for the matrix of \( M_{\pi^I,\varepsilon}(w) \) with respect to the \( F \)-linear basis \( \{\tilde{b}_\sigma\}_{\sigma \in S_n^I} \). The cocycle property of the monodromy cocycle then becomes

\[
M_{\sigma,\tau}^I,\varepsilon,\pi^I,\varepsilon(w; \gamma) = M_{\sigma,\tau}^I,\varepsilon(w; \gamma)M_{\sigma,\tau}^I,\varepsilon(w'w^{-1}; \gamma) \quad \forall w, w' \in S_n
\]

and \( M_{\sigma,\tau}^I,\varepsilon(z; \gamma) = 1 \), where the symmetric group acts by permuting the variables \( z \). As a consequence, one directly obtains the following result.

**Proposition 4.1.** The matrices (4.4) satisfy the braid type equations

\[
\begin{align*}
M_{\sigma,\tau}^I,\varepsilon_{s_i}(z; \gamma)M_{\sigma,\tau}^I,\varepsilon_{s_{i+1}}(s_i z; \gamma)M_{\sigma,\tau}^I,\varepsilon_{s_{i+1}}(s_i s_i z; \gamma) &= M_{\sigma,\tau}^I,\varepsilon_{s_{i+1}}(z; \gamma)M_{\sigma,\tau}^I,\varepsilon_{s_{i+1}}(s_i z; \gamma)M_{\sigma,\tau}^I,\varepsilon_{s_{i+1}}(s_i s_i z; \gamma)
\end{align*}
\]

for \( 1 \leq i < n - 1 \) and the unitarity relation

\[
M_{\sigma,\tau}^I,\varepsilon_{s_i}(z; \gamma)M_{\sigma,\tau}^I,\varepsilon_{s_i}(s_i z; \gamma) = 1
\]

for \( 1 \leq i < n \).

In this paper we want to obtain explicit elliptic solutions of dynamical quantum Yang-Baxter equations by computing connection matrices of a particular spin representation \( (\pi_{B,D}, W^\otimes n) \). To relate \( M^\pi_{B,D}(s_i) \) to elliptic solutions of quantum dynamical Yang-Baxter equations acting locally on the \( i \)th and \( (i + 1) \)th tensor legs of \( W^\otimes n \) one needs to compute the matrix coefficients of \( M^\pi_{B,D}(s_i) \) with respect to a suitable tensor product basis \( \{v_{i_1} \otimes \cdots \otimes v_{i_N}\} \) of \( W^\otimes n \), where \( \{v_i\}_{i} \) is some linear basis of \( W \).

The approach is as follows. Suppose we have an explicit isomorphism of \( H_n(q) \)-modules

\[
T : W^\otimes n \xrightarrow{\sim} \bigoplus_k M_{\sigma,\tau}^{(k)}(\gamma(k)),
\]

Writing \( \pi^{(k)} \) for the representation map of \( M_{\sigma,\tau}^{(k)}(\gamma(k)) \) we conclude from Remark 3.5 that the corresponding monodromy cocycles are related by

\[
M_{\pi^I,\varepsilon}(w) = T^{-1} \circ \left( \bigoplus_k M_{\sigma,\tau}^{(k)}(w) \right) \circ T
\]

as \( F \)-linear endomorphisms of \( F \otimes L \). If \( \{v_i\}_{i} \) is a linear basis of \( W \) and \( \{v_{i_1} \otimes \cdots \otimes v_{i_N}\} \) the corresponding tensor product basis of \( W^\otimes n \), then in general \( T \) will not map the tensor product basis onto the union (over \( k \)) of the linear bases \( \{\tilde{b}_\sigma\}_{\sigma \in F^{(k)}} \) of the constituents \( M_{\sigma,\tau}^{(k)}(\gamma(k)) \) in (4.7). Thus trying to explicitly compute \( M_{\pi^I,\varepsilon}(s_i) \) with respect to a
and using the explicit form of $M_{\pi}(s_i)$ with respect to $\{\tilde{b}_\sigma\}_{\sigma \in S_n}$, will become cumbersome.

The way out is as follows. As soon as we know the existence of an isomorphism (4.7) of $H_n(q)$-modules, we can try to modify $T$ to obtain an explicit complex linear isomorphism $	ilde{T}$:

$$\tilde{T} : W \otimes W \xrightarrow{\sim} \bigoplus_k M^{I(k),\epsilon(k)}(\gamma(k))$$

(not an intertwiner of $H_n(q)$-modules!), which does have the property that a tensor product basis of $W \otimes W$ is mapped to the basis of the direct sum of principal series blocks consisting of the union of the bases $\{\tilde{b}_\sigma\}_{\sigma \in S_n}$. As soon as $\tilde{T}$ is constructed, we can define the modified monodromy cocycle $\{\tilde{M}_{\pi,B,D}(w)\}_{w \in S_n}$ of the spin representation $\pi_{B,D}$ by

$$\tilde{M}_{\pi,B,D}(w) := \tilde{T}^{-1} \circ \left( \bigoplus_k M_{\pi}(w) \right) \circ \tilde{T}, \quad w \in S_n$$

(clearly the $\tilde{M}_{\pi,B,D}(w)$ still form a $S_n$-cocycle). Then the matrix of $\tilde{M}_{\pi,B,D}(s_i)$ with respect to the tensor product basis of $W \otimes W$ will lead to an explicit solution of the dynamical quantum Yang-Baxter equation on $W \otimes W$ with spectral parameters.

We will apply this method for the spin representation associated to the $U_q(\hat{gl}(2|1))$ Perk-Schultz model in the next section.

**Remark 4.2.** The linear isomorphism $\tilde{T}$ in the example treated in the next section is of the form

$$\tilde{T} = \left( \bigoplus_k G^{(k)} \right) \circ T$$

with $T$ an isomorphism of $H_n(q)$-modules and with $G^{(k)}$ the linear automorphism of $M^{I(k),\epsilon(k)}(\gamma(k))$ mapping the standard basis element $v^{I(k),\epsilon(k)}(\gamma(k))$ to a suitable constant multiple of $\tilde{b}_\sigma$ for all $\sigma \in S_n$.

5. **The spin representation associated to $\mathfrak{gl}(2|1)$**

Recall the vector representation $V = V^V \oplus V^T$ with $V^V = \mathbb{C}v_1 \oplus \mathbb{C}v_2$ and $V^T = \mathbb{C}v_3$ of the Lie super algebra $\mathfrak{gl}(V) \simeq \mathfrak{gl}(2|1)$. The vector representation can be quantized, leading to the vector representation of the quantized universal enveloping algebra $U_q(\mathfrak{gl}(2|1))$ on the same vector space $V$. The action of the universal $R$-matrix of $U_q(\mathfrak{gl}(2|1))$ on $V \otimes V$ gives rise to an explicit solution $B : V \otimes V \rightarrow V \otimes V$ of the braid algebra relation (3.3). With
respect to the ordered basis \([2,8]\) it is explicitly given by

\[
B := \begin{pmatrix}
    q & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & q^{-1} & 0 & 1 & 0 & 0 & 0 \\
    0 & 0 & q^{-1} & 0 & 0 & -1 & 0 \\
    0 & 1 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
    0 & 0 & 0 & 0 & q & 0 & 0 \\
\end{pmatrix},
\]

see \([11, 14]\) (we also refer the reader to \([40, 59]\)). It satisfies the Hecke relation \((3.5)\).

The Baxterization \(R^B(z)\) of \(B\) gives

\[
R^B(z) = \begin{pmatrix}
    a(z) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & b(z) & 0 & c_+(z) & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & -b(z) & 0 & 0 & 0 & c_+(z) & 0 & 0 \\
    0 & c_-(z) & 0 & b(z) & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & a(z) & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & -b(z) & 0 & c_+(z) & 0 \\
    0 & 0 & c_-(z) & 0 & 0 & 0 & -b(z) & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & c_-(z) & 0 & -b(z) \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 & w(z) & 0 \\
\end{pmatrix},
\]

with

\[
a(z) := \frac{q^{-1} - qz}{q^{-1} - qz}, \quad b(z) := \frac{1 - z}{q^{-1} - qz}, \quad c_+(z) := \frac{q^{-1} - q}{q^{-1} - qz}, \quad c_-(z) := \frac{(q^{-1} - q)z}{q^{-1} - qz}
\]

and \(w(z) := \frac{-1 - q - q^{-1}}{q^{-1} - q}z\). Note that \(P \circ B\) can be re-obtained from \(R^B(z)\) by taking the braid limit \(z \to \infty\). The same solution \(R^B(z)\) is among the ones found by Perk and Schultz through the direct resolution of the quantum Yang-Baxter equation \((3.7)\), see \([49]\). It can also be obtained from the \(U_q(\hat{gl}(2|1))\) invariant \(R\)-matrix with spectral parameter, see for instance \([11, 14, 37, 10, 13, 60]\). Due to that the associated integrable vertex model is commonly refereed to as \(U_q(\hat{gl}(2|1))\) Perk-Schultz model. Also, it is worth remarking that \(R^B(z)\) gives rise to a \(q\)-deformed version of the supersymmetric T-J model \([54, 3]\).

**Remark 5.1.** We have written the \(R\)-matrix \((5.2)\) in such a way that it satisfies the quantum Yang-Baxter equation with standard tensor products. In order to make the gradation of \(V\) explicitly manifested, and thus having a solution of the graded Yang-Baxter equation as described in \([38]\), we need to consider the matrix \(R^g := P_g P R^B\) where \(P_g\) stands for the graded permutation operator.

**Remark 5.2.** Due to small differences of conventions and grading, one also needs to consider a simple gauge transformation in order to compare \((5.2)\) with the results presented in \([11, 14, 13, 60]\).
In order to proceed, we consider the linear map \( D_\phi : V \rightarrow V \) for a three-tuple \( \phi := (\phi_1, \phi_2, \phi_3) \) of complex numbers defined by
\[
D_\phi(v_i) := p^{-\phi_i}v_i, \quad i = 1, 2, 3.
\]
It satisfies \([D_\phi \otimes D_\phi, B] = 0\). We write \( \pi_{n,B,\phi} : H_n(q) \rightarrow \text{End}(V) \) for the resulting spin representation \( \pi_{B,\phi} \).

We are interested in computing the connection matrices of the quantum affine KZ equations associated to the spin representation \( \pi_{B,\phi} \). With this goal in mind we firstly decompose the spin representation explicitly as direct sum of principal series modules.

Let
\[
\mathcal{K}_n := \{ \alpha := (\alpha_1, \ldots, \alpha_n) \mid \alpha_i \in \{1, 2, 3\} \}
\]
and write \( v_\alpha := v_{\alpha_1} \otimes v_{\alpha_2} \otimes \cdots \otimes v_{\alpha_n} \in V^{\otimes n} \) for \( \alpha \in \mathcal{K}_n \). We will refer to \( \{v_\alpha\}_{\alpha \in \mathcal{K}_n} \) as the tensor product basis of \( V^{\otimes n} \). Next write
\[
\mathcal{J}_n := \{ r = (r_1, r_2, r_3) \in \mathbb{Z}_{\geq 0}^3 \mid r_1 + r_2 + r_3 = n \}.
\]
Write \( \mathcal{K}_n[r] \) for the subset of \( n \)-tuples \( \alpha \in \mathcal{K}_n \) with \( r_j \) entries equal to \( j \) for \( j = 1, 2, 3 \). For instance,
\[
(5.3) \quad \alpha^{(r)} := (3, 3, 2, 2, 1, 1, 1) \in \mathcal{K}_n[r]
\]
Write \( (V^{\otimes n})_r := \text{span}\{v_\alpha \mid \alpha \in \mathcal{K}_n[r]\} \), so that
\[
V^{\otimes n} = \bigoplus_{r \in \mathcal{J}_n} (V^{\otimes n})_r.
\]

**Lemma 5.3.** \((V^{\otimes n})_r \) is a \( H_n(q) \)-submodule of the spin representation \( (\pi_{B,\phi}, V^{\otimes n}) \).

**Proof.** This follows immediately from the definition of the spin representation and the fact that \([D_\theta \otimes D_\phi, B] = 0\) for all \( \theta \in \mathbb{C}^3 \). \( \square \)

The permutation action \( \alpha \mapsto w\alpha \) of \( \mathcal{K}_n[r] \), where \((w\alpha)_i := \alpha_{w^{-1}(i)} \) for \( 1 \leq i \leq n \), is transitive. The stabiliser subgroup of \( \alpha^{(r)} \) (see \((5.3)\)) is \( S_{n,I^{(r)}} \) with \( I^{(r)} \subseteq \{1, \ldots, n-1\} \) the subset
\[
I^{(r)} := \{1, \ldots, n-1\} \setminus \{r_3 + r_2 + r_3 \cap \{1, \ldots, n-1\}\}
\]
For instance, if \( 1 \leq r_3, r_2 + r_3 < n \) then
\[
I^{(r)} = \{1, \ldots, r_3 - 1\} \cup \{r_3 + 1, \ldots, r_3 + r_2 - 1\} \cup \{r_3 + r_2 + 1, \ldots, n - 1\},
\]
while \( I^{(r)} = \{1, \ldots, n - 1\} \) if \( r_j = n \) for some \( j \). The assignment \( w \mapsto w\alpha^{(r)} \) thus gives rise to a bijective map
\[
\Sigma^{(r)} : S_n^{I^{(r)}} \xrightarrow{\sim} \mathcal{K}_n[r].
\]
Its inverse can be described as follows. For \( \alpha \in \mathcal{K}_n[r] \) and \( j \in \{1, 2, 3\} \) write
\[
1 \leq k_j^{\alpha}(j) < k_2^{\alpha}(j) < \cdots < k_r^{\alpha}(j) \leq n
\]
for indices \( k \) such that \( \alpha_k = j \) and denote

\[
(5.4) \quad w_\alpha := \begin{pmatrix}
1 & \cdots & r_3 & r_3 + 1 & \cdots & r_3 + r_2 & r_3 + r_2 + 1 & \cdots & n \\
k_1^{\alpha,(3)} & \cdots & k_r^{\alpha,(3)} & k_1^{\alpha,(2)} & \cdots & k_r^{\alpha,(2)} & k_1^{\alpha,(1)} & \cdots & k_r^{\alpha,(1)}
\end{pmatrix} \in S_n
\]

in standard symmetric group notations. Note that \( w_\alpha \alpha^{(r)} = \alpha \). In addition, \( w_\alpha \in S_n^{(r)} \) since

\[
\ell(w_\alpha s_i) > \ell(w_\alpha) \quad \forall i \in I^{(r)},
\]

which is a direct consequence of the well known length formula

\[
(5.5) \quad \ell(w) = \#\{(i, j) \mid 1 \leq i < j \leq n \, \& \, w(i) > w(j)\}.
\]

It follows that

\[
(\Sigma^{(r)})^{-1}(\alpha) = w_\alpha, \quad \forall \alpha \in K_n[r].
\]

Let \( \epsilon^{(r)} = \{\epsilon_i^{(r)}\}_{i \in I^{(r)}} \) be given by

\[
\epsilon_i^{(r)} := \begin{cases} 
- & \text{if } i < r_3 \\
+ & \text{else ,}
\end{cases}
\]

and define \( \gamma_i^{(r)} \in E^{I^{(r)},\epsilon^{(r)}} \) as

\[
\gamma_i^{(r)} := \begin{cases} 
\eta_3^{(r)} + \phi_3 + 2i\kappa, & \text{if } i \leq r_3, \\
\eta_2^{(r)} + \phi_2 - 2(i - r_3)\kappa, & \text{if } r_3 < i \leq r_3 + r_2, \\
\eta_1^{(r)} + \phi_1 - 2(i - r_2 - r_3)\kappa, & \text{if } r_3 + r_2 < i \leq n,
\end{cases}
\]

with \( \eta_j^{(r)} \in \mathbb{C} \, (j = 1, 2, 3) \) given by

\[
\eta_1^{(r)} := -\pi \sqrt{-1} r_3 \log(p)^{-1} + (r_1 + 1)\kappa,
\]

\[
\eta_2^{(r)} := -\pi \sqrt{-1} r_3 \log(p)^{-1} + (r_2 + 1)\kappa,
\]

\[
\eta_3^{(r)} := -\pi \sqrt{-1} (n - 1) \log(p)^{-1} - (r_3 + 1)\kappa.
\]

**Proposition 5.4.** Let \( r \in J_n \). For generic parameters, there exists a unique isomorphism

\[
\psi^{(r)} : M^{I^{(r)},\epsilon^{(r)}}(\gamma^{(r)}) \xrightarrow{\sim} (V^{\otimes n})_r \text{ of } H_n(q)\text{-modules mapping the cyclic vector } v^{I^{(r)},\epsilon^{(r)}}(\gamma^{(r)})
\]

\[
to \quad v_{\alpha^{(r)}} = v_3^{\otimes r_3} \otimes v_2^{\otimes r_2} \otimes v_1^{\otimes r_1} \in (V^{\otimes n})_r.
\]

Furthermore, for \( w \in S_n^{(r)} \) we have

\[
(5.7) \quad \psi^{(r)}(v_w^{I^{(r)},\epsilon^{(r)}}(\gamma^{(r)})) = (-1)^{\eta(w)} v_{w\alpha^{(r)}}
\]

with

\[
(5.8) \quad \eta(w) := \#\{(i, j) \mid 1 \leq j < r_3 < i \leq n \, \& \, w(i) < w(j)\}.
\]
Proof. From the explicit form of $\mathcal{B}$ it is clear that
\begin{equation}
\pi_{\mathcal{B}_\alpha}(T_i)v_{\alpha(r)} = B_{i,i+1}v_{\alpha(r)} = \epsilon_i^{(r)} q_i^{(r)} v_{\alpha(r)} \quad \forall i \in I^{(r)}.
\end{equation}

Next we show that $\pi_{\mathcal{B}_\phi}(Y_j)v_{\alpha(r)} = p^{-\gamma_j^{(r)}} v_{\alpha(r)}$ for $1 \leq j \leq n$. By the explicit expression of $\gamma_j^{(r)}$ the desired eigenvalues are
\begin{equation}
p^{-\gamma_j^{(r)}} = \begin{cases} (-1)^{n+1} q_1^{2i-r_3-1} p^{-\phi_3}, & \text{if } i \leq r_3, \\
(-1)^{r_3} q_2^{2(r-3)+1} p^{-\phi_2}, & \text{if } r_3 < i \leq r_3 + r_2, \\
(-1)^{r_3} q_3^{2(r-3)-1} p^{-\phi_1}, & \text{if } r_3 + r_2 < i \leq n.
\end{cases}
\end{equation}

We give the detailed proof of the eigenvalue equation for $1 \leq j \leq r_3$, the other two cases $r_3 < j \leq r_3 + r_2$ and $r_3 + r_2 < j < n$ can be verified by a similar computation.

Since $j \leq r_3$, by (5.1) and (5.9) we have
\[ \pi_{\mathcal{B}_\phi}(Y_j)v_{\alpha(r)} = (-q^{-1})^{r_3-i} \pi_{\mathcal{B}_\phi}(T_j^{-1} \cdots T_1^{-1} \xi T_{n-1}^{-1} \cdots T_3^{-1})v_{\alpha(r)}. \]
Since $\mathcal{B}(v_3 \otimes v_2) = -v_2 \otimes v_3$ we get
\[ \pi_{\mathcal{B}_\phi}(Y_j)v_{\alpha(r)} = (-1)^{r_3} (-q^{-1})^{r_3-i} \pi_{\mathcal{B}_\phi}(T_j^{-1} \cdots T_1^{-1} \xi T_{n-1}^{-1} \cdots T_{r_3}^{-1})v_3 \otimes v_2 \otimes v_3 \otimes v_1 \otimes v_1. \]
Then $\mathcal{B}(v_3 \otimes v_1) = -v_1 \otimes v_3$ gives
\[ \pi_{\mathcal{B}_\phi}(Y_j)v_{\alpha(r)} = (-1)^{r_2+r_1} (-q^{-1})^{r_3-i} \pi_{\mathcal{B}_\phi}(T_j^{-1} \cdots T_1^{-1} \xi) v_3 \otimes v_2 \otimes v_1 \otimes v_1 \otimes v_1 \]
\[ = (-1)^{r_2+r_1} (-q^{-1})^{r_3-i} \phi_3 \pi_{\mathcal{B}_\phi}(T_j^{-1} \cdots T_1^{-1})v_{\alpha(r)}. \]
Finally, using (5.9) again we find
\[ \pi_{\mathcal{B}_\phi}(Y_j)v_{\alpha(r)} = (-1)^{r_2+r_1} (-q^{-1})^{r_3-i} \phi_3 v_{\alpha(r)} = p^{-\gamma_j^{(r)}} v_{\alpha(r)} \]
as desired.

Consequently we have a unique surjective $H_n(q)$-intertwiner
\[ \psi^{(r)} : M^{(r)} \rightarrow H_n(q)v_{\alpha(r)} \subseteq (V^{\otimes n})_r \]
mapping the cyclic vector $u^{(r)}(\gamma^{(r)})$ to $v_{\alpha(r)}$. To complete the proof of the proposition, it is thus sufficient to prove (5.7).

Fix $\alpha \in \mathcal{K}_n[r]$. We need to show that
\[ \psi^{(r)}(v^{(r)} \alpha^{(r)}(\gamma^{(r)})) = (-1)^{\langle u_\omega \rangle} v_\alpha. \]
For the proof of this formula we first need to obtain a convenient reduced expression of $w_\alpha$. Construct an element $w \in w_\alpha S_n^{(r)}$ (i.e., an element $w \in S_n$ satisfying $\omega^{(r)} = \alpha$) as product $w = s_{j_1} s_{j_2} \cdots s_{j_r}$ of simple neighbour transpositions such that, for all $u$, the $n$-tuple $s_{j_1} s_{j_2} \cdots s_{j_r} \alpha^{(r)}$ is of the form $(\beta_1^u, \ldots, \beta_n^u)$ with $\beta_n^u > \beta_{j_u+1}^u$. This can be done by transforming $\alpha^{(r)}$ to $\alpha$ by successive nearest neighbour exchanges between neighbours $(\beta, \beta')$ with $\beta > \beta'$. Then it follows that $l(w) = l(w_\alpha)$, hence $w = w_\alpha$. From this description of a reduced expression of $w_\alpha$ it follows that the number of pairs $(\beta_{j_u}^u, \beta_{j_u+1}^u)$ equal to $(t, s)$ is $\#\{(i, j) \mid k_i^{(t)} < k_j^{(s)}\}$ for all $1 \leq s < t \leq 3$. 

Since $Bv_3 \otimes v_1 = -v_1 \otimes v_3$, $Bv_3 \otimes v_2 = -v_2 \otimes v_3$ and $Bv_2 \otimes v_1 = v_1 \otimes v_2$ we conclude that
\[
\psi^i_r(v^f_{w_\alpha}, \epsilon_r(\gamma_r)) = \pi_{B,B}(T_{w_\alpha})v_{\alpha(r)} = (-1)^{\eta(w_\alpha)}v_{\alpha},
\]
with $\eta(w)$ given by (5.8).

**Lemma 5.5.** Let $1 \leq i < n$ and $\alpha \in K_n[r]$.

(a) $s_{n-i}w_\alpha \in S_n^{I(r)}$ if and only if $\alpha_{n-i} \neq \alpha_{n+1-i}$.

(b) If $s_{n-i}w_\alpha \in S_n^{I(r)}$ then $l(s_{n-i}w_\alpha) = l(w_\alpha) + 1$ if and only if $\alpha_{n-i} > n_{n+1-i}$.

(c) If $s_{n-i}w_\alpha \notin S_n^{I(r)}$ then $i_{w_\alpha} \in \{1, \ldots, r_3 - 1\}$ if and only if $\alpha_{n-i} = 3$ (recall that $i_{w_\alpha}$ is the unique index such that $s_{n-i}w_\alpha = w_\alpha s_{i_{w_\alpha}}$).

**Proof.** The lemma follows directly from the explicit expression (5.4) of $w_\alpha$ and the length formula (5.3). \qed

6. The elliptic $R$-matrix associated to $\mathfrak{gl}(2|1)$

6.1. The modified monodromy cocycle. By Proposition 5.4 we have an isomorphism
\[
T : V^{\otimes n} \sim \bigoplus_{r \in J_n} M^{I(r), r(r)}(\gamma_r)
\]
of $H_n(q)$-modules defined by
\[
T(v_{w_\alpha(r)}) = (-1)^{\eta(w)}v^f_{w(r), \epsilon(r)}(\gamma_r), \quad \forall w \in S_n^{I(r)}, \forall r \in J_n.
\]
Write $\tilde{b}_w^{(r)}$ for the basis $\tilde{b}_w$ element of $M^{I(r), r(r)}(\gamma_r)$ as defined in Section 4, where $w \in S_n^{I(r)}$. Let $G(r)$ be the linear automorphism of $M^{I(r), r(r)}(\gamma_r)$ defined by
\[
G(r)(v^f_{w(r), \epsilon(r)}(\gamma_r)) = \tilde{b}_w^{(r)}, \quad \forall w \in S_n^{I(r)}
\]
and write
\[
\tilde{T} := \left( \bigoplus_{r \in J_n} G(r) \right) \circ T : V^{\otimes n} \rightarrow \bigoplus_{r \in J_n} M^{I(r), r(r)}(\gamma_r).
\]
$\tilde{T}$ is a linear isomorphism given explicitly by
\[
\tilde{T}(v_{w_\alpha(r)}) = (-1)^{\eta(w)}\tilde{b}_w^{(r)}, \quad \forall w \in S_n^{I(r)}, \forall r \in J_n.
\]
Set
\[
\tilde{M}^{\pi_{\beta,r}}(u) := \tilde{T}^{-1} \circ \left( \bigoplus_{r \in J_n} M^{\pi_r}(u) \right) \circ \tilde{T} \in \text{End}(V^{\otimes n})
\]
for $u \in S_n$, with $\pi_r$ the representation map of $M^{I(r), r(r)}(\gamma_r)$. Then it follows that
\[
\tilde{M}^{\pi_{\beta,r}}(u)v_\beta = \sum_{\alpha \in K_n[r]} (-1)^{\eta(w_\alpha) + \eta(w_\beta)}m^{f_{w_\alpha, w_\beta}, r(r), \epsilon_r, \gamma_r}(z; \gamma_r)v_\alpha \quad \forall \beta \in K_n[r]
\]
for all $u \in S_n$. Using the expressions of the connection coefficients $m^{f_{w_\alpha, w_\beta}, r(r), \epsilon_r, \gamma_r}(z; \gamma_r)$ (see (4.2) and (4.3)) we obtain the following explicit formulas.
Corollary 6.1. Let $r \in \mathcal{J}_n$ and $1 \leq i < n$.

(a) For $\beta = (\beta_1, \ldots, \beta_n) \in \mathcal{K}_n[r]$ with $\beta_{n-i} = \beta_{n+1-i}$ we have

$$\widetilde{M}^{\pi, B, D}(s_i) v_\beta = \begin{cases} v_\beta & \text{if } \beta_{n-i} \in \{1, 2\}, \\ \frac{c(z_i - z_{i+1})}{c(z_{i+1} - z_i)} v_\beta & \text{if } \beta_{n-i} = 3. \end{cases}$$

(b) For $\beta = (\beta_1, \ldots, \beta_n) \in \mathcal{K}_n[r]$ with $\beta_{n-i} \neq \beta_{n+1-i}$ we have

$$\widetilde{M}^{\pi, B, D}(s_i) v_\beta = A_{\pi}^{\beta_1(n-i)} \gamma_{\pi}^{(r)}(z_i - z_{i+1}) v_\beta + (-1)^{\delta_{n-i,3} + \delta_{n+1-i,3}} B^{\beta_{n-i}}(z_i - z_{i+1}) v_{s_{n-i}}.$$ 

Proof. (a) is immediate from the remarks preceding the corollary.

(b) If $\beta_{n-i} \neq \beta_{n+1-i}$ then $s_{n-i} w_\beta \in S_{i}^B$ by Lemma 6.3, hence $s_{n-i} w_\beta = w_\gamma$ for some $\gamma \in \mathcal{K}_n[r]$. Then

$$\gamma = \Sigma(r)(s_{n-i} w_\beta) = (s_{n-i} w_\beta) \alpha(r) = s_{n-i} \beta,$$

hence $s_{n-i} w_\beta = w_{s_{n-i} \beta}$. Using the fact that

$$\eta(w_\beta) = \# \{(r, s) \mid k_{r, s}^{(2)} < k_{s}^{(2)} \} + \# \{(r, s) \mid k_{r, s}^{(1)} < k_{s}^{(3)} \},$$

we obtain

$$(-1)^{\eta(w_\beta) + \eta(w_{s_{n-i} \beta})} = (-1)^{\delta_{n-i,3} + \delta_{n+1-i,3}}$$

if $\beta_{n-i} \neq \beta_{n+1-i}$. The proof now follows directly from the explicit expressions (4.2) and (4.3) of the connection coefficients. \qed

6.2. Finding $R(x; \phi)$. In this subsection we fix $n = 2$ and focus on computing the modified monodromy cocycle of the quantum affine KZ equations associated to the rank two spin representation $\pi_{B, \phi} : H_2(q) \to \text{End}(V^{\otimes 2})$. It will lead to the explicit expression of the elliptic dynamical $\mathcal{R}$-matrix $R(x; \phi)$ from Subsection 2.3.

From our previous results we know that the rank two spin representation $V^{\otimes 2}$ splits as $H_2(q)$-module into the direct sum of six principal series blocks

$$V^{\otimes 2} = \bigoplus_{r \in \mathcal{J}_2} (V^{\otimes 2})_r = (V^{\otimes 2})_{(2,0,0)} \oplus (V^{\otimes 2})_{(0,2,0)} \oplus (V^{\otimes 2})_{(0,0,2)} \oplus (V^{\otimes 2})_{(1,1,0)} \oplus (V^{\otimes 2})_{(1,0,1)} \oplus (V^{\otimes 2})_{(0,1,1)},$$

where the first three constituents are one-dimensional and the last three two-dimensional. Write $s = s_1$ for the nontrivial element of $S_2$.

Lemma 6.2. For $n = 2$ we have $\widetilde{M}^{\pi, B, D}(s) = R(z_1 - z_2; \phi)$ as linear operators on $V \otimes V$.

Proof. This follows by a direct computation using Corollary 6.1. For instance, in the $9 \times 9$-matrix representation of $R(x; \phi)$ the first, fifth and ninth column of $R(x; \phi)$ arise from the action of $\widetilde{M}^{\pi, B, D}(s)$ on the one-dimensional constituents $(V^{\otimes 2})_{(2,0,0)}$, $(V^{\otimes 2})_{(0,2,0)}$ and $(V^{\otimes 2})_{(0,0,2)}$ respectively, in view of Corollary 6.1(a). The second and fourth columns correspond to the action of $\widetilde{M}^{\pi, B, D}(s)$ on $(V^{\otimes 2})_{(1,1,0)} = \text{span}\{v_1 \otimes v_2, v_2 \otimes v_1\}$, in view of
Corollary 6.1 (b). Similarly, the third and seventh column (respectively sixth and eighth column) corresponds to the action of $\tilde{M}^{\pi B,D}(s)$ on the constituent $(V^{\otimes 2})_{(1,0,1)}$ (respectively $(V^{\otimes 2})_{(0,1,1)}$).

Corollary 6.3 (Unitarity).

$\mathcal{R}(x; \phi)\mathcal{R}(-x; \phi) = \text{Id}_{V^{\otimes 2}}$.

Proof. This follows from (4.6) and (6.1).

6.3. The dynamical quantum Yang-Baxter equation. Next we prove that $\mathcal{R}(x; \phi)$ satisfies the dynamical quantum Yang-Baxter equation in braid-like form (see Theorem 2.3) by computing the modified monodromy cocycle of the quantum affine KZ equations associated to the spin representation $\pi_{B,D}$:

$\hat{H}_3(q) \rightarrow \text{End}(V^{\otimes 3})$, and expressing them in terms of local actions of $\mathcal{R}(x; \phi)$. So in this subsection, we fix $n = 3$.

Let $\Psi(j) \in \mathbb{C}^3$ for $j = 1, 2, 3$ and let $Q(\phi) : V^{\otimes 3} \rightarrow V^{\otimes 3}$ be a family of linear operators on $V^{\otimes 3}$ depending on $\phi \in \mathbb{C}^3$. We use the notation $Q(\phi + \hat{\Psi}_j)$ to denote the linear operator on $V^{\otimes 3}$ which acts on the subspace $V^{\otimes (i-1)} \otimes C v_j \otimes V^{\otimes (3-i)}$ as $Q(\phi + \Psi(j))$ for $1 \leq i, j \leq 3$.

Lemma 6.4. Let $n = 3$. For the simple reflections $s_1$ and $s_2$ of $S_3$ we have

$\tilde{M}^{\pi B,D}(s_1) = \mathcal{R}_{23}(z_1 - z_2; \phi + \hat{\Psi}_1)$,

$\tilde{M}^{\pi B,D}(s_2) = \mathcal{R}_{12}(z_2 - z_3; \phi + \hat{\Psi}_3)$

as linear operators on $V^{\otimes 3}$, where

$\Psi(j)(\alpha) := \begin{cases} (-\alpha, 0, -\pi \sqrt{-1} \log(p)^{-1}) & \text{if } j = 1, \\ (0, -\alpha, -\pi \sqrt{-1} \log(p)^{-1}) & \text{if } j = 2, \\ (0, 0, \alpha) & \text{if } j = 3. \end{cases}$

Proof. The proof of (6.3) is a rather long case by case verification which involves computing the action of the left hand side on the tensor product basis elements using Corollary 6.1. As an example of the typical arguments, we give here the proof of the first identity in (6.3) when acting on the tensor product basis vectors $v_1 \otimes v_3 \otimes v_2$ and $v_2 \otimes v_3 \otimes v_2$. This will also clarify the subtleties arising from the fact that $V^{\otimes 3}$ has multiple principal series blocks,

$V^{\otimes 3} = \bigoplus_{r \in J_3} (V^{\otimes 3})_r$.

Consider the tensor product basis element $v_1 \otimes v_3 \otimes v_2$. Note that

$v_1 \otimes v_3 \otimes v_2 = v_\beta \in (V^{\otimes 3})_{(1,1,1)}$

with $\beta := (1, 3, 2) \in K_3[(1, 1, 1)]$. Note that $I_{(1,1,1)}^1 = \emptyset$, $e_{(1,1,1)}^{1,1,1} = \emptyset$,

$w_\beta = \begin{pmatrix} 1 & 2 & 3 \\ 2 & 3 & 1 \end{pmatrix}$
and
\[
\gamma^{(1,1,1)} = (\eta_3^{(1,1,1)} + \phi_3 + 2\kappa, \eta_2^{(1,1,1)} + \phi_2 - 2\kappa, \eta_1^{(1,1,1)} + \phi_1 - 2\kappa) = (-2\pi \sqrt{-1} \log(p)^{-1} + \phi_3, -\pi \sqrt{-1} \log(p)^{-1} + \phi_2, -\pi \sqrt{-1} \log(p)^{-1} + \phi_1).
\]
Consequently,
\[
\gamma^{(1,1,1)}_{w^{-1}_{\beta}(2)} - \gamma^{(1,1,1)}_{w^{-1}_{\beta}(3)} = \gamma^{(1,1,1)}_1 - \gamma^{(1,1,1)}_2 = \phi_3 - \phi_2 - \pi \sqrt{-1} \log(p)^{-1}.
\]
Hence Corollary 6.1(b) gives
\[
\tilde{M}^{_{\beta, D}}(s_1)(v_1 \otimes v_3 \otimes v_2) = \tilde{M}^{_{\beta, D}}(s_1)v_{\beta}
\]
\[
= A^{\phi_3 - \phi_2 - \pi \sqrt{-1} \log(p)^{-1}}(z_1 - z_2)v_{\beta} - B^{\phi_3 - \phi_2 - \pi \sqrt{-1} \log(p)^{-1}}(z_1 - z_2)v_{s_2, \beta}
\]
\[
v_1 \otimes \mathcal{R}(z_1 - z_2; \phi + \Psi(1)(\kappa))(v_3 \otimes v_2),
\]
which proves the first equality of (6.3) when applied to \(v_1 \otimes v_3 \otimes v_2\).

As a second example, we consider the validity of the first equality of (6.3) when applied to \(v_2 \otimes v_3 \otimes v_2 = v_{\alpha} \in (V^{0, 3})_{(0, 2, 1)}\), where \(\alpha := (2, 3, 2) \in \mathcal{K}_3[(0, 2, 1)]\). This time we have \(I^{(0, 2, 1)} = \{2\}\), \(e^{(0, 2, 1)} = \{+\}\),
\[
w_{\alpha} = \begin{pmatrix} 1 & 2 & 3 \\ 2 & 1 & 3 \end{pmatrix}
\]
and
\[
\gamma^{(0, 2, 1)} = (\eta_3^{(0, 2, 1)} + \phi_3 + 2\kappa, \eta_2^{(0, 2, 1)} + \phi_2 - 2\kappa, \eta_1^{(0, 2, 1)} + \phi_1 - 4\kappa) = (-2\pi \sqrt{-1} \log(p)^{-1} + \phi_3, -\pi \sqrt{-1} \log(p)^{-1} + \phi_2 + \kappa, -\pi \sqrt{-1} \log(p)^{-1} + \phi_1 - \kappa).
\]
Hence
\[
\gamma^{(0, 2, 1)}_{w_{\alpha}^{-1}(2)} - \gamma^{(0, 2, 1)}_{w_{\alpha}^{-1}(3)} = \gamma^{(0, 2, 1)}_1 - \gamma^{(0, 2, 1)}_3 = \phi_3 - \phi_2 - \pi \sqrt{-1} \log(p)^{-1} + \kappa.
\]
Therefore, Corollary 6.1(b) gives
\[
\tilde{M}^{_{\beta, D}}(s_1)(v_2 \otimes v_3 \otimes v_2) = \tilde{M}^{_{\beta, D}}(s_1)v_{\alpha}
\]
\[
= A^{\phi_3 - \phi_2 - \pi \sqrt{-1} \log(p)^{-1} + \kappa}(z_1 - z_2)v_{\alpha} - B^{\phi_3 - \phi_2 - \pi \sqrt{-1} \log(p)^{-1} + \kappa}(z_1 - z_2)v_{s_2, \alpha}
\]
\[
v_2 \otimes \mathcal{R}(z_1 - z_2; \phi + \Psi(2)(\kappa))(v_3 \otimes v_2),
\]
which proves the first equality of (6.3) when applied to \(v_2 \otimes v_3 \otimes v_2\). All other cases can be checked by a similar computation.

\textbf{Corollary 6.5.} The linear operator \(\mathcal{R}(x; \phi) : V^{\otimes 2} \rightarrow V^{\otimes 2}\) satisfies
\[
\mathcal{R}_{12}(x; \phi + \tilde{\Psi}(-\kappa)\beta)\mathcal{R}_{23}(x + y; \phi + \tilde{\Psi}(\kappa)\beta)\mathcal{R}_{12}(y; \phi + \tilde{\Psi}(-\kappa)\beta) = \mathcal{R}_{23}(y; \phi + \tilde{\Psi}(\kappa)\beta)\mathcal{R}_{12}(x + y; \phi + \tilde{\Psi}(-\kappa)\beta)\mathcal{R}_{23}(x; \phi + \tilde{\Psi}(\kappa)\beta)
\]
as linear operators on \(V^{\otimes 3}\).
Proof. The braid type relation (6.5) is a direct consequence of (6.3) in view of the cocycle property of the modified monodromy cocycle \( \{ \tilde{\mathcal{M}}_{g; D}^{u}(u) \}_{u \in S_n} \) (cf. (4.3) for the unmodified monodromy cocycle).

We are now ready to obtain the proof of Theorem 2.3. It suffices to show that \( \mathcal{R}(x; \phi) \) is satisfying the dynamical quantum Yang-Baxter equation (2.6) in braid-like form. We derive it as consequence of (6.5).

First of all, replacing \( \phi \) in (6.5) by \( \phi + (0, 0, \pi \sqrt{-1} \log(p)^{-1}) \) we conclude that

\[
\mathcal{R}_{12}(x; \phi + \tilde{\Phi}(-\kappa)_{3}) \mathcal{R}_{23}(x + y; \phi + \tilde{\Phi}(\kappa)_{1}) \mathcal{R}_{12}(y; \phi + \tilde{\Phi}(-\kappa)_{3}) = \mathcal{R}_{23}(y; \phi + \tilde{\Phi}(\kappa)_{1}) \mathcal{R}_{12}(x + y; \phi + \tilde{\Phi}(-\kappa)_{3}) \mathcal{R}_{23}(x; \phi + \tilde{\Phi}(\kappa)_{1})
\]

(6.6) with respect to the shift vectors

\[
\tilde{\Phi}^{(j)}(\alpha) := \begin{cases} 
(\alpha, 0, 0) & \text{if } j = 1, \\
(0, -\alpha, 0) & \text{if } j = 2, \\
(0, 0, \alpha + \pi \sqrt{-1} \log(p)^{-1}) & \text{if } j = 3.
\end{cases}
\]

(6.7)

Now note that the dynamical quantum Yang-Baxter equation (2.6) is equivalent to the equation

\[
\mathcal{R}_{12}(x; \phi + \tilde{\Xi}(-\kappa)_{3}) \mathcal{R}_{23}(x + y; \phi + \tilde{\Xi}(\kappa)_{1}) \mathcal{R}_{12}(y; \phi + \tilde{\Xi}(-\kappa)_{3}) = \mathcal{R}_{23}(y; \phi + \tilde{\Xi}(\kappa)_{1}) \mathcal{R}_{12}(x + y; \phi + \tilde{\Xi}(-\kappa)_{3}) \mathcal{R}_{23}(x; \phi + \tilde{\Xi}(\kappa)_{1})
\]

(6.8) with shift vectors

\[
\tilde{\Xi}^{(j)}(\alpha) := \begin{cases} 
(\alpha, 0, 0) & \text{if } j = 1, \\
(0, -\alpha, 0) & \text{if } j = 2, \\
(0, 0, \alpha) & \text{if } j = 3.
\end{cases}
\]

(6.9)

So it remains to show that the \( \pi \sqrt{-1} \log(p)^{-1} \) term in \( \Phi^{(3)}_{3}(\alpha) \) may be omitted in the equation (6.6). Acting by both sides of (6.6) on a pure tensor \( v_{i} \otimes v_{j} \otimes v_{k} \), the resulting equation involves the shift \( \Phi^{(3)}_{3}(\alpha) \) only if two of the indices \( i, j, k \) are equal to 3. In case \( (i, j, k) \in \{(1, 3, 3), (3, 1, 3), (3, 3, 1)\} \) the dependence on the dynamical parameters is a dependence on

\[
(\phi_{1} + \Phi^{(3)}_{1}(\pm \kappa)) - (\phi_{3} + \Phi^{(3)}_{3}(\pm \kappa)) = \phi_{1} - \phi_{3} \mp \kappa - \pi \sqrt{-1} \log(p)^{-1}.
\]

Thus replacing \( \phi_{3} \) by \( \phi_{3} - \pi \sqrt{-1} \log(p)^{-1} \), it follows that the equation is equivalent to the equation with \( \Phi^{(3)}_{3}(\alpha) \) omitted. A similar argument applies to the case \( (i, j, k) \in \{(2, 3, 3), (3, 2, 3), (3, 3, 2)\} \). This proves (6.8) and thus completes the proof of Theorem 2.3.
7. Appendix

The computation of the connection matrices of quantum affine KZ equations associated to principal series modules in [53, §3] only deal with principal series modules $M^{I,\epsilon}(\gamma)$ with $\epsilon_i = +$ for all $i$. We describe here the extension of the results in [53, §3] to include the case of signs $\epsilon_i (i \in I)$ such that $\epsilon_i = \epsilon_j$ if $s_i$ and $s_j$ are in the same conjugacy class of $S_n$, following [53] we will discuss it in the general context of arbitrary root data.

We forget for the moment the notations and conventions from the previous sections and freely use the notations from [53, §3.1]. In case of $\text{GL}(n)$ initial data, these notations slightly differ from the notations of the previous sections (for instance, our present parameter $p$ corresponds to $q$ in [53]). At the end of the appendix we will explicitly translate the results in this appendix to the setting and conventions of this paper.

Fix a choice of initial data $(R_0, \Delta_0, \bullet, \Lambda, \tilde{\Lambda})$ (see [53, §3.1] for more details) and a subset $I \subseteq \{1, \ldots, n\}$. Write $W_0$ for the finite Weyl group associated to $R_0$ and $W_0, I \subseteq W_0$ for the parabolic subgroup generated by $s_i$ $(i \in I)$. Fix a $\#I$-tuple $\epsilon = (\epsilon_i)_{i \in I}$ of signs such that $\epsilon_i = \epsilon_j$ if $s_i$ and $s_j$ are conjugate in $W_{0,I}$. We write

$$E^{I,\epsilon}_C := \{ \gamma \in E_C \mid (\tilde{\omega}_i, \gamma) = \epsilon_i (\tilde{\kappa}_{\omega_i} + \tilde{\kappa}_{\omega_i}) \quad \forall i \in I \}$$

with $E_C$ the complexification of the ambient Euclidean space $E$ of the root system $R_0$. The definition [53, Def. 3.3] of the principal series module of the (extended) affine Hecke algebra $H_n(\kappa)$ now generalises as follows,

$$M^{I,\epsilon}(\gamma) := \text{Ind}_{\text{H}_1(\kappa)}^{H(\kappa)}(\mathbb{C}_{\chi^{I,\epsilon}_\gamma}), \quad \gamma \in E^{I,\epsilon}_C,$$

with $\chi^{I,\epsilon}_\gamma : H_1(\kappa) \rightarrow \mathbb{C}$ being the linear character defined by

$$\chi^{I,\epsilon}_\gamma(T_i) := \epsilon_i q^{-\epsilon_i \gamma_i}, \quad i \in I,$$

$$\chi^{I,\epsilon}_\gamma(Y^\nu) := q^{-(\nu, \gamma)}, \quad \nu \in \tilde{\Lambda}.$$

We write $M(\gamma)$ for $M^{I,\epsilon}(\gamma)$ when $I = \emptyset$.

We now generalise the two natural bases of the principal series modules. Fix generic $\gamma \in E^{I,\epsilon}_C$. For $w \in W_0$ set

$$v^{I,\epsilon}_w(\gamma) := T_w \otimes_{H_1(\kappa)} \mathbb{C}_{\chi^{I,\epsilon}_\gamma} \in M^{I,\epsilon}(\gamma).$$

Note that $v^{I,\epsilon}_w(\gamma) = \chi^{I,\epsilon}_\gamma(T_w)v^{I,\epsilon}_w(\gamma)$ if $w = uv$ with $u \in W_0^I$ and $v \in W_{0,I}$. We write $v_w(\gamma)$ for $v^{I,\epsilon}_w(\gamma)$ if $I = \emptyset$. Let $\phi^{I,\epsilon}_\gamma : M(\gamma) \rightarrow M^{I,\epsilon}(\gamma)$ be the canonical intertwiner mapping $v_w(\gamma)$ to $v^{I,\epsilon}_w(\gamma)$ for $w \in W_0$. Then [53, Prop. 3.4] is valid for $M^{I,\epsilon}(\gamma)$, with the unnormalised elements $b^{0n,I,\epsilon}_w(\gamma)$ replaced by

$$b^{0n,I,\epsilon}_w(\gamma) := \phi^{I,\epsilon}_\gamma (A^{0n}_w(\gamma)v_e(w^{-1}\gamma)), \quad w \in W_0.$$

Indeed, as in the proof of [53, Prop. 3.4], one can show by a direct computation that

$$\phi^{I,\epsilon}_\gamma (A^{0n}_s(\gamma)v(\tau s_i)\gamma) = 0, \quad \forall \tau \in W_0$$
if \( i \in I \) and \( \epsilon_i \in \{\pm\} \) (despite the fact that the term \( D_{\tilde{\alpha}_i}(\gamma) \) appearing in the proof of [53, Prop. 3.4] is no longer zero when \( i \in I \) and \( \epsilon_i = - \)). Now in the same way as in [53, §3.2], the normalised basis \( \{b^{I,\epsilon}_{\sigma^{-1}}(\gamma)\}_{\sigma \in W_0} \) of \( M^{I,\epsilon}(\gamma) \) can be defined by

\[
b^{I,\epsilon}_{\sigma^{-1}}(\gamma) := D_{\sigma^{-1}}(\gamma)^{-1}1^{un}b^{I,\epsilon}_{\sigma^{-1}}(\gamma), \quad \sigma \in W_0^I,
\]

see [53 Cor 3.6].

Following [53, §3.4] we write, for a finite dimensional affine Hecke algebra module \( L, \nabla^L \) for the action of the extended affine Weyl group \( W \) on the space of \( L \)-valued meromorphic functions on \( E_\mathbb{C} \) given by

\[
(\nabla^L(w)f)(z) = C_w^L(z)f(wz), \quad w \in W
\]

for the explicit \( W \)-cocycle \( \{C_w^L\}_{w \in W} \) as given by [53, Thm. 3.7]. Cherednik’s [12] quantum affine KZ equations then read

\[
\nabla^L(\tau(\lambda))f = f \quad \forall \lambda \in \Lambda,
\]

see [53, (7.7)] in the present notations. In the limit \( \Re((\alpha, z)) \to -\infty \) for all \( \alpha \in R_0^+ \), the transport operators \( C_w^L(z) \) tend to \( \pi(\tilde{Y}^\lambda) \) for \( \lambda \in \Lambda \), where \( \pi \) is the representation map of \( L \) and

\[
\tilde{Y}^\lambda := q^{-(\rho, \lambda)}T_{w_0}Y_{w_0}^\lambda T_{w_0}^{-1}
\]

with \( w_0 \in W_0 \) the longest Weyl group element.

An \( F \)-basis of solutions of the quantum affine KZ equations

\[
(\nabla^{M^{I,\epsilon}(\gamma)}(\tau(\lambda))f)(z) = \Phi^{I,\epsilon}_{\sigma^{-1}}(\gamma)(\sigma^{-1}(\lambda))f(z), \quad \forall \lambda \in \Lambda
\]

for \( M^{I,\epsilon}(\gamma) \)-valued meromorphic functions \( f(z) \) in \( z \in E_\mathbb{C} \) (see [53, Def. 3.8]) is given by

\[
\Phi^{I,\epsilon}_{\sigma^{-1}}(\gamma) := \phi^V_{\sigma^{-1}}(A_{\sigma^{-1}}(\gamma)\phi^V_\sigma(\Phi(z, \sigma \gamma))) \quad \sigma \in W_0^I
\]

for generic \( \gamma \in E_\mathbb{C}^{I,\epsilon} \), where we freely used the notations from [53, §3] (in particular, \( \phi^V_\sigma \) is the linear isomorphism from \( \mathcal{V} = \bigoplus_{w \in W_0} \mathbb{C}v_w \) onto \( M(\sigma \gamma) \) mapping \( v_w \) to \( v_w(\sigma \gamma) \) for \( w \in W_0 \), and \( \Phi(z, \gamma) \) is the asymptotically free solution of the bispectral quantum KZ equations, defined in [53, Thm. 3.10]). The characterising asymptotic behaviour of \( \Phi^{I,\epsilon}_{\sigma^{-1}}(\gamma) \) (\( \sigma \in W_0^I \)) is

\[
\Phi^{I,\epsilon}_{\sigma^{-1}}(\gamma) = q^{\langle w_0 \rho - w_0 \sigma \gamma, z \rangle} \sum_{\alpha \in Q_+} \Gamma^{I,\epsilon,\gamma}_{\sigma^{-1}}(\alpha)q^{-\langle \alpha, z \rangle}
\]

if \( \Re((\alpha, z)) \ll 0 \) for all \( \alpha \in R_0^+ \), with \( Q_+ = \mathbb{Z}_{\geq 0}R_0^+ \) and with leading coefficient

\[
\bar{b}_{\sigma} := \Gamma^{I,\epsilon,\gamma}_{\sigma^{-1}}(0) = \text{cst}_\sigma \pi^{I,\epsilon}_{\sigma^{-1}}(T_{w_0})b^{I,\epsilon}_{\sigma^{-1}}(\gamma),
\]

\[
\text{cst}_\sigma := q^{\langle \rho - \sigma \gamma, \sigma \gamma \rangle} \left( \prod_{\alpha \in R_0^+} (q^{2q} - 2(\alpha, \sigma \gamma); q^{2q})_{\infty} \right),
\]

where \( \pi^{I,\epsilon}_{\gamma} \) is the representation map of \( M^{I,\epsilon}(\gamma) \), see [53, Prop. 3.13]. Note that

\[
\pi^{I,\epsilon}_{\gamma}(\tilde{Y}^\lambda)\bar{b}_{\sigma} = q^{-\langle \lambda, \rho + w_0 \sigma \gamma \rangle} \bar{b}_{\sigma} \quad \forall \lambda \in \Lambda.
\]
For generic $\gamma \in E_{C}^{I,\epsilon}$, there exists unique $m_{\tau_{1},\tau_{2}}^{I,\epsilon,\sigma}(\cdot,\gamma) \in F (\sigma \in W_{0}, \tau_{1}, \tau_{2} \in W_{0}^{I})$ such that

\begin{equation}
\nabla^{M^{I,\epsilon,\sigma}}(\gamma)\Phi_{\tau_{2}}^{I,\epsilon,\sigma}(\cdot,\gamma) = \sum_{\tau_{1} \in W_{0}^{I}} m_{\tau_{1},\tau_{2}}^{I,\epsilon,\sigma}(\cdot,\gamma)\Phi_{\tau_{1}}^{I,\epsilon,\sigma}(\cdot,\gamma)
\end{equation}

for all $\sigma \in W_{0}$ and $\tau_{1} \in W_{0}^{I}$. The connection matrices

\[ M_{\tau_{1},\tau_{2}}^{I,\epsilon,\sigma}(\cdot,\gamma) := (m_{\tau_{1},\tau_{2}}^{I,\epsilon,\sigma}(\cdot,\gamma))_{\tau_{1},\tau_{2} \in W_{0}^{I}}, \quad \sigma \in W_{0} \]

satisfy the cocycle properties $M_{\tau_{1},\tau_{2}}^{I,\epsilon,\sigma}(\cdot,\gamma) = M_{\tau_{1},\tau_{2}}^{I,\epsilon,\sigma}(\cdot,\gamma)M_{\tau_{1},\tau_{2}}^{I,\epsilon,\sigma'}(\cdot,\gamma)$ for $\sigma, \sigma' \in W_{0}$, and $M_{\tau_{1},\tau_{2}}^{I,\epsilon,\sigma}(\cdot,\gamma) = \mathrm{Id}$, Now [53, Thm. 3.15] generalises as follows.

For $i \in \{1, \ldots, n\}$ we write $i^{*} \in \{1, \ldots, n\}$ for the index such that $\alpha_{i^{*}} = -w_{0}\alpha_{i}$, where $w_{0} \in W_{0}$ is the longest Weyl group element. The elliptic $c$-function is defined by

\begin{equation}
c_{\alpha}(x) := \frac{\theta(a_{\alpha}q^{x}, b_{\alpha}q^{x}, c_{\alpha}q^{x}, d_{\alpha}q^{x}; q_{\alpha}^{2})}{\theta(q^{2x}; q_{\alpha}^{2})} q^{\delta_{\alpha, 0}(\kappa_{\alpha} + \kappa_{\alpha}(1))x}
\end{equation}

for $\alpha \in R_{0}$, where $\{a_{\alpha}, b_{\alpha}, c_{\alpha}, d_{\alpha}\}$ are the Askey-Wilson parameters, see [53, §3.1].

**Theorem 7.1.** Fix a generic $\gamma \in E_{C}^{I,\epsilon}$ such that $q^{2(\beta, \gamma)} \notin q_{\beta}^{2\mathbb{Z}}$ for all $\beta \in R_{0}$. Let $\tau_{2} \in W_{0}^{I}$ and $i \in \{1, \ldots, n\}$. If $s_{i^{*}}\tau_{2} \notin W_{0}^{I}$ then

\[ m_{\tau_{1},\tau_{2}}^{I,\epsilon,\sigma}(\cdot,\gamma) = \delta_{\tau_{1},\tau_{2}}c_{\alpha_{i^{*}}}(\alpha_{i^{*},\beta,\gamma}) \frac{c_{\alpha_{i^{*}}}((\alpha_{i^{*}},\beta,\gamma))}{c_{\alpha_{i}}((\alpha_{i},\beta,\gamma))}, \quad \forall \tau_{1} \in W_{0}^{I}, \]

with $i^{*} \in I$ such that $\alpha_{i^{*}} = \tau_{2}^{-1}(\alpha_{i})$. If $s_{i^{*}}\tau_{2} \in W_{0}^{I}$ then $m_{\tau_{1},\tau_{2}}^{I,\epsilon,\sigma}(\cdot,\gamma) \equiv 0$ if $\tau_{1} \notin \{\tau_{2}, s_{i^{*}}\tau_{2}\}$ while

\[ m_{\tau_{1},\tau_{2}}^{I,\epsilon,\sigma}(\cdot,\gamma) = \frac{\mathcal{E}_{\alpha_{i}((\alpha_{i},\beta,\gamma))}}{\mathcal{E}_{\alpha_{i}((\alpha_{i},\beta,\gamma))}} - \frac{\mathcal{E}_{\alpha_{i}((\alpha_{i},\beta,\gamma))}}{\mathcal{E}_{\alpha_{i}((\alpha_{i},\beta,\gamma))}} = \frac{\mathcal{E}_{\alpha_{i}((\alpha_{i},\beta,\gamma))}}{\mathcal{E}_{\alpha_{i}((\alpha_{i},\beta,\gamma))}} - \frac{\mathcal{E}_{\alpha_{i}((\alpha_{i},\beta,\gamma))}}{\mathcal{E}_{\alpha_{i}((\alpha_{i},\beta,\gamma))}} \]

with the functions $\mathcal{E}_{\alpha}(x, y)$ and $\mathcal{E}_{\alpha}(x, y)$ given by

\[ \mathcal{E}_{\alpha}(x, y) := q^{-\frac{1}{2\alpha_{\alpha}}(\kappa_{\alpha} + \kappa_{\alpha}(1))} \frac{\theta(q^{2y}, b_{\alpha}q^{y}, c_{\alpha}q^{y}, d_{\alpha}q^{y}; q_{\alpha}^{2})}{\theta(q^{2y}, d_{\alpha}q^{y}; q_{\alpha}^{2})} q^{\delta_{\alpha, 0}(\kappa_{\alpha} + \kappa_{\alpha}(1))x}, \]

\[ \mathcal{E}_{\alpha}(x, y) := q^{-\frac{1}{2\alpha_{\alpha}}(\kappa_{\alpha} + \kappa_{\alpha}(1))} \frac{\theta(a_{\alpha}q^{y}, b_{\alpha}q^{y}, c_{\alpha}q^{y}, d_{\alpha}q^{y}; q_{\alpha}^{2})}{\theta(q^{2y}, d_{\alpha}q^{y}; q_{\alpha}^{2})} q^{\delta_{\alpha, 0}(\kappa_{\alpha} + \kappa_{\alpha}(1))x}, \]

Here $\{\alpha_{\alpha}, \beta_{\alpha}, \gamma_{\alpha}, \delta_{\alpha}\}$ are the dual Askey-Wilson parameters, see [53, §3.1].

**Proof.** Repeating the proof of [53, Thm. 3.15] in the present generalised setup we directly obtain the result for $\tau_{2} \in W_{0}^{I}$ satisfying $s_{i^{*}}\tau_{2} \in W_{0}^{I}$. If $s_{i^{*}}\tau_{2} \notin W_{0}^{I}$ then the proof leads to the expression

\[ m_{\tau_{1},\tau_{2}}^{I,\epsilon,\sigma}(\cdot,\gamma) = \delta_{\tau_{1},\tau_{2}}n_{\tau_{2}}^{s_{i^{*}}\tau_{2}}(\cdot,\gamma), \quad \tau_{1} \in W_{0}^{I} \]
with
\[ n_{\tau_2, \tau_2}^{s_i}(z, \gamma) = \frac{c_{\alpha_i}(\alpha_i, z, (\alpha_i, \gamma)) - \bar{c}_{\alpha_i}(\alpha_i, \gamma, -\alpha_i)}{\bar{c}_{\alpha_i}(\alpha_i, \gamma, -\alpha_i)} \].

So it suffices to show that
\[ n_{\tau_2, \tau_2}^{s_i}(z, \gamma) = \begin{cases} 1 & \text{if } \epsilon_{\tau_2}^i = +, \\ -\frac{c_{\alpha_i}(\alpha_i, z)}{c_{\alpha_i}(-\alpha_i, z)} & \text{if } \epsilon_{\tau_2}^i = - \end{cases} \]

if \( s_i, \tau_2 \not\in W_0' \). The case \( \epsilon_{\tau_2}^i = + \) is proved in \([53]\) Thm. 3.15] by applying a nontrivial theta-function identity. If \( \epsilon_{\tau_2}^i = - \) then
\[ c_{\alpha_i}(\alpha_i, z, (\alpha_i, \gamma)) = c_{\alpha_i}(\alpha_i, z, -\tilde{\kappa}_{\alpha_i} - \tilde{\kappa}_{2\alpha_i}) = 0, \]

hence
\[ n_{\tau_2, \tau_2}^{s_i}(z, \gamma) = -\frac{\bar{c}_{\alpha_i}(\alpha_i, \gamma, -\alpha_i)}{c_{\alpha_i}(\alpha_i, \gamma, -\alpha_i)} - \frac{c_{\alpha_i}(\alpha_i, z)}{c_{\alpha_i}(-\alpha_i, z)}, \]

where the last equality follows by a direct computation. \( \square \)

In this paper we have used this general result in the special case of the \( GL(n) \) initial data \( (R_0, \Delta_0, \bullet, \Lambda, \tilde{\Lambda}) \), with root system \( R_0 = \{e_i - e_j\}_{1 \leq i < j \leq n} \subset \mathbb{R}^n \) \( = E \) of type \( A_{n-1} \) (here \( \{e_i\}_{i=1}^n \) denotes the standard orthonormal basis of \( \mathbb{R}^n \)), with \( \Delta = \{\alpha_1, \ldots, \alpha_{n-1}\} = \{e_1 - e_2, \ldots, e_{n-1} - e_n\} \), with \( \bullet = u \) (hence \( \mu_{\alpha} = 1 \) and \( \tilde{\alpha} = \alpha \) for all \( \alpha \in R_0 \)), and with lattices \( \Lambda = \mathbb{Z}^n = \tilde{\Lambda} \). In this case \( i^* = n - i \) for \( i \in \{1, \ldots, n-1\} \) and the multiplicity function \( \kappa \) is constant and equal to the dual multiplicity function \( \tilde{\kappa} \). The corresponding Askey-Wilson parameters, which coincide in this case with the dual Askey-Wilson parameters, are independent of \( \alpha \in R_0 \) and are given by
\[ \{a, b, c, d\} = \{q^{2\kappa}, -1, q^{1+2\kappa}, -q\}. \]

Then the elliptic \( c \)-function \( (7.4) \) reduces to
\[ c_{\alpha}(z) = q^{2\kappa x} \frac{\theta(q^{2\kappa x}; q)}{\theta(q^x; q)} \]

for \( \alpha \in R_0 \), and
\[ m_{\tau_2, \tau_2}^{s_i}(z, \gamma) = \frac{\theta(q^{2\kappa}, q^{(\alpha_i, \tau_2 \gamma)} - (\alpha_i, z)); q)}{\theta(q^{(\alpha_i, \tau_2 \gamma)}, q^{2\kappa - (\alpha_i, z)}; q)} \]
\[ m_{\tau_2, \tau_2}^{s_i}(z, \gamma) = \frac{\theta(q^{2\kappa - (\alpha_i, \tau_2 \gamma)}, q^{-(\alpha_i, z)}; q)}{\theta(q^{2\kappa - (\alpha_i, z)}, q^{-(\alpha_i, \tau_2 \gamma)}; q)} q^{2\kappa((\alpha_i, z) - (\alpha_i, \tau_2 \gamma))} \]

if \( \tau_2 \in W_0' \) and \( s_{n-i} \tau_2 \in W_0' \) by \([52]\) (1.9) & Prop. 1.7].

The precise connection to the notation in the main text is given as follows: if \( q \) is replaced by \( p \) in the above formulas, then the principal series modules coincide with the ones as
defined in Subsection 3.2 and the connection matrices \( M^{I,\epsilon,w}(z,\gamma) \) become the matrices \( \tilde{M}^{I,\epsilon,w}(z,\gamma) \) as defined by (4.4).
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