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Intimate partner violence

Risk assessment tools are increasingly being used to guide decisions about supervision and treatment of domestic
violence perpetrators. However, earlier review studies showed that the predictive validity of most of these tools
is limited, and is reflected in small average effect sizes. The present study aimed to meta-analytically examine the
predictive validity of domestic violence risk assessment tools, and to identify tool characteristics that positively
moderate the predictive validity. A literature search yielded 50 independent studies (N = 68,855) examining the
predictive validity of 39 different tools, of which 205 effect sizes could be extracted. Overall, a significant
discriminative accuracy was found (AUC = 0.647), indicating a moderate predictive accuracy. Tools specifically
developed for assessing the risk of domestic violence performed as well as risk predictions based on victim
ratings and tools designed for predicting general/violent criminal recidivism. Actuarial instruments
(AUC = 0.657) outperformed Structured Clinical Judgment (SCJ) tools (AUC = 0.580) in predicting domestic
violence. The onset of domestic violence (AUC = 0.744) could be better predicted than recurrence of domestic
violence (AUC = 0.643), which is a promising finding for early detection and prevention of domestic violence.
Suggestions for the improvement of risk assessment strategies are presented.

1. Introduction

Domestic violence against women is a widespread phenomenon
affecting the lives of millions of women all over the world (Alhabib,
Nur, & Jones, 2010). Domestic violence has significant consequences
for victims, such as serious physical and mental health problems
(Campbell, 2002). To reduce domestic violence recidivism, clinicians,
correctional personnel, police officers, and victim service workers
continuously judge the risk and dangerousness of spousal assaulters
(Dutton & Kropp, 2000). Based on these judgments, decisions are made
about the appropriate (intensity of) treatment. Risk assessment tools are
increasingly being used to guide decisions about supervision and
treatment of perpetrators, even though the development and evaluation
of these tools are still in its infancy (Dutton & Kropp, 2000; Hanson,
Helmus, & Bourgon, 2007). Compared to studies on the predictive va-
lidity of risk assessment tools for sexual, general, or violent offending,
only few studies have been published on the predictive validity of risk
assessment tools for domestic violence (Hanson, Bourgon, & Helmus,
2007). Moreover, earlier review studies showed that the predictive
validity of most risk assessment tools for domestic violence is limited,
and is reflected in small average effects sizes (Hanson et al., 2007;

Messing & Thaller, 2013). Therefore, it is essential to gain insight into
which approaches to risk assessment perform well, and which instru-
ment characteristics (e.g., specific instrument, length of instrument)
and study characteristics (e.g., type of sample, type of assessor) influ-
ence the predictive validity positively or negatively, and thus act as
moderators. Identifying moderators yields important knowledge that
can be used in developing and/or improving risk assessment tools.
Therefore, we conducted a three-level meta-analysis, in which we es-
timated the average predictive accuracy of risk assessment tools for
domestic violence, and examined variables that potentially influence
this accuracy.

Several terms are used interchangeably for describing domestic
violence, including intimate partner violence, spousal violence, spousal
assault, family violence, wife assault, wife abuse, and spouse abuse. In
this study, we chose to use the term domestic violence, which we de-
fined as physical violence, verbal violence, psychological abuse, and
sexual violence against intimate partners (or ex-intimate partners), both
in mild forms and more severe forms. In the risk assessment literature,
there is debate surrounding the purpose of risk assessment, with some
arguing that the goal is to predict recidivism, and others arguing that
the goal is to prevent violence and to manage risk (Douglas & Kropp,
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2002; Kropp, 2008). Important elements of risk management are the
monitoring of changes in risk, treatment, supervision, and victim safety
planning. In the present study, we focus on the use of risk assessment
instruments for predicting domestic violence. Some specialized do-
mestic violence risk assessment tools have been developed to assess the
risk that a perpetrator will re-offend, whereas other tools assess the risk
that a victim will be re-victimized. Further, some risk assessment tools
also provide information on “the nature, form, and degree of the
danger” of violence (Kropp, 2008). Depending on the (clinical) purpose
of the risk assessment, different specialized instruments exist to help
assessors achieve their goals.

A number of previous review studies has been published on the
predictive accuracy of domestic violence risk assessment tools, in-
cluding several narrative reviews (e.g., Dutton & Kropp, 2000; Hilton &
Harris, 2005; Kropp, 2008; Nicholls, Pritchard, Reeves, & Hilterman,
2013) and two quantitative reviews (Hanson et al., 2007; Messing &
Thaller, 2013). Messing and Thaller (2013) examined the average
predictive validity of five intimate partner violence risk assessment
instruments, and found a small average effect size for four of these
instruments. Hanson et al. (2007) found a small to moderate predictive
accuracy for the approaches most commonly applied in predicting do-
mestic violence. These approaches are: (a) using tools that are specifi-
cally designed for assessing the risk of domestic violence recidivism, (b)
using risk assessment tools designed for general or violent recidivism,
and (c) using victim (partner) ratings. Hanson and colleagues found a
similar predictive accuracy for these three approaches, as no differences
in accuracy were found between risk assessment tools for domestic
violence, risk assessment tools for general or violent recidivism, and
risk assessment based on victim ratings. However, the authors con-
cluded that the lack of evidence for superiority of any one of these
approaches is likely due to limited research (Hanson et al., 2007). In the
last decade, a number of new studies have been conducted on the
predictive validity of risk assessment tools for predicting domestic
violence. Therefore, we meta-analytically re-examined the predictive
validity of risk assessment tools for domestic violence.

In the present meta-analysis, we tested which risk assessment ap-
proach (specialized domestic violence risk assessment tools, general/
violence risk assessment tools, or victim-partner ratings) is to be pre-
ferred in terms of predictive accuracy. In addition, we examined risk
assessment method as potential moderator of the predictive accuracy.
Regarding assessment method, risk assessment tools (both tools speci-
fically developed for domestic violence recidivism and tools for gen-
eral/violent criminal recidivism) can be divided into actuarial tools and
structured clinical judgment (SCJ) tools. In actuarial tools, conclusions
are based solely on empirically established relationships between risk
factors and the outcome of interest, whereas in SCJ tools, conclusions
are based on the judgment of a professional who combines and weighs
information in a subjective manner (Dawes, Faust, & Meehl, 1989).
Differences in predictive accuracy between actuarial and SCJ tools have
not yet been meta-analytically examined for tools specifically designed
for predicting domestic violence. We expected actuarial tools to out-
perform SJC tools, because several review studies showed that actuarial
tools outperform SCJ tools in predicting general and violent recidivism
(e.g., Aegisdottir et al., 2006; Dawes et al., 1989; Grove & Meehl, 1996;
Grove, Zald, Lebow, Snitz, & Nelson, 2000; Hanson & Morton-Bourgon,
2009; Hilton, Harris, & Rice, 2006). In some actuarial tools, the pro-
fessional is allowed to “override” the outcome of the assessment by
adjusting the score either upwards or downwards (further referred to as
actuarial tools with override). Based on previous research, we expected
actuarial tools without the override option to outperform actuarial tools
with the override option. Earlier studies showed that when profes-
sionals were allowed to adjust the assessment outcome, the actuarial
conclusions that were correctly modified (by overriding the outcome)
were outnumbered by those incorrectly modified (Dawes et al., 1989).

Besides risk assessment approach and method, we examined specific
(/individual) instruments and length of instrument (number of items)
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as potential moderators of the predictive accuracy of risk assessment
tools. In addition, the following study design characteristics were ex-
amined: focus of the assessment (predicting the recurrence of domestic
violence versus predicting the onset of domestic violence in high-risk or
general samples), study design (retrospective versus prospective de-
sign), sample that was used for validating the instrument (validation
versus construction sample), length of follow-up, type of follow-up, and
source of outcome measure. Below, we elaborate on the rationale for
testing these characteristics as potential moderators.

1.1. Specific instrument

We examined the moderating effect of specific or individual in-
struments to gain knowledge about which instruments perform rela-
tively well. This information is relevant for professionals in selecting an
appropriate instrument for use in practice.

1.2. Length of instrument

We examined the number of items a tool is comprised of, because
the predictive validity may vary with the length of the tool. For ex-
ample, Schwalbe (2007) conducted a meta-analysis on juvenile justice
risk assessment tools and found that brief tools yielded smaller effect
sizes than tools of longer length. However, Van der Put, Assink, and
Boekhout van Solinge (2017) did not find a significant moderating ef-
fect for length of risk assessment instruments for predicting child
maltreatment.

1.3. Focus of the assessment

Most tools for predicting domestic violence are aimed at predicting
the recurrence of domestic violence. However, tools are sometimes used
to assess the onset of domestic violence in high-risk groups or even in
the general population, which is important for early detection and
prevention of domestic violence. We examined a potential difference in
the predictive validity of tools assessing the recurrence versus tools
assessing the onset of domestic violence.

1.4. Study design

We examined the effect of study design on predictive validity, be-
cause prospective studies may produce different predictive accuracies
than retrospective studies. Some researchers have argued that risk as-
sessment tools can be examined retrospectively, using file information
from sources such as institutional files, psychological reports, and/or
court reports (e.g., De Vogel, De Ruiter, Hildebrand, Bos, & Van de Ven,
2004). In contrast, other researchers have argued that prospective re-
search is required to adequately examine the predictive validity of a
risk assessment tool (Caldwell, Bogat, & Davidson II, 1988).

1.5. Sample used for validation

In some studies, the predictive validity of an instrument is examined
in the same sample that was used to construct the instrument, whereas
in other studies, the predictive validity is examined in a sample in-
dependent of the construction sample. We expected the predictive va-
lidity to be lower in validation samples than in construction samples,
because random sampling error arising from testing an instrument in a
sample that differs from a construction sample, results in reduced
predictive validity estimates. In fact, models built in a construction (or
training) sample tend to “overfit” the data (i.e., capitalizing on random
variation). Thus, predictive validity estimates reported for construction
samples are commonly inflated. In addition, we made a distinction
between dependent and independent validation samples. We coded the
validation sample as dependent when the total sample of a study was
randomly divided into a sample to construct the tool and a different
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sample to validate the tool (in other words, the construction and vali-
dation samples are randomly selected from the same sample). The va-
lidation sample was coded as independent, in case a new sample was
used to validate the tool. We expected the predictive validity to be
lower in independent samples than in dependent samples.

1.6. Follow-up length, type, and source of outcome measure

The potential moderating effect of follow-up length of studies was
examined, because the predictive validity may vary over time and
differences in follow-up length are frequently observed between stu-
dies. Further, studies on the predictive validity of risk assessment tools
vary in the outcome that is predicted. We examined whether the pre-
dictive validity is influenced by type of domestic violence that is pre-
dicted (general domestic violence, physical and sexual domestic vio-
lence, non-physical domestic violence, severe/near fatal domestic
violence, or violation of restraining order), and source of outcome
(official records, partner reports, and self-reports).

Finally, a number of additional variables was exploratively tested as
potential moderating variables. These variables were: publication year,
percentage of males in a sample, percentage of cultural minorities in a
sample, and the mean age of a sample.

In summary, domestic violence risk assessment tools are increas-
ingly being used, despite the fact that earlier review studies showed
limited predictive accuracy of most of these tools. Therefore, the aim of
the present meta-analysis was to examine whether and how the pre-
dictive validity is influenced by study and instrument characteristics.
This knowledge is not only scientifically important, but also clinically
relevant, as it provides guidance on improving risk assessment tools
and/or implementing the most effective tools. Consequently, this re-
view may contribute to better decision making in domestic violence
cases. A three-level random-effects meta-analysis was performed to
estimate the overall predictive validity of risk assessment tools for do-
mestic violence, and to identify variables that moderate this predictive
validity.

2. Method
2.1. Inclusion criteria

For the selection of studies, several criteria were formulated. First,
studies were selected when they examined the predictive validity of risk
assessment tools for predicting domestic violence. Domestic violence
could be physical violence, verbal violence, psychological abuse, and
sexual violence against intimate partners (or ex-intimate partners), both
in mild forms and more severe forms. We excluded studies examining
tools that predicted general violence or general criminal recidivism.
Second, studies had to examine the predictive validity of instruments
for the risk of domestic violence (i.e., domestic violence in the future).
When only the immediate risk for (or threat of) domestic violence was
examined, the study was excluded, because this refers to the victim's
safety assessment (as opposed to risk assessment). Third, both pro-
spective and retrospective studies were included. Finally, studies had to
report either an actual effect size of the predictive validity of an in-
strument (e.g., an Area Under the receiver operating characteristics
Curve (AUC) value, a correlation (r), or Cohen's d), or sufficient sta-
tistical information for manually calculating an effect size.

2.2. Search strategy

The electronic databases PsycINFO, Web of Science, ScienceDirect,
Sociological Abstracts, and Google Scholar were searched for articles,
books, chapters, dissertations, and reports. Until April 2018, studies
were collected using the following keywords regarding study design,
instrument features, study outcomes, and participants, that were com-
bined in different ways: ‘predictive validity’, ‘predictive accuracy’,
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‘AUC’, ‘ROC, ‘sensitivity’, ‘specificity’, ‘risk assessment’, ‘risk measure’,
‘risk instrument’, ‘screen*’, ‘risk tool’ ‘intimate partner violence’, ‘do-
mestic violence’, ‘family violence’, ‘batterer*’, ‘battered women’,
‘spousal assault’, ‘wife assault’, ‘partner assault’, ‘spousal abuse’, ‘wife
abuse’, ‘partner abuse’, ‘femicide’, and ‘domestic homicide’. These
keywords were also combined with the names of some well-known risk
assessment instruments for domestic or general violence. To assess the
studies against the inclusion criteria, titles, abstracts and, if necessary,
full article texts were examined. In addition, the reference list of several
review studies were screened in order to find relevant studies. First, we
screened the reference lists of review studies on the predictive accuracy
of domestic violence risk assessment tools (i.e., Dutton & Kropp, 2000;
Hanson et al., 2007; Hilton & Harris, 2005; Kropp, 2008; Messing &
Thaller, 2013; Nicholls et al., 2013). Second, we screened the reference
lists of review studies on screening instruments, referring to the victim's
safety assessment as opposed to risk assessment (i.e., Arkins, Begley, &
Higgins, 2016; Canales, Macaulay, McDougall, Wei, & Campbell, 2013;
Rabin, Jennings, Campbell, & Bair-Merritt, 2009;). Third, we screensed
the reference lists of review studies on individual or specific types of
instruments (i.e., female victim risk appraisals [Bowen, 2011]; the
SARA [Helmus & Bourgon, 2011]), and a review on risk assessment for
dating violence (i.e., Tapp & Moore, 2016). Finally, we screened one
non-English review for additional studies (i.e., Kilvinger, Rossegger,
Urbaniok, & Endrass, 2012).

In total, the search procedure yielded 280 studies. After thoroughly
screening these studies, 54 studies that met the inclusion criteria were
included. A flow chart of the search procedure is presented in Fig. 1.

2.3. Coding of studies

Following the guidelines of Lipsey and Wilson (2001), a coding
scheme was developed to code all relevant study, design, sample, in-
strument, and outcome characteristics that could moderate the pre-
dictive accuracy of domestic violence risk assessment tools. First, the
coded study characteristics included publication type (peer-reviewed,
research report, or thesis/dissertation), publication year, publication
status (published vs. not published), and the country in which the study
was carried out (USA, Canada, European countries, Australia/New
Zealand, or other countries). Second, as a study design characteristic, we
coded whether a study was prospective or retrospective. Third, the
coded sample characteristics were the percentage of males in the sample,
mean age of the sample, the percentage of minorities in the sample, the
type of the sample (independent validation sample, dependent valida-
tion sample, or construction sample), and the type of participants
(domestic violent participants or general/high risk participants).
Fourth, as for instrument characteristics, we coded the name of the in-
strument, instrument length (number of items), the risk assessment
method (actuarial, structured clinical judgment, or actuarial with
override), the assessment approach (using tools specifically designed
for domestic violence, using tools for general violence or general re-
cidivism, using victim's risk ratings, or assessing psychopathic traits),
type of administrator (professional, researcher/research assistant, or
any other type of administrator), type of respondent (offender/batterer,
victim or both), and whether the instrument was filled out in practice or
by using file information. Some studies on the predictive validity of SCJ
tools for assessing domestic violence (e.g., the Spousal Assault Risk
Assessment Guide (SARA)) also examined the predictive validity of a
total risk score (the sum of scores on individual items). In these studies,
we examined the predictive validity of both type of assessment
methods. So, for the SARA, both the predictive validity of the SCJ as-
sessment as the actuarial assessment was examined (e.g., Belfrage et al.,
2011).

Finally, as outcome characteristics, we coded the follow-up duration
in months, the starting point of the follow-up (directly after the as-
sessment, after treatment or punishment, after the index crime, or an-
other starting point), whether the outcome was corrected for cases in
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Selected studies based on
searching the digital databases
(n = 845)

Additional studies obtained from
other sources
(n=2388)

l

Studies without duplicate results
(n=280)
8 .
g Screened studies Excluded studies
“ (n=280) —_— (n=141)

Full-text studies
assessed for eligibility
(n=139)

Excluded full-text
studies
(n=285)

Studies included in the

current meta-analysis
(n=754)

Fig. 1. Flowchart of the search procedure.

=
S
Outcome
Positive Negative
Positive True Positive (TP) False Positive (FP)
Negative | False Negative (FN) True Negative (TN)

Test Result

Fig. 2. 2 X 2 contingency table comparing risk assessment tool predictions and
outcomes.

which an intervention was started, and the source of the domestic
violence outcome (official reports, partner reports, or self-reports/
other).

2.4. Calculation of effect sizes

In the current meta-analysis, all outcomes of the primary studies
were transformed into AUC values (Area Under the Curve from
Receiver Operator Characteristic Curve (ROC) analysis), as an AUC
value is the most common performance indicator for the predictive
validity of risk assessment tools. The AUC value is a preferred measure
of predictive accuracy (e.g., Swets, Dawes, & Monahan, 2000), as it is
resistant to variation in base rates, selection ratios, and truncated dis-
tributions (Rice & Harris, 1995). The AUC ranges from 0.50 to 1.00, and
describes the probability that a randomly selected domestic violence
case will have a higher risk assessment score than a randomly selected
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non-domestic violence case. In other words, the AUC value is an index
of how well a risk assessment instrument discriminates between do-
mestic violence cases and non-domestic violence cases across all pos-
sible cut-off scores of the instrument. AUC values between 0.556 and
0.639 correspond with a small effect size, AUC values between 0.639
and 0.714 with a moderate effect size, and AUC values of 0.714 and
higher with a large effect size (Rice & Harris, 2005).

Most primary studies reported on AUC values of the risk assessment
instrument being studied. When other statistical information was re-
ported, several methods were used to transform this information into
AUC values. Converting Pearson's correlations (r) into AUC values was
done using the formulas of Rosenthal (1994). When only the sensitivity
(i.e., the proportion of domestic perpetrators who were classified as
high risk) and specificity (i.e., the proportion of domestic perpetrators
who were classified as low risk) were presented in the primary studies,
the formula [sensitivity + specificity] / 2 was used to calculate the AUC
value. However, when a 2 X 2 contingency table was given with true
and false positives, and true and false negatives (see Fig. 2), this in-
formation was used to calculate the sensitivity (with the formula
[[number of true positives] / [number of true positives + number of
false negatives]]) and the specificity (with the formula [[number of true
negatives] / [number of true negatives + number of false positives]];
Singh, 2013).

2.5. Data analyses

First, the AUC values were transformed into Pearson's correlations
(using the formulas of Ruscio (2008) and Rosenthal (1994)), as an effect
size in which the value zero represents a random discriminative accu-
racy was required for the statistical analyses. After all correlation
coefficients were obtained, the r values were transformed into Fisher's 2
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values, as correlations are non-normally distributed (see, for instance,
Lipsey & Wilson, 2001).

Next, extreme values of effect sizes and sample sizes (Z > 3.29 or
Z < —3.29; Tabachnik & Fidell, 2013) were identified, as these ex-
treme values may have excessive influence on the results of the current
meta-analysis. No outliers were found in the extracted effect sizes.
However, outliers with a Z value > 3.29 were found in the sample size
of two studies (that produced six effect sizes). In order to reduce the
influence of these large studies on our results, the original coded sample
sizes were adjusted downward to the nearest sample size falling within
the normal range of sample size.

Because most studies reported on more than one effect size, a tra-
ditional random effects (two-level) model was extended to a three-level
random effects model (Cheung, 2014; Houben, Van den Noortgate, &
Kuppens, 2015; Van den Noortgate, Lopez-Lopez, Marin-Martinez, &
Sanchez-Meca, 2013, Van den Noortgate, Lépez-Lopez, Marin-Martinez,
& Sanchez-Meca, 2015). A major advantage of this three-level approach
is the absence of the need to aggregate or select data, implying that all
relevant effect sizes can be extracted from primary studies (see also
Assink & Wibbelink, 2016). This means no loss of information, a more
precise estimation of (moderator) effects, and a maximum statistical
power in the analyses. In our meta-analytic model, three forms of
variance were taken into account: sampling variance of the observed
effect sizes (Level 1), variance between effect sizes extracted from the
same study (Level 2), and variance between studies (Level 3). By
building this model without covariates (i.e., an intercept-only model),
an overall effect can be estimated that is represented by the intercept.
Further, in case of significant variation in effect sizes from the same
study (i.e., level 2 variance) and/or significant variation between stu-
dies (i.e., level 3 variance), the model was extended with potential
moderating variables to determine whether this variation can be ex-
plained by study, sample, design, instrument, or outcome character-
istics.

The statistical software package R (version 3.5.0) and the function
“rma.mv” of the metafor package (Viechtbauer, 2010) were used to
build the three-level meta-analytic models. We used the syntax as de-
scribed by Assink and Wibbelink (2016). In these three-level meta-
analytic models, the significance and corresponding confidence inter-
vals of the individual regression coefficients was tested using the t- and
F- distributions (Knapp & Hartung, 2003). To determine the sig-
nificance of the level 2 and level 3 variance, two separate log-likelihood
ratio tests were performed in which the full model was compared to a
model excluding either the level 2 or level 3 variance parameter. The
distribution of effect sizes was considered to be heterogeneous when the
variance at level 2 and/or 3 was significant, and consequently, mod-
erator analyses were performed to identify variables that can explain
this significant (level 2 or level 3) variance. All model parameters were
estimated using the restricted maximum likelihood estimation method
and prior to the analyses, each continuous variable was centered
around its mean and dichotomous dummy variables were created for all
categories of discrete variables. The log-likelihood-ratio-tests were
performed one-tailed and all other tests were performed two-tailed. We
considered p values < .05 as statistically significant, and p values < .10
as trend significant.

2.6. Publication Bias

A common problem in conducting a meta-analysis is that studies
with nonsignificant or negative results are less likely to be published
than studies with positive and significant results. This phenomenon is
called publication bias and is often referred to as the ‘file drawer pro-
blem’ (Rosenthal, 1995). Besides publication bias, the results may be
affected by other forms of bias, such as coding or selection bias. To
determine whether results of the present meta-analysis were affected by
(different forms of) bias, a funnel plot based trim-and-fill analysis was
conducted (Duval & Tweedie, 2000a, 2000b) using the function
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“trimfill” of the metafor package (Viechtbauer, 2010) in the R en-
vironment (Version 3.5.0; R Core Team, 2015). A funnel plot is a scatter
plot of the effect sizes against the effect size's precision (1 divided by
the standard error). This method is built on the assumption that effect
sizes are symmetrically distributed (in the form of a funnel) around the
“true” effect size, when bias in the results is absent. In case of an
asymmetric plot, the asymmetry is restored by imputing effect sizes that
are estimated on the basis of existing effect sizes in the dataset. Sub-
sequently, by means of a sensitivity analysis, an “adjusted” overall ef-
fect can be estimated, using the dataset to which the imputed effect
sizes that were produced by the trim-and-fill algorithm have been
added. In this way, the degree to which the results were affected by bias
can be made visible.

3. Results
3.1. Descriptive characteristics, central tendency, and variability

The present study included 50 studies (k) published between 2000
and 2018 (the median publication year was 2009). In total, these stu-
dies reported on validation research of 39 different risk assessment
tools for domestic violence, from which 205 effect sizes could be ex-
tracted. Each effect size represented the discriminative accuracy of a
risk assessment instrument or a statistical predictive model that was
used for the purpose of risk assessment. An overview of all included
studies, the risk assessment tools that have been examined in these
studies, and several study characteristics is presented in Table 1.

The total sample size consisted of N = 68,855 individuals for whom
the risk for domestic violence was assessed using one of the risk as-
sessment tools as listed in Table 1. Sample sizes in the primary studies
ranged from 26 to 29,317 participants. The included studies were
conducted in the USA (k = 24), Europe (k = 10), Canada (k = 10),
Australia/New Zealand (k = 4), and in other countries (k = 2).

The statistical analyses yielded an overall effect of z = 0.263
(SE = 0.016), t(204) = 16.083, p < .001, which equals an AUC value
of 0.647 (see Table 2). The results of the trim-and-fill-analysis suggested
that bias was present in the dataset, because the distribution of effect
sizes was not symmetrical. This asymmetry could also be detected by
visually inspecting the funnel plot (see Fig. 3). This plot shows that
effect sizes were missing to the left of the estimated mean effect,
meaning that in particular small and negative effect sizes were missing
in the dataset we analyzed. According to the trim-and-fill analysis, 38
effect sizes had to be imputed to the left of the estimated mean effect to
restore the symmetry of the funnel. Based on the standard errors that
were produced by the trim-and-fill algorithm (and the fact that some of
these errors were equal), we derived that these 38 “missing” effect sizes
could have been produced by 23 “missing” studies. Next, these
“missing” effect sizes (with a unique effect size ID, and a study ID) were
added to the dataset, so that a “corrected” overall effect could be es-
timated. In this way, we could determine to what extent our initially
estimated overall effect (z = 0.263; see above) may have been influ-
enced by bias. Re-estimating the overall effect produced an effect size of
z = 0.177 (SE = 0.021), t(242) = 8.558, p < .001, equaling an AUC
value of 0.599 (see Table 2). The difference between the two effects
(0.263-0.177 = 0.086) is rather modest, implying that our results have
not been seriously influenced by (publication) bias.

As for heterogeneity in effect sizes, the one-sided likelihood-ratio
tests showed significant variance both on the second level
x3(1) = 849.859, p < .001 and the third level x*(1) = 53.897,
p < .001 of the meta-analytic model. Consequently, we proceeded to
moderator analyses to examine whether characteristics of risk assess-
ment instruments and/or studies could (partly) explain level 2 and/or
level 3 variance.
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Funnel plot
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Fig. 3. Funnel Plot. Note: Contour enhanced funnel plot with
the standard error on the y-axis and Fisher's z on the x-axis.
The black dots denote the observed effect sizes, and the white

— dots denote the filled effect sizes. The solid vertical line re-
presents the overall mean effect. From inside to outside, the
8 dashed lines limit the 90%, 95%, and 99% pseudo confidence
o interval regions.
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3.2. Moderator analyses

Each potential moderator of interest was examined in a bivariate
model. The results of these analyses can be found in Table 3 in which
potential moderators are classified into instrument characteristics and
study design characteristics.

3.2.1. Instrument characteristics

The results showed no significant moderating effect for risk assess-
ment approach. Tools specifically designed for predicting domestic
violence (AUC = 0.647) did not perform significantly better than as-
sessments based on victim ratings (AUC = 0.637) or risk assessment
instruments designed for general/violent recidivism (AUC = 0.638). In
searching and coding primary studies, we also found studies in which
domestic violence was predicted with screening tools for psycho-
pathology, such as the Psychopathy Checklist-Revised (PCL-R). The
mean predictive value of these psychopathy tools for predicting do-
mestic violence (AUC = 0.684) was not significantly different from the
other approaches.

Second, we examined whether any specific domestic violence in-
strument or screening tool for psychopathology performed better than
general or violent recidivism instruments. Most of the instruments
performed better than chance, with the exception of the CTS2, DV-
MOSAIC, and FVIR. The following instruments performed better than
the reference category (general and violent recidivism instruments): the
CRAT-P (AUC = 0.760; trend significant), DVRAG (AUC = 0.715),
IPPA-RAT (AUC = 0.780; trend significant), ODARA (AUC = 0.690)
and P-trait (AUC = 0.772). In addition, the KSID (AUC = 0.555) per-
formed significantly worse than the reference category.

Further, a significant moderating effect was found for the risk as-
sessment method. The mean effect size of actuarial tools (AUC = 0.657)
was higher than the mean effect size of structured clinical judgment
tools (AUC = 0.580). No significant difference was found between the
mean effect size of actuarial tools and actuarial tools with an override
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option. No significant moderating effect was found for instrument
length (i.e., number of items).

3.2.2. Study design characteristics

A significant moderating effect was found for the focus of the in-
strument. The mean effect size of tools predicting the onset of domestic
violence (AUC = 0.744) was higher than the mean effect size of tools
predicting the recurrence of domestic violence (AUC = 0.643). Further,
a significant moderating effect was found for the sample used for va-
lidation. Both the mean effect size of tools validated in a construction
sample (AUC = 0.705) and the mean effect size of tools validated in a
dependent validation sample (AUC = 0.691) were higher than the
mean effect size of tools validated in an independent validation sample
(AUC = 0.635). None of the other study design characteristics (i.e.,
study design, follow-up length, type of domestic violence that is pre-
dicted in follow-up measurements, source of follow-up, publication
year, percentage of males in the sample, mean age of the sample, and
percentage of cultural minorities in the sample) significantly moderated
the overall predictive accuracy of risk assessment tools.

4. Discussion

This meta-analysis investigated the predictive validity of risk as-
sessment tools for domestic violence, and whether and how this was
influenced by instrument and/or study characteristics. Overall, a sig-
nificant medium effect was found (AUC = 0.647), indicating a mod-
erate predictive accuracy of risk assessment tools. Unfortunately, pre-
vious review studies on predicting domestic violence did not report an
overall accuracy to which we can compare our currently found overall
predictive accuracy. However, meta-analyses on risk assessment tools
in (juvenile) justice settings show similar overall predictive accuracies.
For example, Schwalbe (2007) found a mean AUC of 0.640 for juvenile
justice risk assessment tools, and Fazel, Singh, Doll, and Grann (2012)
found a mean AUC of 0.660 for juvenile and adult risk assessment tools.
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Table 3 (continued)

Level 3 variance

Level 2 variance

b

F (df1, df2) p

Mean AUC

B1(95% CI)

Intercept/mean z (95% CI)

ES

#

# Studies

Tested moderator variables

0.698

0.096 (—0.004, 0.197)*

0.359 (0.253, 0.465)

Violation of restraining order
Source of follow-up measurement

0.008

0.196 0.008

1.644 (2, 202)

0.639

0.249 (0.212, 0.286)

132
60

33
18

Official records (RC)

Partner reports

0.664

0.048 (—0.004, 0.100) *

0.296 (0.248, 0.345)

0.638

—0.001 (-0.075, 0.073)
0.003 (—0.004, 0.009)

0.248 (0.170, 0.326)
0.263 (0.230, 0.295)

13
205
179
183
99

Self-reports/other

Publication year

0.008
0.008
0.009
0.009

0.008
0.007
0.005
0.006

0.425

0.640 (1, 203)

50
40
31

0.536

0.384 (1, 177)

—0.057 (—0.241, 0.126)
—0.004 (—-0.018, 0.010)
—0.004 (—0.013, 0.005)

0.256 (0.221, 0.292)

Percentage males in samples

Mean age of sample

0.567

0.329 (1, 136)
0.778 (1, 97)

0.261 (0.221, 0.302)
0.271 (0.225, 0.316)

0.380

28

Percentage minorities in samples

mean effect size

expressed in an AUC value; AUC = area under the ROC curve; df = degrees of freedom; Level 2 variance = variance between effect sizes extracted from the same study; Level 3 variance = variance between studies.

Note. # Studies = number of studies # ES = number of effect sizes; mean z = mean effect size (2); CI = confidence interval; RC = reference category; 1 = estimated regression coefficient; mean AUC

2 Omnibus test of all regression coefficients in the model.

b p-Value of the omnibus test.

tp< .l
*p < .05.

= p < .01.

= p < .001.
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In their meta-analysis, Van der Put et al. (2017) also found a medium
effect size for risk assessment instruments used to predict child mal-
treatment (AUC = 0.681). The results of the trim-and-fill-analysis sug-
gested that bias was present in the current dataset, and therefore a
“corrected” overall effect was estimated, resulting in an AUC value of
0.599. Because there are several methodological shortcomings re-
garding the trim-and-fill method (see limitations section), this adjusted
AUC value should not be interpreted as the true effect size, but only as
an indicator of (possible) bias in the effect sizes that were synthesized.

Moderator analyses revealed a number of significant moderators. In
line with our expectations, we found a higher mean effect size for ac-
tuarial tools (AUC = 0.657) than for structured clinical tools
(AUC = 0.580). In other words, we found that actuarial tools had a
better discriminative accuracy than clinical methods. The previous
meta-analysis on risk assessment tools for domestic violence (Hanson
e.a., 2007) also found a lower predictive accuracy for structured clinical
tools than for actuarial tools and victim ratings, however this difference
was not significant. Meta-analyses on the performance of risk assess-
ment tools in other disciplines, such as criminal justice, forensic mental
health, and clinical psychology, also found that actuarial methods
outperform clinical methods (Aegisdottir et al., 2006; Dawes et al.,
1989; Grove & Meehl, 1996; Hanson & Morton-Bourgon, 2009; Hilton
et al.,, 2006). There are two explanations for this finding. First, the
mathematical features of actuarial methods ensure not only that solely
variables with predictive value are part of an actuarial risk assessment
instrument, but also that these variables are weighted in accordance
with their independent contribution to the outcome of interest (Dawes
et al., 1989). Earlier studies showed that it is difficult for professionals
to accurately predict an outcome of interest using their clinical judg-
ment, because professionals are unable to focus on the most important
factors nor to properly weigh the observed risk factors (Dawes et al.,
1989). Second, the reliability of actuarial tools is higher than that of
clinical methods, and hence the actuarial prediction is more consistent
and accurate (e.g., Dawes et al., 1989; Gambrill & Shlonsky, 2000). This
can be explained by the fact that risk factors in actuarial prediction are
scored according to a fixed algorithm, meaning that professionals use
the same objective scoring rules, regardless of the expertise of the
professional. On the other hand, scoring risk factors in clinical methods
is done subjectively (e.g., Dawes et al., 1989; Gambrill & Shlonsky,
2000). In contrast to our expectations, no significant difference was
found in predictive accuracy between actuarial tools (AUC = 0.657)
and actuarial tools with an override option (AUC = 0.652).

We did not find a significant difference in predictive accuracy be-
tween different approaches to risk assessment, which is in line with
previous research findings (Hanson et al., 2007). Tools that are speci-
fically designed for predicting domestic violence (AUC = 0.647) did not
perform significantly better than risk assessments based on victim rat-
ings (AUC = 0.637), tools designed for general/violent criminal re-
cidivism (AUC = 0.638), and tools developed for screening psycho-
pathology (AUC = 0.684). Hanson and colleagues concluded in their
meta-analysis that the absence of evidence concerning the superiority
of any of these approaches is likely due to limited available research.
Since the publication of their meta-analysis, a lot of new studies had
been published on the predictive validity of domestic violence tools. In
fact, the current meta-analysis included 50 studies, whereas only 18
studies were included in the former. Moreover, contrary to Hanson and
colleagues who extracted one effect size per study, we performed a
three-level meta-analysis making it possible to extract multiple effect
sizes from the same study, which accordingly increases the statistical
power in the analysis and the precision of estimated effects.

Although we found no significant difference in discriminative ac-
curacy between the different approaches to risk assessment, it cannot be
stated that these approaches are interchangeable in clinical practice. At
group level, the different assessment approaches perform equally well,
but at the individual case level, one of the approaches may outperform
the other. General risk assessment tools consist of risk factors that are
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relevant for predicting both domestic violence and general (violent)
delinquency, such as substance abuse, unemployment, antisocial per-
sonality, and anger and hostility, whereas specialized tools mainly
consist of risk factors that are specifically relevant for predicting do-
mestic violence, such as negative attitudes towards women, instability
of partner relations, and barriers that keep victims away from help or
care (Dutton & Kropp, 2000). If a general risk assessment tool instead of
a specialized risk assessment tool is used in cases with one or more of
these specific risk factors, individual clients may be wrongly assessed as
a low-risk offender. To avoid cases with a low criminogenic risk, but a
high domestic violence risk “falling through the cracks”, we re-
commend using both types of risk assessment instruments in clinical
practice.

Further, and confirming our expectations, we found higher mean
effect sizes in construction samples (AUC = 0.705) and in dependent
validation samples (AUC =,691) than in independent validation sam-
ples (AUC = 0.635). This result is in line with the notion that predictive
validity estimates reported for construction samples are commonly in-
flated, as “overfitting” data is a common problem for models built and
tested in construction samples (see also the Introduction). An important
limitation of the literature is that only very few tools have been vali-
dated in multiple independent samples and therefore, the reliability of
predictive validity estimates is generally unknown. It may be possible
that high estimates of the predictive value of risk assessment tools de-
cline when multiple estimates are averaged over independent samples.
Our result showed that cross-validated tools are vulnerable to random
sampling error when construction and validation samples are randomly
selected from the same sample.

Last, a significantly larger effect size was found for tools predicting
the onset of domestic violence (AUC = 0.744) compared to tools pre-
dicting the recurrence of domestic violence (AUC = 0.643). A possible
explanation for this finding is that predictive models benefit from
greater variation in the prevalence of risk factors in general popula-
tions. To our knowledge, this variable has not been previously meta-
analytically examined for instruments predicting domestic violence. We
did not find a moderating effect of the length of the instrument, as the
predictive validity of risk assessment tools did not vary by the number
of items included in the risk assessment tools. So, tools with a relatively
small number of items were equally accurate in predicting domestic
violence as tools of longer length. Further, the predictive validity was
not dependent on the study design, even though a prospective design is
considered to be superior to a retrospective design (Caldwell et al.,
1988). The predictive validity of tools examined in prospective studies
was lower (AUC = 0.643) than that of tools examined in retrospective
studies (AUC = 0.653), but this difference was not significant.

4.1. Clinical implications

Several implications for clinical practice can be derived from our
results. Overall, a medium significant effect was found, indicating a
moderate predictive accuracy of risk assessment tools for predicting
domestic violence. This result shows that it is important to use risk
assessment tools, especially because unstructured clinical judgment is
widely recognised to be flawed, due to lower transparency, reliability
and predictive validity (see, for example, Dorsey, Mustillo, Farmer, &
Elbogen, 2008; Munro, 1999; Van der Put et al., 2017). Moreover, it is
important to select and implement an instrument that showed at least
moderate predictive accuracy and has been validated in at least two
studies, which applies to the instruments DA, DVRAG, ODARA, PCL-R,
SARA, and DVSR.

Furthermore, our results show that actuarial tools are preferable to
clinical tools, because actuarial tools make a better distinction between
high-risk and low-risk cases. However, bringing risk assessment of do-
mestic violence to a higher level requires an improvement of actuarial
tools. Actuarial tools in their current form are limited in their ability to
guide case planning, because they do not always identify the full range
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of risk factors necessary for effective intervention planning (Schwalbe,
2008; Shlonsky & Wagner, 2005). Most actuarial tools that are currently
being used are brief tools derived from multivariate statistical techni-
ques, that mainly assess static risk factors. Therefore, these tools are
particularly suitable for the purpose of risk assessment (predicting do-
mestic violence to determine intervention urgency and intensity), but
not for the purpose of needs assessment (identifying targets of inter-
ventions, bases on dynamic risk factors, in order to individualize case
planning). Actuarial tools for domestic violence should therefore be
further developed and strengthened by distinguishing between risk and
needs assessment, and by integrating risk assessment with case man-
agement.

Moderator analyses revealed that the onset of domestic violence can
be better predicted than the recurrence of domestic violence, which
stresses the importance of early detection and prevention of domestic
violence. Our review showed that the predictive accuracy of currently
available screening tools (tools assessing the onset of domestic vio-
lence) is sufficient to justify their use in assessing risks for domestic
violence in both high risk and general populations. Currently, the most
commonly employed prognostic process is assessing the risk of recur-
rence of domestic violence. Given the relatively good performance of
screening tools, it seems fruitful to invest time, money, and resources in
developing and strengthening preventive strategies for domestic vio-
lence.

4.2. Limitations

Several limitations need to be discussed. First, the reliability of
predictive validity estimates is generally unknown, because only very
few tools have been validated in multiple independent samples. For
empirically derived actuarial tools, ongoing replication studies are re-
quired to determine whether estimations of predictive validity are ro-
bust to random sampling variation. Second, studies were included re-
gardless of their methodological quality in order to analyze a
representative sample of the literature. To address this limitation,
possible sources of within- and between-study heterogeneity were ex-
amined, including features of methodological quality, such as sample
size, prospective or retrospective design, and length of follow-up.
Although multiple potential moderating variables were examined, it is
possible that other study design, sample, and instrument characteristics
contribute to effect size variation, which we did not investigate. For
example, the clinical background of the professionals who administered
the tools was not examined, whereas previous research showed that this
may be an important moderator of the predictive validity of risk as-
sessment tools (Aegisdottir et al., 2006). Studies generally do not report
on such potentially important moderators. Third, there are several
methodological difficulties regarding the trim and fill method.
Nakagawa and Santos (2012) mentioned that this method has originally
been designed for meta-analyses in which independence of effect sizes
can be assumed. Further, the performance of the trim and fill method is
limited when effect sizes prove to be heterogeneous (Peters, Sutton,
Jones, Abrams, & Rushton, 2007; Terrin, Schmid, Lau, & Olkin, 2003),
and moreover, the application of the trim and fill method could mean
adding and adjusting for non-existent effect sizes in response to funnel
plots that are asymmetrical, simply because of random variation (Egger,
Davey-Smith, & Altman, 2001). Despite these shortcomings of the trim
and fill method, there is no best method for detecting and handling
missing data in meta-analysis, and therefore, the results of the trim and
fill method should be interpreted with caution. In the present study, we
only used the trim-and-fill method to calculate an adjusted overall ef-
fect, that was not interpreted as the true underlying effect. A final
limitation is that the moderator analysis in which mean predictive ac-
curacies of individual instruments were compared was based on a
substantial number of categories, and a low number of studies and ef-
fect sizes. This may imply an inflated Type 2 error rate as well as in-
sufficient statistical power for detecting true differences in predictive
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accuracy between instruments. The low number of effect sizes that was
analyzed underlines the need for more research on the predictive va-
lidity of individual instruments.

5. Conclusion

The present meta-analysis aimed to examine the general predictive
validity of risk assessment tools for domestic violence and to identify
characteristics that influence this predictive validity. An important
finding in this study was that the discriminative accuracy of actuarial
tools outperforms the discriminative accuracy of structured clinical
judgment tools. Because actuarial risk assessment tools are often opti-
mized for predicting (domestic) violence, it is important that these tools
are further developed into well performing instruments for violence
prevention and risk management. One important way of improvement
is to extend actuarial tools with a broad array of dynamic risk factors.
Assessing these modifiable factors are essential in formulating proper
clinical hypotheses, and in identifying targets for interventions with the
aim to reduce the risk for (the recurrence of) domestic violence.
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