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Learning to Transform, Combine, and Reason in Open-Domain Question Answering

Mostafa Dehghani, Hosein Azarbonyad, Jaap Kamps, and Maarten de Rijke

ABSTRACT

Users seek direct answers to complex questions from large open-domain knowledge sources like the Web. Open-domain question answering has become a critical task to be solved for building systems that help address users’ complex information needs. Most open-domain question answering systems use a search engine to retrieve a set of candidate documents, select one or a few of them as context, and then apply reading comprehension models to extract answers. Some questions, however, require taking a broader context into account, e.g., by considering low-ranked documents that are not immediately relevant, combining information from multiple documents, and reasoning over multiple facts from these documents to infer the answer. In this paper, we propose a model based on the Transformer architecture that is able to efficiently operate over a larger set of candidate documents by effectively combining the evidence from these documents during multiple steps of reasoning, while it is robust against noise from low-ranked non-relevant documents included in the set. We use our proposed model, called TraCRNet, on two public open-domain question answering datasets, SearchQA and Quasar-T, and achieve results that meet or exceed the state-of-the-art.
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1 INTRODUCTION

Open-domain question answering aims to satisfy users who are looking for a direct answer to a complex information need. This requires querying large open-domain knowledge sources like the Web. Inferring the answer to a question given multiple documents that potentially contain the answer, is at the heart of the open-domain question answering task. Most open-domain question answering systems described in the literature first retrieve relevant documents or passages, select one or a few of them as the context, and then feed the question and the context to a reading comprehension system to extract the answer [3, 4, 13, 29]. However, information needed to answer complex questions is not always contained in a single, directly relevant document that is ranked high. In many cases, there is a need to read multiple documents, combine them, and reason over the facts from these documents to be able to give the correct answer to the question.

For example, in Figure 1, in order to infer the correct answer to the question: “Who is the Spanish artist, sculptor and draughtsman famous for co-founding the Cubist movement?” given the top-ranked document, a reading comprehension system most likely will extract “Georges Braque” as the answer, which is not the correct answer. In this example, in order to infer the correct answer, one has to go down the ranked list, gather and encode facts, even those that are not immediately relevant to the question, like “Malaga is a city in Spain,” which can be inferred from a document at rank 66, and then in a multi-step reasoning process, infer some new facts, including “Picasso was a Spanish artist” given documents at ranks 12 and 66, and “Picasso, who was a Spanish artist, co-founded the Cubist” given the previously inferred fact and the document ranked third.

In this example, and in general in many cases in open-domain question answering, a piece of information in a low-ranked document that is not immediately relevant to the question, may be useful to fill in the blanks and complete information extracted from the top relevant documents and eventually support inferring the correct answer. However, most open-domain question answering methods focus on only one or a few candidate documents by filtering out the less relevant documents to avoid dealing with noisy information and operate over the selected set of documents to extract the answer [26, 34, 35].
In this paper, we propose TraCRNet (pronounced Tracker Net) to improve open-domain question answering by explicitly operating on a larger set of candidate documents during the whole question answering process and learning how to aggregate and reason over information from these documents in an effective way while trying not to be distracted by noisy documents. Given the candidate documents and the question, to generate the answer, TraCRNet first transforms them into vectors by applying a stack of Transformer [32] blocks with self-attention over words in each document in a layer called Input Encoding. Then, it updates the learned representations from the first stage by Combining and enriching them through a multihop Reasoning process by applying multiple steps of the Universal Transformer [11] in a layer called Multihop Reasoning.

Returning to the example in Figure 1, after learning representations for each top-ranked document and the question, TraCRNet updates them by applying multiple steps of the Universal Transformer. Given the self-attention mechanism and inductive bias of the Universal Transformer, in the first step, TraCRNet can update the representation of document D#12 by attending to D#66 (as they are related by both mentioning Malaga) and augment the information in D#12 with the fact that "Malaga is a city in Spain," the updated vector of D#12 has the fact that "Picasso, who was a Spanish artist, co-founded Cubism" encoded in itself. Then, in the next step of reasoning, TraCRNet can update the representation of D#3 by attending over the vector representing D#12 estimated in the previous step, and enrich the information in D#3 with the fact that "Picasso is a Spanish artist," and the updated vector of D#3 has the fact that "Picasso, who was a Spanish artist co-founded Cubism" encoded in it. After that, during answer generation, the decoder can attend to the final vector representing D#3 and give the correct answer.

TraCRNet has a number of desirable features. First, all the building blocks of TraCRNet are based on self-attentive feed-forward neural networks, hence per-symbol hidden state transformations are fully parallelizable, which leads to an enormous speedup during training and a super fast input encoding during inference time compared to RNN based models. Second, while there is no recurrence in time in our model, the recurrence in depth in the Universal Transformer used in the Multihop Reasoning layer, adds the inductive bias to the model that is needed to go beyond understanding each document separately and combine their information in multiple steps. Third, TraCRNet has the global receptive field of the Transformer based models [11, 32], which helps it to better encode a long document during Input Encoding as well as perform better inference over a rather large set of documents during Multihop Reasoning. And fourth, the hierarchical usage of a self-attention mechanism, first over words and then over documents, helps TraCRNet to control its attention both at word and document levels, making it less fragile to noisy input, which is of key importance while encoding many documents. All these properties of TraCRNet come together and lead to an effective and efficient architecture for open-domain question answering.

We employ TraCRNet on two public open-domain question answering datasets, SearchQA and Quasar-T, and achieve results that meet or exceed the state-of-the-art.

2 RELATED WORK

Open-domain question answering aims at answering a user’s question using open and available external sources [17]. Different external knowledge sources such as individual textual documents [6] and collections of documents [33] have been used for answering questions in open-domain question answering settings.

With the advent of publicly available datasets such as the Stanford QA dataset [28] and the TREC question answering collections [33], the task of question answering has attracted a lot of attention. Here, the task is given a question and a passage, to extract the answer to the question. Neural network based models [25, 27, 36, 43] are the most successful approaches in this area. The overall idea behind most of these models is chunking the passage (locating the boundary where the answer lies) and extracting the answer. Although these approaches are related to ours, the main difference is that in our setting instead of one passage, we are given a set of documents from which the answer should be extracted.

2.1 Machine reading comprehension

Machine reading comprehension based models [4, 10, 13, 22, 24, 34] are the most used methods for extracting an answer in the question answering task. These models mostly use an attention mechanism to find the most relevant parts of the given documents to the question and try to combine these parts and extract the answer to the question. Most of the existing systems for open-domain QA rely on a search&read approach in which first a retrieval system...
is used for extracting potentially relevant documents (passages) and then a model is used to infer the answer from the retrieved documents [4, 8, 14, 15, 21, 34, 35].

Chen et al. [4] are the first who attempt to use the search & read approach and use a reading comprehension system for reading and comprehending. It is argued that retrieving documents based on simple similarity metrics (TF-IDF) can result in a noisy set of documents (partially relevant documents) and this can have a negative effect on the performance of the QA system [8, 34]. To overcome this problem, Choi et al. [8] and Wang et al. [34] try to divide the question answering part into paragraph selection and answer selection steps in which first the most relevant paragraphs are determined and then an answer is extracted from them.

To avoid neglecting useful information contained in the paragraphs that are not selected in the paragraph selection step, Wang et al. [35] weight the paragraphs based on the expected information included in them and aggregate the information extracted from different paragraphs.

A similar approach is used by Lin et al. [26] in which first a paragraph selector is used to filter out noisy paragraphs and then a paragraph reader is employed to extract essential information from paragraphs. Finally, all information extracted from different paragraphs is aggregated to form the answer. The main focus of this approach is on rapidly skimming all available paragraphs and focusing more on the selected paragraphs.

We also try to aggregate information included in documents to answer open-domain questions. However, instead of RNNs as in Wang et al. [35], we use the Universal Transformer and the recurrence in depth for multihop reasoning and add inductive bias to the model to be able to capture all the complementary information in several documents. Moreover, instead of filtering out documents, we let the model attend to all documents and extract information from them.

2.2 Multihop reasoning

Multihop reasoning is one of the key requirements for reading comprehension [13, 30, 40]. The main intuition behind multihop reasoning is extracting essential information needed to answer a question in multiple steps. Our method also extracts answers of questions in multiple steps, however, our setting is different as our task is open-domain questions answering and the input to our task is a ranked list of relatively long documents.

Using the Universal Transformer [11] as a multihop reasoning layer in our model allows us to have a notion of temporal states, similar to the idea of dynamic memory networks [23], and our model updates its states (memory) in each step based on the output of previous steps, and this chain of updates can be viewed as steps in a multihop reasoning process. It is worth mentioning that the idea of multi-step inference has previously been used in other tasks such as document summarization [7] and classification [41].

Most of the previous approaches focused on removing noise in the retrieval steps of the question answering pipeline [4, 14, 15, 19, 34]. However, in our proposed model, we assume that the retrieval step is fixed and the main challenge is to generate an answer for the question given a set of documents that can potentially contain the answer or relevant facts that support understanding the question.

3 TRACRNET

In the setup we consider here, the model is given a question $q$ and a set of $n$ relevant documents $C_q = \{D_1^q, D_2^q, \ldots, D_n^q\}$ retrieved from the web using a search engine as the input, and the goal is to "generate" the answer $a_q$ to the question $q$ based on the supporting document(s) in the set $C_q$.

This is different from the standard Reading Comprehension (RC) tasks [18, 39]. First of all, in RC a single document (passage) is given, from which the answer should be extracted. Secondly, in RC a strong supervision on the positions of the answer spans is available during training. We also assume that the utilized information or techniques to retrieve relevant documents are not available to the model, therefore there is no leverage for getting better-supporting documents.

In this paper, we propose TraCRNet, which adapts a Transformer-based architecture [11, 32] to the open-domain question answering setup. TraCRNet is based on the encoder-decoder architecture, where we have a hierarchy of transformer-based models in the encoder, where the model can attend first over words and then over documents [12]. At the bottom, in the Input Encoding layer, we encode each document in $C_q$ as well as the question with transformer blocks with tied parameters that are fed by word-level embeddings.

Then, we feed the encoded documents and the question from this layer to the Multihop Reasoning layer which is, in fact, a universal transformer block where representations of all documents and the question get iteratively updated using multiple steps of self-attention. Then, we use a stack of transformer decoder blocks as the Output Decoder layer to generate the answer.

The general schema of TraCRNet is depicted in Figure 2. Below, we explain the details of each of these layers in the model.

3.1 Input encoding

The Input Encoding layer is in charge of encoding each of the documents and the question to single vectors given their words’ embeddings. To do so, given matrix $H_0 \in \mathbb{R}^{m \times d}$, where $m$ is the number of tokens in the document/question and each row is a $d$-dimensional embedding of the token at each position of the sequence, we add a positional embedding $PE$ to encode a notion of the order in the sequence to the embedding of each token. $PE$ can be learned during training, but similar to [32], we compute the sinusoidal position embedding vectors for the position $p$ separately for each dimension $v$:

$$PE_p, 2v = \sin(p/10,000^{2v/d})$$

$$PE_p, 2v + 1 = \cos(p/10,000^{2v/d}).$$

After adding $PE$ to $H_0$, we transform this matrix through a stack of $N$ Transformer Encoder [32] blocks. In each block we compute a representation $H_l$ for all $m$ positions in parallel by applying the multheaded dot-product self-attention mechanism, followed by a feed forward network function on $H_{l-1}$. We wrap each of these functions by residual connections and apply dropout [31] and layer normalization [1] (see the Transformer Encoder in Figure 2).

In the attention function, we use the scaled dot-product attention:

$$Attention(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d}} \right) V,$$
where $Q$, $K$, and $V$, denote attention query, attention key, and attention value matrices, respectively. We use multi-head attention with $h$ heads, as introduced in [32].

$$\text{MultiHeadSelfAttention}(H) = \text{Concat}(\text{head}_1, \ldots, \text{head}_h)W^O,$$  
(3)

where

$$\text{head}_i = \text{Attention}(HW^Q_i, HW^K_i, HW^V_i),$$

with different projections using trainable parameter matrices $W^Q \in \mathbb{R}^{d \times d/k}$, $W^K \in \mathbb{R}^{d \times d/k}$, $W^V \in \mathbb{R}^{d \times d/k}$ and $W^O \in \mathbb{R}^{d \times d}$, which is a linear projection. So in each block, we update the representation of the input tokens as follows:

$$H_i = \text{LayerNorm}(A_{i-1} + \text{FFN}(A_i)),$$  
(4)

where

$$A_i = \text{LayerNorm}(H_{i-1} + \text{MultiHeadSelfAttention}(H_{i-1}))$$  
(5)

and $\text{FFN}(\cdot)$ is a fully connected feed-forward network, which is applied to each position separately and identically:

$$\text{FFN}(x) = \max(0, xW_1 + b_1)W_2 + b_2.$$  
(6)

This stack of $N$ Transformer Encoder blocks is followed by a depth-wise separable convolution [9, 20] and then a pooling function to get a single vector representation for the whole document (or the question). Depth-wise separable convolution is defined by a convolution on each of the feature channels separately, followed by a point-wise convolution that is applied to project them to a feature vector with the desired depth (see [9] for more details).

### 3.2 Multihop reasoning

Multihop Reasoning is the layer in which the Universal Transformer [11] is employed to combine evidence from all documents with respect to the question within a multi-step process with the capacity of multihop reasoning. The Universal Transformer is an extension of the Transformer that has a strong inductive bias by introducing recurrence in depth. It iteratively refines the representation for all the input vectors in different positions over $T$ steps. In our model, the input of the Universal Transformer Encoder is the set of vectors each representing a document in $C_q$ or the question, that are computed by the Input Encoding layer.

In each step of the Universal Transformer, given $H_t \in \mathbb{R}^{(|C_q|+1) \times d}$ and the dimension $d$ of the input vectors, we add two embeddings to $H^t$: a Rank Embedding that encodes the rank of documents given by the retrieval system (also used to distinguish the question from documents) and a Step Embedding that shows the model how many recurrent steps have been taken so far. We compute both of these embeddings at time-step $t$ as a single matrix, $RSE^t$, where its elements are computed as follows:

$$RSE^t_{r,2v} = \sin(r/10,000^{2v/d}) \odot \sin(t/10,000^{2v/d}),$$  
$$RSE^t_{r,2v+1} = \cos(r/10,000^{2v/d}) \odot \cos(t/10,000^{2v/d}),$$  
(7)

where $\odot$ is the elementwise summation, $r$ is the rank of the document if the input vector represents a document, and $r = 0$ if the input vector represents the question. Following [11], we then apply multi-head self-attention and the transition function, where each of these modules is wrapped by residual connections with dropout [31] and layer normalization [1] on top of them (see the Universal Transformer Encoder in Figure 2):

$$H^t = \text{LayerNorm}(A^t + \text{Transition}(A^t)),$$  
(8)

where

$$A^t = \text{LayerNorm}(H^{t-1} + RSE^t) + \text{MultiHeadSelfAttention}(H^{t-1} + RSE^t).$$  
(9)

In our experiments, we use depthwise separable convolution [9] as the Transition(·) function. The MultiHeadSelfAttention(·) function we used here is described in Equation 3.

In the multihop reasoning layer, the representations of all the documents and question learned from the previous layer get updated during $T$ steps of iterating over the Universal Transformer Encoder block. Self-attention in this layer allows the model to understand each of the documents based on the information in all the as well as the question. In addition, the depth-wise recurrence in the Universal Transformer establishes connections among documents.
at each step and lays the ground for performing multihop reasoning to solve cases similar to what we have shown in Example 1.

### 3.3 Output decoder

After $T$ steps of refining the representations of documents and the question in the Universal Transformer Encoder, the final output is a matrix of $d$-dimensional vector representations $H \in \mathbb{R}^{(|\mathcal{C}_q|+1) \times d}$ for all the documents in $\mathcal{C}_q$ and the question $q$.

Given this, we use a stack of Transformer Decoder blocks that share the basic architecture of the Transformer Encoder blocks used in the Input Encoding. However, first of all, masking is applied to the self-attention function to prevent attending to the feature tokens during decoding. Second, after the self-attention function, there is an Encoder-Decoder attention (which is equivalent to the normal attention introduced in [2]), where the decoder attends to the output of the Multihop Reasoning layer, i.e., $H$, using the same multi-head dot-product attention function from Equation 3, but with $Q$ obtained from projecting the Transformer Decoder representations, and $K$ and $V$ obtained from projecting the Universal Transformer Encoder representations.

The output of the stack of Transformer Decoders is passed through a linear projection to transform from final decoder state to the output vocabulary size. Then a softmax is applied to get the per-token target distributions, yielding a $(m \times V)$-dimensional output matrix that is normalized over its rows.

To generate answer from the model at inference, we run the model autoregressively [16], where the model consumes the previously generated symbols at each time step in order to generate the distribution over the vocabulary for the next symbol. From this distribution, we select the symbol with highest probability as the next symbol.

### 3.4 Architectural choices

Transformer-based models have been shown to achieve impressive results on many sequence modeling tasks [5, 11, 32, 42] and they are easily parallelizable, making them an attractive alternative for RNNs. Besides their strength at sequence modeling and parallelizability, there are properties associated with them that are particularly helpful in our setup.

In TraCRNet, we use a Transformer [32] at the Input Encoding layer that receives token-level embeddings of documents/question and learns a single vector representation for them. In this level, first of all, dealing with long documents/passages is desirable and the global receptive field of the transformer model helps them to encode long sequences. In addition, although generalization is of key importance in all machine learning-based approaches, having a model with large capacity can help the model to memorize the meaning of infrequent words and improve the quality of the answers. We can simply train a relatively large transformer model in a really efficient time.

In the Multihop Reasoning layer, we use a Universal Transformer [11], which not only has the ability to generalize due to recurrence in depth but also possesses a strong inductive bias that enables the model to learn iterative or recursive transformations. On top of this, the Universal Transformer is Turing complete. These two properties can be crucial for tasks in which learning multi-step reasoning is needed. In the Multihop Reasoning layer, we already have representations of all documents and the question that are learned independently and a relatively light Universal Transformer model can do a great job in combining the information in different documents and reason about them, over multiple steps.

From an even broader point of view, the combination of the Transformer to encode local information and the Universal Transformer to combine global information will bring the model enough memorization as well as the ability of generalization.

We use depth-wise separable convolution on top of the Transformer model in the Input Encoding layer and as the transition function in the Universal Transformer in Multihop Reasoning layer. The main reason is that depthwise separable convolutions reduce the number of parameters and computation used in convolutional operations while increasing representational efficiency. We observed a better performance compared to the case of using a fully connected feed-forward network instead of depthwise separable convolution while it has a lower number of trainable parameters.

### 4 EXPERIMENTAL SETUP

#### 4.1 Datasets

We have conducted experiments on two publicly available open-domain question answering datasets: SearchQA [15] and Quasar-T [14]. In both of these datasets, candidate documents (passages) for each question have already been retrieved using a search engine and we do not add any extra documents to these result sets. On both datasets, the human performance is evaluated in a setup where the human subjects try to find the answers to the given question from the same documents retrieved by the IR model.

#### 4.1.1 SearchQA

SearchQA1 is a dataset of 140k question-answer pairs crawled from J! Archive, and augmented with text snippets retrieved using the Google search engine. For each question-answer pair, on average, about 50 web page snippets have been collected. In our experiments, we do not use the additional meta-data in the dataset like the snippet’s URL.

#### 4.1.2 Quasar-T

Quasar-T2 consists of 43k open-domain trivia questions and their answers obtained from various internet sources. The set of candidate documents for each question is retrieved using “Lucene” from the ClueWeb09 corpus as the background corpus. In this dataset, for each question-answer pair, a set of 100 unique passages were collected as candidate documents.

#### 4.2 Model configuration and experimental setup

We use WordPiece embeddings [38] with a 32k token vocabulary. In both Input Encoder and Output Decoder layers, we use a stack of 6 Transformer blocks with $\text{hidden\_size} = 512$, $\text{num\_attention\_heads} = 8$, and $\text{batch\_size} = 2,048$. The rest of the hyper-parameters are set to the default values of the Transformer model. In the Multihop

---

1. https://github.com/nyu-dl/SearchQA
2. https://github.com/bdhingra/quasar

---

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#train</th>
<th>#dev</th>
<th>#test</th>
</tr>
</thead>
<tbody>
<tr>
<td>SearchQA</td>
<td>99,811</td>
<td>13,893</td>
<td>27,247</td>
</tr>
<tr>
<td>Quasar-T</td>
<td>28,496</td>
<td>3,000</td>
<td>3,000</td>
</tr>
</tbody>
</table>
The \textit{Reasoning} layer, we have a Universal Transformer Encoder with \texttt{hidden\_size} $= 512$ and \texttt{num\_attention\_heads} $= 4$. We set the number of recurrent steps in depth to 12. The rest of the hyper-parameters are set to the default values of the Universal Transformer model. We train with batch size of 4,096 tokens. We use Adam with learning rate of $1 \times 10^{-3}$, $\beta_1 = 0.9$, $\beta_2 = 0.98$, $L_2$ weight decay of $1 \times 10^{-4}$, learning rate warmup over the first 16,000 steps, and linear decay of the learning rate. We use a dropout probability of 0.1 on all layers. Since in our model answers are generated using the decoder instead of extracting from the context (detecting spam), to improve the quality of generation, we pretrain all the parameters of the Transformer decoder downstream of the task of language modeling. The embeddings are shared between encoder and decoder, thus the \texttt{Input Embedding} layer also enjoys the pretraining. This helps to improve the performance especially in terms of metrics that consider the exact match of the generated answer with the ground truth. During the training of the model, we use teacher-forcing, i.e., the decoder input is the gold target, shifted to the right by one position which is the usual setup for training autoregressive models [37].

In our experiments, TraCRNet and its variants are trained on 8 P100 GPUs for 800k training steps. For both datasets, a prepared version by Wang et al. [34] is used in our experiments to train and evaluate the TraCRNet as well as all the baselines. The statistics of the datasets are presented in Table 1. As the $C_q$, we consider top-50 top documents for the SearchQA, and top-100 for the Quasar-T. Following previous work on reading comprehension and open-domain question answering [3, 26, 30, 34, 35] as our evaluation metrics we adopt the F1 score, that loosely measures the average overlap between the predicted answer and the ground truth answer, and Exact Match (EM) that measures the percentage of predictions that match one of the ground truth answers exactly.

5 RESULTS AND DISCUSSION

5.1 Baselines

We compare our results with the best reading comprehension and open-domain question answering models as well as research that achieves state-of-the-art on the SearchQA and Quasar-T datasets. To have a true apples-to-apples comparison, we only consider baselines that use no additional resources to solve the task for these datasets. We use the following methods as baselines:

1. BiDAF [29], which is a reading comprehension model with bi-directional attention flow network that uses the concatenation of top-ranked candidate documents as the context.

2. R$^3$ [34], which is a reinforcement learning approach that uses a ranker for selecting the most confident paragraph to train the reading comprehension model.

3. Wang et al. [35]’s model, which learns to re-rank the answers extracted by applying an R$^3$ model on multiple documents based on coverage and strength of each of the documents given the question.

4. Lin et al. [26]’s model, which is the most recent paper achieving state-of-the-art performance on the datasets we use for evaluation. They propose to decompose the process into a document selection to filter out noisy paragraphs, and a paragraph reader to extract the correct answer from the filtered documents. Finally, they aggregate multiple answers to obtain the final answer.

Table 2 presents the results of the baseline models, TraCRNet, and the human performance on both datasets.

5.2 Main results

TraCRNet outperforms all the baselines and achieves a new state-of-the-art (to the best of our knowledge) on the Quasar-T dataset and performs as good as the best performing baseline on the SearchQA dataset. The main advantage of TraCRNet over the baselines is that it makes “full” use of the information of “all” the candidate documents in $C_q$. The models proposed by Lin et al. [26] and Wang et al. [35] are the strongest baselines on these datasets. Although they try to capture evidence from multiple sources by reranking or aggregating answers extracted from different documents, they filter out documents that are less likely to help at the beginning of the process. In this fashion, they lose the chance of using information from documents that are not directly relevant, like documents #12 or/and #66 in Example 1. However, TraCRNet keeps operating on the full set of candidate documents during the whole process and learns to which extent each document contributes to infer the final answer.

In SearchQA, we notice that for most of the questions, the answer can be extracted given a single document and in many cases, no multi-document multihop reasoning is required. Therefore, since TraCRNet \textit{generates} the answer, as opposed to the baseline models that \textit{extract} the answer from context, it gets a lower EM score. However, in terms of F1 score, TraCRNet slightly improves over the best baseline.

5.3 Effect of multihop reasoning

In order to investigate the effect of the \textit{Multihop Reasoning} layer, we handicap TraCRNet by removing this layer and evaluate it in two cases:

1. TraCRNet$^{\text{no-mhr}}$, in which the decoder has access to document-level representations from the encoder, and

2. TraCRNet$^{\text{no-mhr}}$ where pooling operation is removed and the decoder has access to word-level representations from the encoder.

Table 3 presents the results of the model in these situations.

On all measures and datasets, the performance drops when we remove the \textit{Multihop Reasoning} layer. The drop in the performance is larger on the Quasar-T dataset than on the SearchQA dataset. We

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|}
\hline
\textbf{model} & \textbf{SearchQA} & \textbf{Quasar-T} \\
\hline
 & \textbf{EM} & \textbf{F1} & \textbf{EM} & \textbf{F1} \\
\hline
BiDAF [29] & 28.6 & 34.6 & 25.9 & 28.5 \\
R$^3$ [34] & 49.0 & 55.3 & 35.3 & 41.7 \\
Wang et al. [35] & 57.0 & 63.2 & 42.3 & 49.6 \\
Lin et al. [26] & \textbf{58.8} & 64.5 & 42.2 & 49.3 \\
TraCRNet & 52.9 & \textbf{65.1} & \textbf{43.2} & \textbf{54.0} \\
\hline
Human Performance & 43.9 & - & 51.5 & 60.6 \\
\hline
\end{tabular}
\caption{Performance of TraCRNet compared to the baseline models}
\end{table}

\footnote{We use the tool from SQuAD [28] for evaluation.}
noticed that trivia questions in Quasar-T, in many cases, contain clauses that should be considered together with and/or operations to be able to give the correct answer. For instance, to answer the question "What Australian food was discovered by John McAdam," we should consider that "the food is Australian" and "the food is discovered by John McAdam." In this situation, the chance of having multiple documents each containing one of these facts increases. Thus, having multiple supporting documents and the need for reasoning (similar to Example 1) will be the exact point where the advantage of the Multihop Reasoning layer kicks in.

Another observation here is that when we remove the Multihop Reasoning layer, passing word-level embeddings from the encoder to the decoder leads to better EM scores, but not to improved F1 scores. The main reason is that, in this situation, access to the input words from the decoder is more explicit. This helps the model to get closer to answer extraction than pure answer generation.

For the test example that is presented in Figure 1, we observed that all baseline models output "Georges Braque" which is extracted from the document at rank 1. However, unlike all the baselines, TraCRNet returns the correct answer. We looked into the attention distributions in the Multihop Reasoning layer of TraCRNet at different steps (of the employed Universal Transformer with 12 depth-wise recurrent steps). We were able to find a relation between attention distributions and the reasoning steps that are needed to give the correct answer to this question. We illustrate this in Figure 3.

Figure 3 presents the attention distribution over all documents and the question while encoding the document at rank 12 at step 3. TraCRNet has a high level of attention for the document at rank 66 using heads 1 and 4 (blue and red) as well as for the question using head 3 (green) while transforming the document at rank 12. This is in accordance with the fact that the model first needs to update the information encoded in the document at rank 12 with the fact that "Malaga is a city in Spain" from the document at rank 66. Later, at step 7, while encoding the question (Figure 3b), TraCRNet attends over document 12, which has information about "Picasso who is a Spanish artist" (updated in step 3) using heads 1 and 4 and document 3, which contains information about "Picasso as a co-founder of Cubism" using head 2 (green).

5.4 Impact of the number of documents

As we explained before, unlike most of the previous work that filters candidate documents and narrows down the set of documents under consideration to either a single document or a small set of highly relevant documents before applying an answer extractor to them, TraCRNet uses the full set of candidate documents retrieved by the search engine during the entire process of generating the answer. This is of great advantage as our analysis shows that, for
We have proposed TraCRNet, a method for inferring answers to questions in an open-domain question answering setting. TraCRNet is built around the Transformer to both encode long sequences of words and extract the answer from multiple documents which are potentially relevant to the question. TraCRNet empowers the encoder-decoder architecture used for reading comprehension with (1) a powerful multihop reasoning step which can aggregate the information inferred from multiple documents and the question, and (2) the inductive bias of the Universal Transformers which lets the model reason over multiple documents during multiple steps and go beyond understanding single documents. We have shown that TraCRNet has a stronger reasoning power than previous approaches for open-domain question answering and can outperform the state-of-the-art on two publicly available datasets for this task, i.e., SearchQA and Quasar-T.

In general, having more supporting documents associated with questions helps to find high-quality answers [35]. However, adding more documents can lower the performance due to the noise introduced by non-relevant documents. Hence, an effective open-domain question answering system should have a mechanism to handle noise effectively. Our analysis shows that, for some questions, the answer can only be extracted using information from low-ranked documents. However, most of the existing approaches focus on high-ranked documents and either do not consider the documents at lower ranks or even if they consider low-ranked documents, they do not have an effective mechanism to remove noise introduced by them. We showed that TraCRNet can both consider documents at lower ranks and remove noise when necessary. Besides that, multihop reasoning has a very high impact on the performance in the open-domain question answering task. This indicates that to achieve a good performance, it is very important to reason over multiple documents and have an effective approach to aggregate the evidence inferred from them to form the answers of questions, and TraCRNet excels at this.

There are multiple possible directions to extend the work done in this paper. In this research, we assumed that a set of documents from which the answer for a question should be extracted is available and given. The retrieval step can have a great impact on the performance. Here, in this paper, we viewed the retrieval step as a black box and focused on extracting the answer from given documents. In the end, by exploiting the available documents as much as possible TraCRNet outperformed the existing baselines that try to optimize both retrieval and reasoning steps [26, 34, 35]. To achieve even more improvements, it would be interesting to extend TraCRNet to jointly optimize both retrieval and reasoning steps.

Furthermore, we limited TraCRNet’s decoder to attend over hidden states of the encoder at the document-level. An interesting line of future work would be to also let the model have access to the hidden states of the encoder at the token-level during decoding. This can improve the quality of generated answers as the decoder will have more explicit access to the individual tokens in the input.

**Code**

The code for re-running all of the experiments in the paper is available at https://github.com/MostafaDehghani/TraCRNet
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