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Phonology, Semantics, and the Comprehension–Expression Gap in Emerging Lexicons

Stephanie F. Stokes,a Elise de Bree,b Annemarie Kerkhoff,c Mohammad Momenian,a and Tania Zamunerd

Purpose: Children come to understand many words by the end of their 1st year of life, and yet, generally by 12 months, only a few words are said. In this study, we investigated which linguistic factors contribute to this comprehension–expression gap the most. Specifically, we asked the following: Are phonological neighborhood density, semantic neighborhood density, and word frequency (WF) significant predictors of the probability that words known (understood) by children would appear in their spoken lexicons?

Method: Monosyllabic words in the active (understood and said) and passive (understood, not said) lexicons of 201 toddlers were extracted from the Dutch Communicative Development Inventory (Zink & Lejaegere, 2002) parent-completed forms. A generalized linear mixed-effects model was applied to the data.

Results: Phonological neighborhood density and WF were independently and significantly associated with whether or not a known word would be in children’s spoken lexicons, but semantic neighborhood density was not. There were individual differences in the impact of WF on the probability that known words would be said.

Conclusion: The novel findings reported here have 2 major implications. First, they indicate that the comprehension–expression gap exists partly because the phonological distributional properties of words determine how readily words can be phonologically encoded for word production. Second, there are likely subtle and complex individual differences in how and when the statistical properties of the ambient language impact on children’s emerging lexicons that might best be explored via longitudinal sampling of word knowledge and use.

By 12 months of age, the average toddler is reported to understand about 78 words and can gesture toward and locate named objects in his or her environment; however, at the same time, the average child is reported to say only six words (Frank, Braginsky, Yurovsky, & Marchman, 2016; Schneider, Yurovsky, & Frank, 2015). By 18 months of age, the counts increase to 262 words understood and 57 said, and the gap remains. Words occur in a child’s passive lexicon, meaning that they are understood but not said, for some months before they occur in the active lexicon, meaning they are said as well—this has been called an early comprehension–expression gap (Schneider et al., 2015). Why does the comprehension–expression gap exist? Previous work has discussed the role of age-dependent factors such as articulatory control or limited working memory as a mechanism for explaining the lag in production (Majorano, Vihman, & DePaolis, 2014). However, the influence of articulatory control has traditionally been viewed as minor, as children can often imitate avoided structures (Menn & Matthei, 1992). That is, because children can imitate phonological structures that they do not say in spontaneous speech, it does not seem to be the case that articulation control per se explains the lag in production. Word learning—mapping sound to meaning—is a dynamic process that involves encoding and consolidating words in long-term memory (Munro, Baker, McGregor, Docking, & Arculi, 2012). Early on, learning is characterized by sudden starts and stops, with unstable lexical representations (Bloom, 1974). Word learning studies show that comprehension and production of novel
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words (e.g., pih, booma) may fluctuate from week to week (Gershkoff-Stowe & Hahn, 2013). Still, the advantage for comprehension is always found in such “fast mapping” studies. For instance, in Horst and Samuelson’s (2008) study, children recognized word–object pairings after two exposures but were unable to name the objects. Words may first be produced only when cued or prompted, or when the word has been uttered by an adult relatively recently, only gradually progressing to the more demanding stage of free recall (Munro et al., 2012). Generally, while there are multiple verbal and nonverbal cues to guide comprehension, retrieval for production is considered more taxing (Gershkoff-Stowe & Hahn, 2013). The comprehension–expression gap may thus reflect the different processing demands for lexical access (sound-to-meaning mapping) and production (meaning-to-sound mapping), with the latter arguably requiring more detailed phonological representations (Huttenlocher, 1974, cited in Gershkoff-Stowe & Hahn, 2013). Lexical access accounts can also explain why a similar comprehension–expression gap is found in adults, both in second language acquisition and novel word learning studies (e.g., Gershkoff-Stowe & Hahn, 2013). However, as yet, little is known about the exact nature of the factors underlying the (early) comprehension–expression gap.

One pathway to answering the question is to ask whether there are qualitative differences between the words in children’s receptive and expressive lexicons. If so, in what ways? To answer the question, a repository of children’s lexicons would be required, and those lexicons would need to be separated into words that are in the child’s receptive lexicon but are not said (passive lexicon) and words that are in the receptive lexicon and are also said, an expressive lexicon (active lexicon). To illustrate our point, a concrete example may be useful. In the data we report in the current study, on a parent report checklist of child vocabulary, one child had a total receptive lexicon of 305 words and said 139 of them; that is, there were 139 words in his active (expressive) lexicon. This means the child understood 166 words that he did not say—these words would be counted in his passive lexicon. We see then that the terms active and expressive lexicons have the same meaning and will contain the same number of words, but the passive and receptive lexicons are not the same.

To date, we know of only two studies that asked whether there are qualitative differences in the statistical properties of the words that children say and understand (Sahni & Rogers, 2008; Stokes, 2014). The first (Sahni & Rogers, 2008) reported on the statistical properties of words in the receptive and expressive lexicons of children aged 8–30 months. They used lexical norms from the Lex2005 database inventories (Dale & Fenson, 1996) and three sets of words from the MacArthur–Bates Communicative Development Inventories (MBCDI) checklists (Fenson et al., 1993), that is, Infant Knows (8–16 months), Infant Says (8–16 months), and Toddler Says (16–30 months). Then, they assessed the contribution of different variables for both the receptive and expressive lexicon. The first variable was phonological neighborhood density (PND), a measure of the phonological characteristics of words. Specifically, PND refers to the number of words that differ from a target word by a single phoneme (Charles-Luce & Luce, 1990). It should be noted, however, that Sahni and Rogers (2008) adopted a different metric of PND, namely, Joanisse and Seidenberg’s (1999) PND metric of degree of shared binary distinctive features (e.g., voiced/voiceless). Sahni and Rogers also included the input frequency of the words. Finally, they included semantic neighborhood density (SND), the conceptual similarity between words. They reported that PND and input frequency predicted the age of acquisition of words in the expressive lexicon and that SND and input frequency predicted the age of acquisition of words in the receptive lexicon.

The PND effect for expressive lexicons was first reported by Storkel and colleagues (e.g., Storkel, 2001, 2004a) and has since been replicated (Carlson, Sonderegger, & Bane, 2014; Stokes, 2010, 2014; Stokes, Bleses, Basboll, & Lamberty, 2012; Stokes, Kern, & dos Santos, 2012; Storkel, 2009), but the study of Sahni and Rogers (2008) was the first report of an SND effect on children’s receptive lexicons. This result raises the intriguing proposition that, in addition to word frequency, semantics determines which words a child comes to understand, but phonology determines which words are first uttered.

To investigate this proposition, the child’s receptive lexicon must be parsed into those words that are only understood (passive) and those that are understood and said (active). This strategy was used by Stokes (2014), who conducted the second study known to us on differences between the statistical properties of the words that children understand and say compared with the words children understand but do not say. Stokes proposed that the phonological factor of PND was implicated in the comprehension–expression gap. She claimed that, at the outset of word learning, children’s phonological representations are strong enough to allow for the recognition and comprehension of a word but are not strong enough to support the production of the same word. Evidence for this is found in fast mapping tasks where children are asked to identify a newly named novel object from an array of novel objects. Toddlers can find the named novel object from a choice of objects (Stokes & Klee, 2009), and preschool children (ages 3–6 years) can choose the correct novel word form from a choice of novel word forms in an identification task (e.g., dorb, vorb, zinnip; K. R. Gordon et al., 2016) but cannot produce it when asked to recall the label (Munro et al., 2012; Stokes & Klee, 2009). That is, children easily recognized the novel word forms but could not generate them. Stokes (2014) argued that the PND of a word was a strong determining factor as to whether or not those identified novel words were likely to be said. She claimed that words from dense phonological neighborhoods in the ambient input provided multiple opportunities for children to hear recurring phonological strings (consonants and vowels shared among neighbors), far in excess of heard forms for sparse words, allowing children to build more robust phonological representations for dense than sparse words.
The Phonological Density Advantage in Emerging Lexicons

Words from dense neighborhoods are those with many phonological neighbors (i.e., cat, with neighbors such as hat, mat, fat, cut, cap), whereas sparse words have few (i.e., foot). In computational models of language production (J. K. Gordon & Dell, 2001), dense words benefit from increased activation as a function of spreading activation when a member of the neighborhood is activated for word production. J. K. Gordon and Dell described a bidirectional interaction effect whereby phonological density facilitates both lemma and phoneme retrieval. Retrieval of a lemma for production stimulates the activation of phonological neighbors through shared phonemes, which in turn provide feedback that strengthens the phonological representations of both the target lemma and target phonemes. Sparse words have few neighbors and do not have the same extent of facilitated activation. This spreading activation means that saying phonologically dense words is easier (faster naming and fewer errors) than saying phonologically sparse words, as has been reported (Vitevitch, 2002).

This supposition has recently been supported by a computational study (Takáč, Knott, & Stokes, 2017). Takáč et al. (2017) trained a simple recurrent network (SRN) on the phonological form and meaning of 268 monosyllabic English MBCDI (Fenson et al., 1993) words understood by toddlers. The model was also exposed to the phonological forms of 2,320 monosyllabic words without meaning, representing unknown words. Input frequency to the SRN was controlled to match the normal frequency of occurrence of these words in the ambient language (English). Words were coded for PND, biphone frequency within words, word frequency (WF), and word length. The SRN was tested on a word production task in which a word form was generated for each meaning. The learning pattern resembled the variability seen in children, as the first-learned words were dense words (i.e., the SRN was faster at learning words with high PND). Presumably, this occurs in children because of a facilitative neural spreading activation effect for dense words (J. K. Gordon & Dell, 2001).

This computational study reflected the effect of PND seen in actual children’s emerging lexicons. The active lexicons of children younger than 30 months of age contain words of a higher mean PND than their passive lexicons (Stokes, 2014). While children in Stokes’s study understood both phonologically sparser (lower PND) and denser (higher PND) words, denser words were more likely to be said, arguably because these words share recurring phoneme strings with many other words in the ambient language, and sparser words do not. Recurrence of these phoneme strings both in the ambient input and the child’s own productions is believed to either reduce the working memory demands for word production or increase the speed of activation of denser words, or both. In other words, at the same point in development, typically developing children’s passive and active lexicons contain both dense and sparse words but there are more dense words than sparse words in their active lexicons.

Beyond the Density Advantage

Stokes (2014) claimed that it is the phonological density of words that determines whether or not an understood word is said by the child, at least at the stage when a word emerges in speech production. However, this is the only study so far to have examined the difference between active and passive lexicons. (Recall that Sahni & Rogers, 2008, examined the receptive and expressive lexicons, not passive and active lexicons.) Furthermore, Stokes’s study only examined PND as a contributing factor, whereas other linguistic factors are likely to influence the passive and active lexicons as well, suggesting the need for further research. If phonological factors are the strongest in accounting for the comprehension–expression gap, then Stokes’s theory of a phonological encoding gap between knowing and saying a word would be supported. In this study, we assess to what extent two other linguistic factors contribute to the comprehension–expression gap. Factors under examination, in addition to PND, are WF and SND. We did not include the factor of phonotactic probability in our analyses because it has not been identified as a significant predictor of emerging lexicons beyond age, word length, WF, and neighborhood density (Carlson et al., 2014; Maekawa & Storkel, 2006; Zamuner & Thiessen, 2018). Similarly, we did not include word length as a factor because, although we know that words that occur first in spoken lexicons are short, having fewer phonemes than later produced words (e.g., Stokes, Bleses, et al., 2012; Storkel, 2009), word length has been shown to be less important than PND as a predictor of lexical development in toddlers. Storkel (2004b) reported that PND, but not word length in phonemes, was a significant predictor of the age of acquisition of words in children aged 8–30 months, and Stokes, Bleses, et al. (2012) found that PND accounted for 39% of the variance in vocabulary size in Danish-speaking toddlers, with word length contributing 2.2% of additional unique variance accounted for. As word length has not been a significant predictor beyond PND, it is not considered further here.

WF

The frequency of occurrence of a word in the ambient language must be related to the frequency with which the child is exposed to the semantic and phonological properties of that word. A word of low PND, a sparse word, may be highly frequent in the ambient language so that, regardless of low PND, that word may appear in the active lexicon early in lexical development. This question has been addressed previously with respect to MBCDI spoken lexicons, but not passive lexicons (Carlson et al., 2014; Jimenez & Hills, 2017; Stokes, 2014; Stokes, Kern, et al., 2012). In prior studies, more frequent words were learned earlier.

Stokes (2014) has argued that the comprehension–expression gap is most apparent for phonologically sparse words because they have few phonological connections with other words and therefore do not benefit from spreading
neural activation that is apparent for phonologically dense words during activation for production. The claim is that the words in the passive lexicon do not pass easily into the active lexicon because they lack the benefit of spreading neural activation during production attempts. If the lexical characteristic of WF has an impact on the active lexicon, then we would expect that an increase in WF would increase the probability that words would appear in the spoken lexicon. Based on prior research, we claim that dense and more frequent words present many opportunities for the child to retrieve, formulate, and generate frequent onsets and rhymes that are shared among neighbors, and therefore, denser words become active sooner than do sparser words in emerging lexicons. Thus, children will be more likely to say dense words than sparse words. That is, a higher PND should increase the likelihood that a known word will be in the active lexicon. However, the impact of WF has been well established, and it is likely that this variable will also play a role in predicting whether known words are in the active lexicon.

Semantic Density

In addition to phonological and WF cues, semantic factors have also been considered in the search for drivers of early word learning. Semantic density refers to the conceptual similarity between words (Li, Bandar, & McLean, 2003). Calculation of whether or not words are conceptually similar have been variably based on the perceptual similarity of referents (e.g., Howell, Jankowicz, & Becker, 2005, e.g., size, color, texture), corpora collocation (Evert, 2008, e.g., years ago), semantic set size (association norms; e.g., Nelson, McEvoy, & Schreiber, 2004, e.g., when adults hear the word cat they are most likely to say dog), and superordinate category (e.g., toy, food). Recent research on the impact of semantic density in early word production has yielded equivocal results.

Beckage, Aguilar, and Colunga (2015), using Howell et al.’s (2005) perceptual features matrix, reported that PND, rather than SND, played an important role in predicting the age of emergence of children’s spoken words in children aged 16–30 months. Sahni and Rogers (2008), for their study of words known by children aged 8–30 months, also used the Howell et al. framework to calculate SND and reported semantic effects in receptive lexicons, so it is plausible that SND derived from a perceptual feature matrix facilitates the establishment of a passive lexicon. However, in a network analysis of MBCDI noun production norms across time (16–30 months), Hills, Maune, Maouene, Sheya, and Smith (2009) reported that both phonological and semantic connectedness of words in the learning environment (based on the number of phonological neighbors and noun associations, respectively) predicted spoken noun emergence, in conjunction with WF. Importantly, it was adult-derived semantic associations, not perceptual features, that predicted growth in word production.

There has been no comparison of perceptual feature matrices and word association effects for receptive lexicons, meaning that there is no conclusion to be drawn on which measure is the most relevant for studying emerging lexicons. Drawing on Hills et al. (2009), we use association norms (De Deyne, Navarro, & Storms, 2013; De Deyne & Storms, 2008) as our SND metric in the current study. To our knowledge, the word association norms measure is the most detailed measure available of semantic associations in Dutch. These word associations are taken to be the most direct way for accessing semantic knowledge (De Deyne et al., 2013; Nelson et al., 2004), as this is a measure that allows for more flexibility in expressing relationships compared with other measures because of multiple associative responses. Including this measure as our SND metric in the current study arguably provides the best chance of identifying semantic influences on emerging lexicons. In summary, Beckage et al. (2015) and Sahni and Rogers (2008) reported the impact of PND in emerging spoken lexicons, and Hills et al. reported both phonological and semantic effects on emerging spoken lexicons. Therefore, we predict that PND and WF, but not SND, will be significantly associated with the probability that known words will be in the active lexicon.

Establishing the Lexicon From the Communicative Developmental Inventory

Establishing Passive and Active Lexicons: Parent Report

Prior studies of the PND of children’s emerging lexicons have used data collected via linguistic adaptations of the MBCDI (Fenson et al., 1993). Few of the adaptations of the MBCDI Words and Sentences for toddlers, in English or other languages, afford the opportunity to examine the composition of the active and passive lexicons separately. In most toddler versions, parents check off words they have heard their child say, which implies that the child also understands the word. This means that there is no option for the parent to indicate words that their child understands but does not produce. The infant version, Words and Gestures, does make this distinction. Stokes (2014) studied the impact of PND in the active and passive lexicons of children at two ages (18 and 24 months) using a British (Hamilton, Plunkett, & Schafer, 2000) parent checklist of child word knowledge (active and passive) and found that the PND effect was particularly strong at 18 months of age. Studying input and linguistics factors in the active and passive lexicons of children up to 30 months of age affords the opportunity to examine if the density advantage diminishes with time or with increasing lexical development. One toddler version that allows for separation of the active and passive lexicons is the Dutch adaptation—the Nederlandse Communicative Development Inventory (NCDI; Zink & Lejaegere, 2002). This adaptation consists of 702 words that parents code as understands or understands and says, or leaves blank.

While the structure of the NCDI questionnaire provides a way to code for children’s active and passive lexicons, it
also allows us to examine whether patterns of PND reported for English are also found in a previously unexamined language, that is, Dutch. Our prediction was that Dutch would show similar patterns as English, given that both English and Dutch are Germanic languages, with similar syllable structures. We also predicted similar findings in Dutch based on Ziegler and Goswami (2005), who, in a cross-linguistic comparison of the compositions of phonological neighborhoods across English, Dutch, German, and French, reported a higher proportion of rhyme neighbors (hat/cat) than consonant neighbors (hat/hit) and lead neighbors (hat/ham), in all languages. Child Dutch lexicons were also found to be composed of a greater proportion of rhyme neighbors (hat, cat) than consonant or lead neighbors (De Bree, Zamuner, & Wijnen, 2014; also see Marinus, Nation, & de Jong, 2015; Norris & Kinoshita, 2012, for a comparison of PND in English and Dutch).

The Accuracy of Parent Report of Child Knowledge

Using parent checklists of child vocabulary knowledge is not contentious due to questions about the accuracy of parent report (e.g., Houston-Price, Mather, & Sakkalou, 2007). Fenson et al. (1994) reported that parents are reliable in their test–retest estimates of the number of words their child understands (MBCDI infant form) or says (MBCDI infant and toddler forms). Pearson correlations on a test–retest trial on the infant form for word comprehension was $r(135) = .87$, and for word production, it was $r(135) = .95$. They also reported a test–retest Pearson correlation of $r(214) = .96$ for word production for the toddler form.

The test–retest reliability may be weaker in terms of the actual words checked off by parents of children with a language impairment. Yoder, Warren, and Biggar (1997) studied the stability of parent report of the CDI Infant Scale across a 2-week period in a sample of 17 parents of children with developmental delays. Although there was excellent reliability for the overall number of words understood, $r(15) = .93$, item-by-item stability was modest, with Cohen’s kappa ranging from .62 for verbs to .65 for nouns. However, Styles and Plunkett (2009) reported that 35 parents were accurate on which words the child understands on the MBCDI when compared with child behavior on an intermodal preferential looking paradigm to assess word comprehension. Furthermore, they suggested that parents of 18-month-old toddlers “mark as ‘understood’ those items which their infants will be able to identify correctly, with only one presentation, in an unfamiliar environment, in the presence of potentially confusing distracters...it appears that...parents set a high bar for their infants’ ‘understanding of object names’” (p. 907).

This Study

This investigation sought to provide evidence for the theory that the phonological density advantage (Stokes, 2014) is the dominant word-level factor accounting for the comprehension–expression gap in emerging lexicons by including multiple variables in one investigation. This approach furthers the search for a plausible explanation for why the comprehension–expression gap exists. To explore which word characteristics influence the probability that a known word appears in the active lexicon, we asked the following: Are PND, SND, and WF significant predictors of the probability that known words will be in the active lexicon? WF is well established as a predictor of the age of acquisition of words in spoken lexicons, and PND is well established as a predictor of vocabulary size. Here, we expected higher WF and PND to be associated with a higher probability that words would be in the active lexicon.

Method

Participants

The parents of 201 monolingual Dutch-speaking children completed the Dutch adaptation of the MBCDI (NCDI, Words and Sentences; Zink & Lejaegere, 2002). Parents were recruited through the local municipality (Utrecht, the Netherlands). The sample thus consists of an urbanized population. All families, except 12, were residents of this larger municipality. The 12 others also came from the Randstad area, an urbanized part of the Netherlands. We did not record parental education level, as this was not the goal of our research, but the parents involved in the Babylab studies generally have a high level of maternal education (e.g., Kerkhoff, De Bree, de Klerk, & Wijnen, 2013). The children had no known language, hearing, or behavioral disorders according to parent report. The average child age was 26.79 months ($SD = 2.81$), with a range of 23–32 months. There were 92 girls and 109 boys.

The authors declare that, at present and at the time of the study, the Utrecht University endorses the WMA Declaration of Helsinki—Ethical Principles for Medical Research Involving Human Subjects, as well as The Netherlands Code of Conduct for Scientific Practice issued in 2004 (revised in 2012) by the Association of Universities in the Netherlands. No institutional review board approval was obtained as the Utrecht University did not have an ethical assessment committee at the time when the current study was conducted. Ethical approval was granted by the ethics coordinator in the department of the second and third authors (Utrecht University). Parents provided written consent to participate in the study; completed a brief questionnaire about their child’s development, and received feedback on the vocabulary outcomes of their child, if desired (by ticking the box on the form). The results were sent through postal mail, as was a colorful, child-friendly pencil. If the scores of the children showed reason for concern, the NCDI was resent 3 months later to check for prolonged lower scores. In case of prolonged lower scores, parents were advised to consult their general practitioner or a speech therapist.
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1Children and subjects are used interchangeably throughout the text.
Lexicons

The NCDI consists of 702 words that parents code separately as understands or understands and says. Following Storkel’s early groundbreaking research on the effects of PND on early lexicons, (Storkel, 2001), Stokes and colleagues (Stokes, 2010, 2014; Stokes, Blezes, et al., 2012; Stokes, Kern, et al., 2012) established the impact of PND on emerging monosyllabic lexicons in English, French, and Danish. Furthermore, generating cross-linguistic evidence for or against a phonological encoding gap between active and passive lexicons requires that studies use similar methods. The current study extends the range of investigation to include SND and Dutch and therefore replicates the methods employed in prior studies. We restricted our analysis to the 289 monosyllabic nouns, verbs, and adjectives on the NCDI. We acknowledge that imposing this experimental control on word length limits the external validity of the results (Storkel, 2004a), because monosyllabic words cannot reflect a child’s entire lexicon. For each child, the passive lexicon was determined by subtracting the words in the child’s active lexicon (says) from the child’s understands lexicons, leaving only those words that the child understands but does not say (the child’s passive lexicon), yielding two mutually exclusive lists of words in the active or passive lexicon for each child. This was done in case parents checked off the same word on both lists, as “understood” and “understood and says.” If the word was in the child’s “says” inventory, it would not be in the passive lexicon.

(Sub)lexical Characteristics of Words

Values for word per million (WF), PND, and SND were assigned to each of the 289 monosyllabic nouns, verbs, and adjectives on the NCDI. The WF and PND values were extracted from CELEX (Baayen, Piepenbrock, & van Rijn, 1993), and the SND was derived from a Dutch word association metric (De Deyne & Storms, 2008). The analyses used the values for the (sub)lexical variables from adult lexicons, as done in previous studies (e.g., Hills et al., 2009), but note that De Bree et al. (2014) reported high correlations between the CELEX (adult) and van der Weijer (infant-input) corpus (van de Weijer, 1998) for the (sub)lexical characteristics of Dutch words. The PND, SND, and WF values were generated for each of the 289 words.

Data Analysis Plan

We used generalized linear mixed-effects modeling using lme4 package (https://cran.r-project.org/web/packages/lme4/) with R software (R Development CoreTeam, 2008) to analyze the data. (Generalized) linear mixed-effects modeling is a powerful tool that allows researchers to take into account individual differences by modeling random effects in the data, enabling a more comprehensive and reliable presentation of the findings (K. R. Gordon, 2019; Harel & McAllister, 2019).

The practice suggested by Barr, Levy, Scheepers, and Tily (2013) and D. M. Bates, Kliegl, Vasishth, and Baayen (2015) was followed to fit the models. We will explain this practice later in the text. Our dependent variable was binomial (1 vs. 0, where 1 = in the active lexicon and 0 = in the passive lexicon), showing whether a known word belonged to the active or the passive lexicon (parents also indicated words that their child neither understood nor said, and these were marked as unknown and not included in the analysis). The fixed effects were WF, PND, and SND.

Before modeling, we standardized the independent variables using the z-score formula to address scale differences among the variables and avoid model convergence issues. We then checked the variance inflation factor (VIF) for the independent variables in the model. A VIF larger than 5 or 10 is a sign of multicollinearity in the data (Craney & Surles, 2002). All VIFs were below 2, which showed that multicollinearity issues did not exist in the data.

We started with a maximal model (Barr et al., 2013; K. R. Gordon, 2019), which was informed by the design of our study. In this maximal model, we included all fixed variables (WF, PND, SND) and their interaction terms plus random intercepts of items and subjects together with by-subject random slopes for WF, PND, and SND. Having fit the maximal model, we sought the most parsimonious random effects structure for the data (see D. M. Bates et al., 2015, for a discussion on parsimonious mixed models). In order to discover which random effect was not contributing substantially to the model, we did a principal component analysis (PCA; D. M. Bates et al., 2015). Informed by the PCA, we dropped the random effects with the lowest variance one at a time and compared the output with the previous full model using the likelihood ratio test (LRT). If the LRT was significant, we selected the model with the lowest Akaike information criterion. We did this procedure sequentially until we found the most parsimonious random effects structure that best explained the covariance structure of our data.

In the second stage, we determined which of the fixed variables had a significant effect using Satterthwaite approximations (Kuznetsova, Brockhoff, & Christensen, 2017). There are many approaches available to determine which fixed effects could be significant (Baayen, Davidson, & Bates, 2008; Barr et al., 2013; Luke, 2017; Pinheiro & Bates, 2000). The Wald test and the LRT are mostly used since they are less computationally expensive (Luke, 2017). However, the application of LRTs on fixed effects has proved anticonservative (Pinheiro & Bates, 2000). We adopted Satterthwaite approximations to calculate denominator degrees of freedom. This method results in more acceptable Type I error rates when compared with Wald and LRT (Luke, 2017). The R package lmerTest (Kuznetsova et al., 2017) was used.

Results

The children’s mean active lexicon size was 184.92 words ($SD = 78.50$), with a range of 1–289, and the mean
passive lexicon size was 48 words \((SD = 46.49)\), with a range of 0–268.

**Do PND, SND, and WF Significantly Predict the Probability That a Known Word Will Be in the Active Lexicon?**

We followed the exact procedure outlined above. Based on the PCA results and the variance–covariance matrix, we removed those random effects with the lowest variance followed by LRTs. The removal of by-subject SND, \(\chi^2(3) = 2.14, p = .54\), and by-subject PND, \(\chi^2(4) = 7.95, p = .93\), random effects did not have any significant effects on the model. The exclusion of by-subject WF, \(\chi^2(2) = 60.39, p < .001\), however, changed the model fit significantly (see Figure 1 for the variation in WF, PND, and SND slopes among children). The final random effects structure, therefore, included the random intercepts of item and subject, plus the by-subject random slope for WF. By modeling random effects in our data, we took into account the dependency in our data (see Figures 1 and 2). This means the effects we present for our fixed or predictor variables are informed by the covariance structure in our random effects.

The significant by-subject slope for WF means that there are individual differences in the effect of WF. Figure 1 shows the effects of WF, PND, and SND for individual children in the study. This indicates that the effect of WF was more variable \((SD = .21)\) than that of PND or SND across children. Although this effect is not comparable to what we see in the intercepts for subjects and items (intraclass correlation coefficient for subjects = .79, intraclass correlation coefficient for items = .55), it should still be taken into account to give a more reliable interpretation of WF effects. Marginal \(R^2\) (of fixed effects) and conditional \(R^2\) (of fixed and random effects combined) were .012 and .653, which is a clear indication of how modeling random effects could explain more sources of variance in our data (Johnson, 2014; Nakagawa, Johnson, & Schielzeth, 2017).

Within this background of random effects, we examined which variables had independent effects on the probability

---

**Figure 1.** Random slopes for word frequency (A), phonological neighborhood density (B), and semantic neighborhood density (C) across all children. The y-axis represents every individual child on one horizontal line; the x-axis represents log odds, with 0 showing the intercept or midline. Dots are posterior means, and the shading indicates the 95% confidence intervals. The blue lines indicate the children in whom word frequency, phonological neighborhood density, and semantic neighborhood density had higher effects compared with the general effect or intercept, and the red lines indicate those with lower effects or coefficients than the intercept.

---
of a word being in the active lexicon. Of all three variables and their interactions, only WF and PND had substantial effects (see Table 1 for a summary of the mixed model). That is, the higher the WF and PND values, the higher the likelihood of a word being in the active lexicon (see Figure 3). The random slope of WF significantly improved the model fit. This means that the main effect of WF we see in Figure 3 would be slightly different from one child to another ($SD = 0.21$). For example, if we randomly pick two children from the study, we may not see the same exact slope for WF in these two children (Figure 1 shows the WF effect across individual children). However, for PND and SND, the slopes in Figure 1 would be more similar among children, suggesting these variables may be less subject to change because of individual differences.

**Discussion**

Why does the early comprehension–expression gap exist? Why do toddlers understand (know) more words?

![Figure 2](image-url)  
**Figure 2.** Random intercepts for individual children (A) and items (B). The x-axis in both A and B represents log odds, with 0 being the intercept or midline. In A, the y-axis represents children; in B, the y-axis represents items. Dots are posterior means, and the shading indicates 95% confidence intervals. In A, the blue and red lines indicate the children with larger and smaller active lexicons than the average, respectively. In B, the blue and red lines indicate the words that appeared more and less in the children’s active lexicon on average, respectively.

<table>
<thead>
<tr>
<th>Variable</th>
<th>SE</th>
<th>Estimate</th>
<th>z</th>
<th>p</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.22</td>
<td>2.02</td>
<td>9.17</td>
<td>.001</td>
<td>[1.59, 2.46]</td>
</tr>
<tr>
<td>WF</td>
<td>0.10</td>
<td>0.29</td>
<td>2.95</td>
<td>.003</td>
<td>[0.09, 0.49]</td>
</tr>
<tr>
<td>PND</td>
<td>0.09</td>
<td>0.27</td>
<td>2.77</td>
<td>.005</td>
<td>[0.07, 0.46]</td>
</tr>
<tr>
<td>SND</td>
<td>0.09</td>
<td>-0.04</td>
<td>-0.43</td>
<td>.66</td>
<td>[-0.23, 0.15]</td>
</tr>
<tr>
<td>WF:PND</td>
<td>0.09</td>
<td>0.09</td>
<td>1.03</td>
<td>.30</td>
<td>[-0.08, 0.28]</td>
</tr>
<tr>
<td>WF:SND</td>
<td>0.10</td>
<td>-0.15</td>
<td>-1.42</td>
<td>.15</td>
<td>[-0.37, 0.05]</td>
</tr>
<tr>
<td>PND:SND</td>
<td>0.08</td>
<td>-0.05</td>
<td>-0.62</td>
<td>.53</td>
<td>[-0.22, 0.11]</td>
</tr>
<tr>
<td>WF:PND:SND</td>
<td>0.10</td>
<td>0.02</td>
<td>0.27</td>
<td>.78</td>
<td>[-0.17, 0.23]</td>
</tr>
<tr>
<td><strong>Random effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item (intercept)</td>
<td>2.63</td>
<td>1.62</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject (intercept)</td>
<td>7.79</td>
<td>2.79</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject: WF (slope)</td>
<td>0.04</td>
<td>0.21</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 1.** Summary of the mixed-effects model for the fixed effects of WF, PND, and SND; their interactions; and the random effects of subject and item.

*Note.* WF = word frequency; PND = phonological neighborhood density; SND = semantic neighborhood density; CI = confidence interval.
than they say? Are there distributional properties of words that determine whether or not a known word is said? By separating the active and passive lexicons, we were able to explore whether the phonological, semantic, and frequency properties of known words may partly determine whether or not those words are said. We hypothesized that PND and WF would be significant predictors of known words being said and SND would not. Our hypothesis was confirmed because, while WF and PND had significant effects in the model, SND did not. The higher the PND and WF value of words, the higher the probability that words would be spoken. This confirms that, while the child knows words from denser and sparser networks of the ambient language and less and more frequent words, he or she is more likely to say denser and more frequent words.

The finding of a robust PND effect supports our theory that words in children’s active lexicons words come from phonologically denser portions of the ambient language—the learning environment (Coady & Aslin, 2003)—a learning mechanism named preferential attachment by Hills et al. (2009). Children at the earliest stages of establishing an active lexicon say denser words rather than sparser words, regardless of whether or not these children know sparser and denser words.

The question is why children say denser words even if they understand both sparser and denser words. There is evidence that denser words benefit from increased neural activation as a function of spreading activation (J. K. Gordon & Dell, 2001; Vitevitch, 2002). This would mean that the phonological encoding (assembly) of denser words for production is faster and easier than the assembly of word forms for sparser words. This has been demonstrated many times in naming studies with adults and in some work with older children. Takáč et al. (2017) demonstrated that a computational model is better able to predict the strings of phonemes that co-occur in denser than sparser words. Word assembly for spoken production can be construed as a predictive task where denser words are easier to assemble than sparser words because more frequently encountered word-level phoneme strings become more predictable. This occurs implicitly in word learning as a function of the statistical properties of words in the ambient language. It seems then that the comprehension—expression gap may in part be due to the child assembling...
some word forms more readily than others for motor production, as a function of implicit learning.

The WF effect on word learning has been well documented, as has individual differences in the effect of WF on word processing in adults (Brysbaert, Mandera, & Keuleers, 2018). However, the individual differences in the WF effect on whether or not children say known words are novel findings. In the types of data sets we are analyzing, there may be a more complex interaction between WF and PND, or it may be the case that, for individual children, there is a complex relationship between PND and WF. For example, for some children, dense words may be said over sparse words regardless of WF or only in frequent words (Storkel, 2004a), or there could be a complex relationship between WF, PND, lexicon size, and learning over time. Further research is required that systematically tests these relationships in longitudinal studies.

As expected, SND was not a significant predictor of the probability that known words would appear in the active lexicon. Simply put, at this stage of vocabulary acquisition, SND was not an important factor in whether or not a known word was likely to be said. Sahni and Rogers (2008) reported an SND effect in receptive lexicons, but the receptive lexicon in their study included words that were understood and said as well as words that were understood and not said. Parsing the receptive lexicon into active and passive lexicons has allowed us to demonstrate for the first time that, while PND and WF had an impact on whether or not known words are in the active lexicon, SND did not. There are two plausible explanations. The first is that demonstrating an impact of SND may be dictated by the way in which SND is conceptualized and the values for words are calculated. We return to this issue in the section on study limitations. The second is that the impact of PND, SND, and WF may shift as a function of increasing language development (Storkel, 2009).

Implications for Lexical Acquisition by Typical and Atypical Developers

Our theory is that the early comprehension–expression gap is not only due to the memory processing demands for lexical access; it may also reflect phonological factors. Although a child can come to understand words regardless of their phonological structure, saying a word requires a stronger phonological representation for that word. We have witnessed the impact of PND most profoundly in the lexicons of children who are slower at learning to talk than their same-aged peers, often referred to as late talkers (Stokes, 2010, 2014; Stokes, Bleses, et al., 2012; Stokes, Kern, et al., 2012). Frank et al. (2016) reported that, by 12 months, 50% of American English–speaking infants understand 78 words and say six words. If a toddler’s passive lexicon contains at least 78 words, then one might expect that he or she is starting to talk. MBCDI norms from the WordBank website (Frank et al., 2016) are useful for comparing a child’s lexicon size with his or her peers’ lexicons. Children whose spoken lexicon size is at or below the 10th percentile for their age on the MBCDI can be identified as late talkers. Late talkers tend to say words of high PND, regardless of the language studied. Forty percent of these children who have few words at 2 years of age continue to have a language delay by 4 years of age (Dale, Price, Bishop, & Plomin, 2003). Increasing children’s spoken lexicons may be achieved by early language intervention that focuses on increased input frequency and the phonological properties of words, while taking word meaning into account. This is achieved by identifying the MBCDI words that the child understands but does not say (words in the passive lexicon) and selecting words of higher PND for therapy sessions to expand the child’s spoken lexicon. Vocabulary intervention to stimulate the production of words (e.g., modeled after Alt, Meyers, Oglivie, Nicholas, & Arizmendi, 2014) should apply the principles of implicit learning, by manipulating input variability, input dose, and phonological density of treatment words. A follow-up review of the child’s progress might indicate that further language intervention is required to ensure that the child increases the size of the active lexicon by beginning to develop phonological networks of sparser words.

Study Limitations

We identified four possible limitations. The first limitation is that we relied on parental report of a list of words and have not tested the accuracy of children’s word productions. While the MBCDI is the instrument most often used in this type of research, this leads to a certain number of risks. One relates to the questionnaire: The list of words that is presented in the questionnaire is not exhaustive (Fenson et al., 1994). Furthermore, as noted above, we did not ask parents what they intended when they completed the questionnaire, so we cannot be sure that parents distinguished between spontaneous speech and imitations (E. Bates, Dale, & Thal, 1995). Another risk relates to those filling in the questionnaire: Parents or caretakers could under- or overreport on their children’s (language) skills (Feldman et al., 2000; Houston-Price et al., 2007), which may be more of a risk for language comprehension than for production (Feldman et al., 2000; Westerlund & Sundelin, 2000). As noted earlier, reliability of parental scoring of individual words may be unstable (Yoder, Warren, & Biggar, 1997); however, other research has suggested that parent scoring of word comprehension is accurate at the item level (Styles & Plunkett, 2009). Well-designed experiments are required to shed more light on this issue.

Additionally, reliability is stronger for the MBCDI toddler version (ages 16–30 months) than the infant version (ages 8–16 months). We have reported on data using the toddler version, for which reliability and validity have been reported in different studies, both for production (Feldman et al., 2005; Law & Roy, 2008; Simonsen, Kristoffersen, Bleses, Weihberg, & Jørgensen, 2014; Trudeau & Sutton, 2011) and comprehension (Simonsen et al., 2014). Note too that the Dutch CDI has been normed (Zink & Lejaegere, 2011) and comprehension (Simonsen et al., 2014).
Viersen et al., 2017). We take the NCDI to be a reliable and useful measure of vocabulary size. Nonetheless, further empirical evidence and replication of existing findings of the validity of parent report at an item level would be valuable.

Reliance on this parental report measure also means that readers may be concerned that we did not test whether children’s accuracy of spoken words, in addition to (sub) lexical characteristics, influences which words are in early spoken vocabularies. Some recent work has looked at questions related to this. Kehoe, Patrucco-Nachen, Friend, and Zesiger (2018) examined the phonological and lexical characteristics of 40 French-speaking toddlers’ lexicons using the French version of the MBCDI: L’Inventaire Français du Développement Communicatif (Kern & Gayraud, 2010). The children were 29 months old on average. The authors included measures of children’s speech production accuracy in a spontaneous speech task. Their findings were consistent with our study: There was a relationship between PND and children’s active vocabulary size, with PND accounting for 57% of the variance in vocabulary size. They also found a significant relationship between their measure of children’s speech production accuracy (percentage of consonants correct) and vocabulary size, \( r(38) = .62 \), but this effect disappeared when the effect of PND was entered into a regression analysis. One other measure of phonological development, the number of consonants in children’s syllable-initial phonetic inventories, contributed an additional 8% of variance to the model once PND had been counted for. We can conclude that, while children’s phonological development may play a role in lexical development, PND is a stronger factor.

Furthermore, Zamuner and Thiessen (2018) evaluated a variety of factors that could influence the likelihood that five English-speaking toddlers will imitate a new word. Words that were shorter in length and from denser neighborhoods were more likely to be spontaneously imitated. Additionally, words that contained sounds that the child has previously produced accurately were imitated more often.

A second limitation is that we only studied the predictors of monosyllabic words. This experimental control allowed for comparisons with previous studies and replication of findings across languages. However, limiting analyses to monosyllabic words may affect the external validity of the results. Future work should also include multisyllabic words, which typically have fewer phonological neighbors. The effect of neighborhood density on the full-size lexicon might therefore be smaller, and other lexical factors (such as word length) may play a role.

Perhaps the most significant limitation is that the data provided a snapshot of a child’s passive and active lexicons at one time point. Longitudinal MBCDI data are required to confirm our theory that PND is the driver of which words first transition from passive to active lexicons because of the ease of phonological encoding of denser words. Examination of longitudinal language samples would also provide confirmatory evidence of child word production (e.g., van Viersen et al., 2017) and would allow for measurement of the phonetic accuracy of spoken words. It is possible that the size and composition of a child’s phonetic inventory also predicts whether or not a known word is said.

Fourth, there are different measures for SND, and these should be compared in an analysis similar to that conducted here. In addition, there are other factors—apart from semantic density—that may influence early word learning. For instance, nouns are usually acquired before verbs, which may reflect their higher imageability and concreteness (McDonough, Song, Hirsh-Pasek, Golinkoff, & Lannon, 2011). The earliest verbs tend to involve specific regions of the body, which can be explained in embodiment theory (Maouene, Hidaka, & Smith, 2008). Future word learning studies could compare all SND metrics as predictors of the probability of a known word being said and may consider manipulating other semantic factors to further assess whether they play a role in the comprehension–expression gap. For instance, word grammatical categories should be examined separately (e.g., Kern & dos Santos, 2018).

Conclusion

In conclusion, we have demonstrated that, when only the distributional characteristics of words are considered, the comprehension–expression gap may partly be accounted for by the phonological and WF characteristics of words, providing support for Stokes’s hypothesis of a phonological density advantage for spoken words. Importantly PND operated similarly across children in this sample while there were individual differences in the impact of WF. There are three major innovations in the current report: (a) the measurement of the passive lexicon, not only the active lexicon; (b) the incorporation of SND as a possible predictor of whether or not a known word is said; and (c) the analysis of Dutch. The main contribution to our existing knowledge is that a phonological encoding gap may be a primary linguistic factor that accounts for the comprehension–expression gap in early word learning, over and above a semantic factor and independent of WF.
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