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1. INTRODUCTION

Relevance Feedback (RF) is a common approach for enriching queries, given a set of explicitly or implicitly judged documents to improve the performance of the retrieval. Although it has been shown that on average, the overall performance of retrieval will be improved after relevance feedback, for some topics, employing some relevant documents may decrease the average precision of the initial run. This is mostly because the feedback document is partially relevant and contains off-topic terms which add them to the query as expansion terms resulting in loosing the retrieval performance. These relevant documents that hurt the performance of retrieval after feedback are called “poison pills” [2, 3]. In this paper, we discuss the effect of poison pills on the relevance feedback and present significant words language models (SWLM) as an approach for estimating feedback model to tackle this problem.

Significant words language models are family of models [1, 3] aiming to estimate models for a set of documents so that all, and only, the significant shared terms are captured in the models. This makes these models to be not only distinctive, but also supported by all the documents in the set. To do so, SWLM assumes that terms in the each document in the set are drawn from mixture of three models:

1. General model, representative of common observation,
2. Specific model, representative of partial observation, and
3. Significant Words model, latent model representing the significant characteristics of the whole set. Then, it tries to extract the significant words model.

2. POISON PILLS AND ANTIDOTES

We investigated the effect of poison pills on relevance feedback. To do so, for each topic with more than ten relevant documents, we add them one by one, based on their ranking in the initial run, to the feedback set and keep the track of the change in the performance of the feedback run after adding each relevant document to the feedback set compared to the feedback run without its presence.

To evaluate the robustness of different systems against bad relevant documents, we define a variant of Robustness Index (RI) to be applicable in the document level instead of topic level. For a set of relevant documents, \(D_r\), the RI measure is defined as:

\[
RI(D_r) = N_h^r - N_v^r / |D_r|,
\]

where \(N_h^r\) and \(N_v^r\) denote number of helpful and harmful relevant documents, respectively. \(|D_r|\) is total number of relevant documents. Higher values of \(RI(D_r)\) means more robustness. Table 1 presents the \(RI(D_r)\) of different systems on different datasets. As can be seen, SWLM is strongly robust against the effect of bad relevant documents in all datasets.

Employing SWLM enables the feedback system to control the contribution of feedback documents and prevents their specific or general terms affect the feedback model. Figure 1 shows how using SWLM empowers the feedback system to deal with the poison pills.

3. CONCLUSIONS

So, SWLM inoculates the feedback model against poison pills by automatically determining whether adding a specific relevant document to the feedback set hurts the retrieval performance for a specific topic or not and controls its effect in the feedback model.
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