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Abstract The production cross-sections for $W^{\pm}$ and $Z$ bosons are measured using ATLAS data corresponding to an integrated luminosity of 4.0 pb$^{-1}$ collected at a centre-of-mass energy $\sqrt{s} = 2.76$ TeV. The decay channels $W \rightarrow \ell\nu$ and $Z \rightarrow \ell\ell$ are used, where $\ell$ can be an electron or a muon. The cross-sections are presented for a fiducial region defined by the detector acceptance and are also extrapolated to the full phase space for the total inclusive production cross-section. The combined (average) total inclusive cross-sections for the electron and muon channels are:

$\sigma_{W^+\rightarrow \ell\nu}^{\text{tot}} = 2312 \pm 26$ (stat.) $\pm 27$ (syst.) $\pm 72$ (lumi.) $\pm 30$ (extr.) pb,

$\sigma_{W^-\rightarrow \ell\nu}^{\text{tot}} = 1399 \pm 21$ (stat.) $\pm 17$ (syst.) $\pm 43$ (lumi.) $\pm 21$ (extr.) pb,

$\sigma_{Z\rightarrow \ell\ell}^{\text{tot}} = 323.4 \pm 9.8$ (stat.) $\pm 5.0$ (syst.) $\pm 10.0$ (lumi.) $\pm 5.5$ (extr.) pb.

Measured ratios and asymmetries constructed using these cross-sections are also presented. These observables benefit from full or partial cancellation of many systematic uncertainties that are correlated between the different measurements.
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1 In this paper it is implicit that $Z$ boson refers to $Z/\gamma^*$ bosons.
a defined fiducial region, and also extrapolated to the total cross-section.

Previous measurements of the \(W\)-boson and \(Z\)-boson production cross-sections in \(pp\) collisions at \(\sqrt{s} = 5.02\) TeV [9], 7 TeV [10–14], 8 TeV [15–19] and 13 TeV [20–22], and by the PHENIX and STAR Collaborations at the RHIC at \(\sqrt{s} = 500\) GeV [23,24] and 510 GeV [25]. This is the first measurement at 2.76 TeV. Other measurements of these processes were performed in \(p\bar{p}\) collisions at \(\sqrt{s} = 1.8\) TeV and 1.96 TeV by the CDF [26–30] and D0 [31] Collaborations, and at \(\sqrt{s} = 546\) GeV and 630 GeV by the UA1 [32] and UA2 [33] Collaborations.

2 ATLAS detector

The ATLAS detector [34] at the LHC covers nearly the entire solid angle around the collision point. It consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic (EM) and hadronic calorimeters, and a muon spectrometer (MS) incorporating three large superconducting toroid magnets. The inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides charged-particle tracking in the pseudorapidity range \(|\eta| < 2.5\).

The high-granularity silicon pixel detector covers the vertex region and typically provides three measurements per track. It is followed by the silicon microstrip tracker, which usually provides eight measurements from eight strip layers. These silicon detectors are complemented by the transition radiation tracker (TRT), which enables radially extended track reconstruction up to \(|\eta| = 2.0\). The TRT also provides electron identification information based on the fraction of hits (typically 30 in total) above a higher energy-deposit threshold associated with the presence of transition radiation.

The calorimeter system covers the pseudorapidity range \(|\eta| < 4.9\). Within the region \(|\eta| < 3.2\), EM calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr) sampling calorimeters, with an additional thin LAr presampler covering \(|\eta| < 1.8\) that is used to correct for energy loss in material upstream of the calorimeters. Hadronic calorimetry in this region is provided by the steel/scintillator-tile calorimeter, segmented into three barrel structures with \(|\eta| < 1.7\), and two copper/LAr hadronic endcap calorimeters. The solid angle coverage is completed with forward copper/LAr and tungsten/LAr calorimeter modules optimised for EM and hadronic measurements, respectively.

The muon spectrometer comprises separate trigger and high-precision tracking chambers measuring the deflection of muons in a magnetic field generated by superconducting air-core toroids. The precision chamber system covers the region \(|\eta| < 2.7\) with three layers of monitored drift tubes, complemented by cathode strip chambers in the forward region, where the backgrounds are highest. The muon trigger system covers the range \(|\eta| < 2.4\) with resistive plate chambers in the barrel and thin gap chambers in the endcap regions.

The ATLAS detector selected events using a three-level trigger system [35]. The first-level trigger is implemented in hardware and used a subset of detector information to reduce the event rate to a design value of at most 75 kHz. This was followed by two software-based triggers that together reduced the event rate to about 200 Hz.

3 Data and simulation samples

The data used in this measurement were collected in February 2013 during a period when proton beams at the LHC were collided at a centre-of-mass energy of 2.76 TeV. During this running period a typical value of the instantaneous luminosity was \(1 \times 10^{32}\) cm\(^{-2}\) s\(^{-1}\), significantly lower than in 7, 8 and 13 TeV data-taking conditions. The typical value of the mean number of collisions per proton bunch crossing (pile-up) was 0.3. Only data from stable collisions when the ATLAS detector was fully operational are used, yielding a data sample corresponding to an integrated luminosity of 4.0 pb\(^{-1}\).

Samples of Monte Carlo (MC) simulated events are used to estimate the signals from \(W\)-boson and \(Z\)-boson production, and the backgrounds containing prompt leptons: electroweak-diboson production and top-quark pair (\(tt\)) production. Background contributions arising from multijet events that do not contain prompt leptons are estimated directly from data, with simulated events used to cross-check these estimations in the muon channel.

Production of single \(W\) and \(Z\) bosons was simulated using POWHEG-BOX v1 r1556 [36–39]. The parton showering was performed using PYTHIA 8.17 [40]. The PDF set used for the simulation was CT10 [41], and the parton shower parameter values were those of the AU2 tune [42]. Additional quantum electrodynamics (QED) emissions from electroweak (EW) vertices and charged leptons were simulated using PHOTOS++ v3.52 [43]. Additional samples of simulated \(W\)-boson events generated with SHERPA 2.1 [44] are used to estimate uncertainties arising from the choice of event generator.
model. In these SHERPA samples, simulation of W-boson production in association with up to two additional partons was performed at next-to-leading order (NLO) in QCD while production of W bosons in association with three or four additional partons was performed at leading order (LO) in QCD. The sample cross-sections were normalised to next-to-next-to-leading-order (NNLO) QCD predictions for the total cross-sections described in Sect. 8.

POWHEG-BOX v1 r2330 was used to generate \( t\bar{t} \) samples [45]. These samples had parton showering performed using PYTHIA 6.428 [46] with parameters corresponding to the Perugia2011C tune [47]. The CT10 PDF set was used. Additional QED final-state radiative corrections were applied using PHOTOS++ [49]. Single production of top quarks is a negligible contribution to this analysis, compared with \( t\bar{t} \) production, so no such samples were generated.

Production of two massive electroweak bosons (WW, ZZ, WZ) was simulated using HERWIG 6.5 [49], with multiparton interactions modelled using JIMMY 4.13 [50]. The CTEQ6L1 PDF set [51] and AUET2 tune [52] were used for these samples.

Multijet production containing heavy-flavour final states, arising from the production of \( bb \) or \( cc \) pairs, were simulated using PYTHIA 8.186. The CTEQ6L1 PDF set and AU2 tune were used. Events were required to contain an electron or muon with transverse momentum \( p_T > 20 \) GeV and \( |\eta| < 2.4 \). The detector response to generated events was simulated by passing the events through a model of the ATLAS detector [53] based on GEANT4 [54]. Additional minimum-bias events generated using PYTHIA 8.17 and the A2 set of tuned parameters, were overlaid in such a way that the distribution of \( \langle \mu \rangle \) for simulated events reproduced that in the real data. The resulting events were then passed through the same reconstruction software as the real data.

The simulated samples used for the baseline analysis are summarised in Table 1, which shows the generator used for each process together with the order in QCD at which they were generated.

### 4 Event selection

This section describes the selection of events consistent with the production of W bosons or Z bosons. The W-boson selection requires events to contain a single charged lepton and large missing transverse momentum. The Z-boson selection requires events to contain two charged leptons with opposite charge and the same flavour.

Events were selected by triggers that required at least one charged electron (muon) with \( p_T > 15 \) GeV (10 GeV). These thresholds yield an event sample with a uniform efficiency as a function of the \( E_T \) and \( p_T \) requirements used subsequently to select the final event sample. The hard-scatter vertex, defined as the vertex with highest sum of squared track transverse momenta (for tracks with \( p_T > 400 \) MeV), is required to have at least three associated tracks.

Electrons are reconstructed from clusters of energy in the EM calorimeter that are matched to a track reconstructed in the ID. The electron is required to have \( p_T > 20 \) GeV and \( |\eta| < 2.4 \) (excluding the transition region between barrel and endcap calorimeters of \( 1.37 < |\eta| < 1.52 \)). Each electron must satisfy a set of identification criteria designed to suppress misidentified photons or jets. Electrons are required to satisfy the medium selection, following the definition provided in Ref. [55]. This includes requirements on the shower shape in the EM calorimeter, the leakage of the shower into the hadronic calorimeter, the number of hits measured along the track in the ID, and the quality of the cluster-track matching. A Gaussian sum filter [56] algorithm is used to re-fit the tracks and improve the estimated electron track parameters. To suppress background from misidentified objects such as jets, the electron is required to be isolated using calorimeter-based criteria. The sum of the transverse energies of clusters lying within a cone of size \( \Delta R = 0.2 \) around the centroid of the electron cluster and excluding the core\(^3\) must be less than 10% of the electron \( p_T \).

Muon candidates are reconstructed by combining tracks reconstructed in the ID with tracks reconstructed in the MS [57]. They are required to have \( p_T > 20 \) GeV and \( |\eta| < 2.4 \). The muon candidates are also required to be isolated, by requiring that the scalar sum of the \( p_T \) of additional tracks within a cone of size \( \Delta R = 0.4 \) around the muon is less than 80% of the muon \( p_T \).

The missing transverse momentum vector [58] \( E_T^{\text{miss}} \) is calculated as the negative vector sum of the transverse momenta of electrons and muons, and of the transverse momentum of the recoil. The magnitude of this vector is denoted by \( E_T^{\text{miss}} \). The recoil vector is obtained by summing the transverse momenta of all clusters of energy measured in the calorimeter, excluding those within \( \Delta R = 0.2 \) of the lepton candidate. The momentum vector of each cluster is determined by the magnitude and coordinates of the energy deposits; the cluster is assumed to be massless. Cluster energies are initially measured assuming that the energy deposition occurs only through EM interactions, and are then corrected for the different calorimeter responses to hadrons and electromagnetically interacting particles, for losses due to dead material, and for energy that is not captured by the clustering process [59]. The definition of the recoil does not make use of reconstructed jets, to avoid threshold effects. The procedure used to calibrate the recoil closely follows

\(^3\) The core of the shower is the contribution within \( \Delta \eta \times \Delta \phi = 0.125 \times 0.175 \) around the cluster barycentre.
that used in the recent ATLAS measurement of the $W$-boson mass [60], first correcting the modelling of the overall recoil in simulation and then applying corrections for residual differences in the recoil response and resolution that are derived from $Z$-boson data and transferred to the $W$-boson sample.

The $W$-boson selection requires events to contain exactly one lepton (electron or muon) candidate and have $E_T^{\text{miss}} > 25$ GeV. The lepton must match a lepton candidate that met the trigger criteria. The transverse mass, $m_T$, of the $W$-boson candidate in the event is calculated using the lepton candidate and $E_T^{\text{miss}}$ according to

$$m_T = \sqrt{2p_T^\ell E_T^{\text{miss}}(1 - \cos(\phi_\ell - \phi_{E_T^{\text{miss}}}))}.$$ 

The transverse mass in $W$-boson production events is expected to exhibit a Jacobian peak around the $W$-boson mass. Thus, requiring that $m_T > 40$ GeV suppresses background processes. After these requirements there are 3914 events in the $W \rightarrow e^+\nu$, 2209 events in the $W \rightarrow e^-\bar{\nu}$ channel, 4365 events in the $W \rightarrow \mu^+\nu$ channel, and 2460 events in the $W \rightarrow \mu^-\bar{\nu}$ channel.

The $Z$-boson selection requires events to contain exactly two lepton candidates with the same flavour and opposite charge. At least one lepton must match a lepton candidate that met the trigger criteria. Background processes are suppressed by requiring that the invariant mass of the lepton pair satisfies $66 < m_{\ell\ell} < 116$ GeV. After these requirements there are 430 events in the $Z \rightarrow e^+e^-$ channel, and 646 events in the $Z \rightarrow \mu^+\mu^-$ channel.

### 5 Background estimation

The background processes that contribute to the sample of events passing the $W$-boson and $Z$-boson selections can be separated into two categories: those estimated from MC simulation and theoretical calculations, and those estimated directly from data. The main backgrounds that contribute to the event sample passing the $W$-boson selection are processes with a $\tau$-lepton decaying into an electron or muon plus neutrinos, leptonic $Z$-boson decays where only one lepton is reconstructed, and multijet processes. The main background contribution to the event sample passing the $Z$-boson selection is production of two massive electroweak bosons.

The backgrounds arising from $W \rightarrow \tau\nu$, $Z \rightarrow \ell^+\ell^-$, diboson production, and $t\bar{t}$ production are estimated from the simulated samples described in Sect. 3. Predictions of the backgrounds to the $W$-boson and $Z$-boson production measurements arising from multijet production suffer from large theoretical uncertainties, and therefore the contribution to this background in the $W$-boson measurement is estimated from data. This is achieved by constructing a shape template for the background using a discriminating variable in a control region and then performing a template fit to the same distribution in the signal region to extract the background contribution. The choice of template variable is motivated by the difference between signal and background and by the available number of events. Previous ATLAS measurements at 7 TeV [10] and 13 TeV [21] found that multijet production makes a background contribution of less than 0.1% for $Z$-boson measurements; this is therefore neglected.

Electron candidates in multijet background events are typically misidentified candidates produced when jets mimic the signature of an electron, for example when a neutral pion and a charged pion overlap in the detector. Additional candidates can arise from "non-prompt" electrons produced when a photon converts, and in decays of heavy-flavour hadrons. To construct a control region for the multijet template, a selection is used that differs from the $W$-boson selection described in Sect. 4 in only two respects: the medium electron identification criteria are inverted (while keeping the looser identification criteria) and the $E_T^{\text{miss}}$ requirement is removed. By construction, this control region is statistically independent of the $W$-boson signal region. A template for the shape of the

<table>
<thead>
<tr>
<th>Process</th>
<th>Generator</th>
<th>Generator QCD precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W \rightarrow \ell\nu$</td>
<td>POWHEG-BOX+PYTHIA 8</td>
<td>NLO</td>
</tr>
<tr>
<td>$Z \rightarrow \ell^+\ell^-$</td>
<td>POWHEG-BOX+PYTHIA 8</td>
<td>NLO</td>
</tr>
<tr>
<td>$W \rightarrow \tau\nu$</td>
<td>POWHEG-BOX+PYTHIA 8</td>
<td>NLO</td>
</tr>
<tr>
<td>$Z \rightarrow \tau^+\tau^-$</td>
<td>POWHEG-BOX+PYTHIA 6</td>
<td>NLO</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>HERWIG</td>
<td>LO</td>
</tr>
<tr>
<td>$WW$</td>
<td>HERWIG</td>
<td>LO</td>
</tr>
<tr>
<td>$ZZ$</td>
<td>HERWIG</td>
<td>LO</td>
</tr>
<tr>
<td>$b\bar{b}$</td>
<td>PYTHIA 8</td>
<td>LO</td>
</tr>
<tr>
<td>$c\bar{c}$</td>
<td>PYTHIA 8</td>
<td>LO</td>
</tr>
</tbody>
</table>

### Table 1 Summary of the baseline simulated samples used
multijet background in the \( E_{T}^{\text{miss}} \) distribution is then obtained from that distribution in the control region after subtraction of expected contributions from the signal and other backgrounds determined using MC samples. The normalisation of the multijet background template in the signal region is extracted by performing a \( \chi^2 \) fit of the \( E_{T}^{\text{miss}} \) distribution (applying all signal criteria except the requirement on \( E_{T}^{\text{miss}} \)) to a sum of the templates for the multijet background, the signal, and all other backgrounds. The normalisation of the signal is allowed to vary freely in the fit as is the multijet background; however, the other backgrounds are only allowed to vary from their expected values by up to 5\%, corresponding to the largest level of variation in predicted electroweak-boson production cross-sections obtained from varying the choice of PDF. The normalisation from this fit can then be used together with the inverted selection to construct multijet background distributions in any other variable that is not correlated with the electron identification criteria.

Muon candidates in multijet background events are typically ‘non-prompt’ muons produced in the decays of hadrons. The multijet background contribution to the \( W \rightarrow \mu \nu \) selection is estimated by using the same method as described for the \( W \rightarrow e \nu \) selection. In this case the control region is defined by inverting the isolation requirement and removing the requirement on \( m_{T} \). The distribution used for the fits is \( m_{T} \).

The overall number of multijet background events is estimated from a fit to the total \( W \)-boson sample. Comparisons between the fitted distributions and data for \( W \rightarrow e \nu \) and \( W \rightarrow \mu \nu \) are shown in Fig. 1. Fits to the separate \( W^{+} \)-boson and \( W^{-} \)-boson samples are used in the evaluation of the systematic uncertainties, as described in Sect. 7. The final estimated multijet contributions are \( 30 \pm 11 \) events for \( W \rightarrow e^{+} \nu \) and \( W \rightarrow e^{-} \nu \) and \( 25 \pm 1.9 \) events for \( W^{+} \rightarrow \mu^{+} \nu \) and \( W^{-} \rightarrow \mu^{-} \nu \). The relative contribution of the multijet events (1\%) is lower than in 13 TeV (4\%) and 7 TeV (3\%) data. This is in agreement with expectations for this lower pile-up running, where the resolution in \( E_{T}^{\text{miss}} \) is improved compared to the higher pile-up running.

### 6 Correction for detector effects

The measurements in this paper are performed within specific fiducial regions and extrapolated to the total \( W \)-boson or \( Z \)-boson phase space. The fiducial regions are defined by the kinematic and geometric selection criteria given in Table 2; in simulations these are applied at the generator level before the emission of QED final-state radiation from the decay lepton(s) (QED Born level).

The fiducial \( W \)-boson/\( Z \)-boson production cross-section is obtained from the number of observed events meeting the selection criteria after background contributions are subtracted, \( A_{W,Z}^{\text{sig}} \), using the following formula:

\[
\sigma_{W,Z}^{\text{fid}} = \frac{N_{W,Z}^{\text{sig}}}{\mathcal{C}_{W,Z} \cdot \mathcal{L}_{\text{int}}},
\]

where \( \mathcal{L}_{\text{int}} \) is the total integrated luminosity of the data samples used for the analysis. The factor \( \mathcal{C}_{W,Z} \) is the ratio of the number of generated events that satisfy the final selection criteria after event reconstruction to the number of generated events within the fiducial region. It includes the efficiency for triggering, reconstruction and identification of \( W, Z \rightarrow \ell \nu, \ell^{+} \ell^{-} \) events falling within the acceptance. The different components of the efficiency are calculated using a mixture of MC simulation and measurements from data.

The total \( W \)-boson and \( Z \)-boson production cross-sections are obtained using the following formula:

\[
\sigma_{W,Z}^{\text{tot}} = \sigma_{W,Z}^{\text{fid}} \times B(W, Z \rightarrow \ell \nu, \ell \ell)
\]

The factor \( B(W, Z \rightarrow \ell \nu, \ell \ell) \) is the per-lepton branching fraction of the vector boson. The factor \( A_{W,Z} \) is the acceptance for \( W/Z \)-boson events being studied. It is defined as the fraction of generated events that satisfy the fiducial requirements. This acceptance is determined using MC signal samples, corrected to the generator QED Born level, and is used to extrapolate the measured cross-section in the fiducial region to the full phase space. The central values of \( A_{W,Z} \) are around 0.6 for these measurements, compared with 0.5 at \( \sqrt{s} = 7 \text{ TeV} \) and 0.4 at \( \sqrt{s} = 13 \text{ TeV} \), so the fiducial region is closer to the full phase space in this measurement than for those at higher centre-of-mass energies. This is due to a combination of higher \( p_{T} \) thresholds for leptons in other measurements, and more-central production of vector bosons at lower \( \sqrt{s} \).

<table>
<thead>
<tr>
<th>( \sqrt{s} )</th>
<th>( A_{W,Z} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 TeV</td>
<td>0.67</td>
</tr>
<tr>
<td>13 TeV</td>
<td>0.75</td>
</tr>
</tbody>
</table>

The values of \( C_{W} \) are approximately 0.67 for the \( W \rightarrow e \nu \) channels and 0.75 for the \( W \rightarrow \mu \nu \) channels. The values of \( C_{Z} \) are 0.55 for the \( Z \rightarrow e^{+}e^{-} \) channel and 0.79 for \( Z \rightarrow \mu^{+}\mu^{-} \). The \( C_{W,Z} \) values are a little higher than for previous measurements at \( \sqrt{s} = 7 \text{ TeV} \) and \( \sqrt{s} = 13 \text{ TeV} \).

### 7 Systematic uncertainties

The systematic uncertainty in the electron reconstruction and identification efficiency is estimated using the tag-and-probe method in 8 TeV data [55,61] and extrapolated to the 2.76 TeV dataset. The extrapolation procedure results in absolute increases of ±2\%, due to uncertainties in the effect of the differing pile-up conditions in 2.76 TeV data relative to the 8 TeV data, as well as a different setting of the noise filtering in the LAr calorimeter of the 2.76 TeV data relative to the 8 TeV data. These uncertainties were estimated using a comparison between 7 TeV and 8 TeV data and MC samples.
after having established that the central values of the efficiencies are the same for different centre-of-mass energies when the same LAr filter settings are used. A similar methodology had been used for internal estimates of the electron efficiency performance at 13 TeV before the start of Run-2 data taking and was found to give a good prediction of the efficiencies in data as well as a conservative estimate of the uncertainties. Transverse-momentum-dependent isolation corrections, calculated with the tag-and-probe method in 2.76 TeV data, are very close to 1, so the systematic uncertainty in the electron isolation requirement is set to the size of the correction itself, that is ±1% for low $p_T$ and ±0.3% for higher $p_T$. The electron energy scale has associated statistical uncertainties and systematic uncertainties arising from a possible bias in the calibration method, the choice of generator, the presampler energy scale, and imperfect knowledge of the material in front of the EM calorimeter [62]. The total energy-scale uncertainty is calculated as the sum in quadrature of these components.

Systematic uncertainties associated with the muon momentum can be divided into three major independent categories: momentum resolution of the MS track, momentum resolution...
of the ID track, and an overall scale uncertainty [57]. The total momentum scale/resolution uncertainty is the sum in quadrature of these components. An \( \eta \)-independent uncertainty of approximately \( \pm 1.1\% \) in the muon trigger efficiency, determined using the tag-and-probe method [57] in 2.76 TeV data, is taken into account. Furthermore, a \( p_T \)- and \( \eta \)-dependent uncertainty in the identification and reconstruction efficiencies of approximately \( \pm 0.3\% \), derived using the tag-and-probe method on 8 TeV data is applied. The uncertainty in the \( p_T \)-dependent isolation correction in the muon channel, calculated with the tag-and-probe method in 2.76 TeV data, is about \( \pm 0.6\% \) for low \( p_T \) and \( \pm 0.5\% \) for higher \( p_T \).

The luminosity uncertainty for the 2.76 TeV data is \( \pm 3.1\% \). This is determined, following the same methodology as was used for the 7 TeV data recorded in 2011 [63], from a calibration of the luminosity scale derived from beam-separation scans performed during the 2.76 TeV operation of the LHC in 2013.

Systematic uncertainties in the \( E_T^{\text{miss}} \) arising from the smearing and bias corrections applied to obtain satisfactory modelling of the recoil [58] affect the \( C_W \) factors in the \( W \rightarrow \ell \nu \) measurement, and are taken into account.

Uncertainties arising from the choice of PDF set are evaluated using the error sets of the initial CT10 PDF set (at 90\% confidence level (CL)) and from comparison with the results obtained using the central PDF sets from ABKM09 [64], NNPDF23 [65], and ATLAS-epWZ12 [66]. The effect of this uncertainty on \( A_{W^+} \) (\( A_{W^-} \)) is estimated to be \( \pm 1.0\% \) (1.2\%), and the effect on \( A_Z \) is estimated to be \( \pm 1.4\% \). The effect on \( C_{W,Z} \) is between \( \pm 0.05\% \) and \( \pm 0.4\% \) depending on the channel.

A summary of the systematic uncertainties in the \( C_{W,Z} \) factors is shown in Table 3. The muon trigger, and electron reconstruction and identification uncertainties are dominant.

Uncertainties arising from the choice of event generator and parton shower models are estimated by comparing results obtained when using SHERPA 2.1 signal samples instead of the (nominal) POWHEG-BOX+PYTHIA 8. The effect of this uncertainty on \( A_{W,Z} \) is estimated to be \( \pm 0.9\% \).

The systematic uncertainty in the multijet background estimation can be divided into several components: the normalisation uncertainty from the \( \chi^2 \) fit, the uncertainty in the modelling of electroweak processes by simulated samples in the fitted region, uncertainty from fit bias due to binning choice, and uncertainty from template shape. The scale normalisation uncertainty from the \( \chi^2 \) fit is approximately \( \pm 13\% \) for the \( W \rightarrow e\nu \) channel. This uncertainty is neglected in the \( W \rightarrow \mu\nu \) channel where the template bias is dominant.

The mismodelling uncertainty is estimated by comparison of the fit results for \( \ell^+ \) and \( \ell^- \), and for the combined \( \ell^\pm \) candidates. The central value used is 0.5\% with the uncertainties \( N^+ - 0.5N^\pm \) and \( N^- - 0.5N^\pm \), where \( N^+ \) is the fitted number of \( \ell^+ \) background events, \( N^- \) is the fitted number of \( \ell^- \) and \( N^\pm \) is the fitted total number of \( \ell^\pm \) background events. In the \( W \rightarrow e\nu \) channel this leads to an uncertainty of \( \pm 28\% \) in the multijet background. In the \( W \rightarrow \mu\nu \) channel the multijet template normalisation is derived from the fit in the small-\( m_T \) region, where electroweak contributions are negligible and there are many data events, and this source of systematic error is found to be negligible. The fit-bias uncertainty arising from the choice of bin width is estimated by repeating the fit with different binnings. This component is negligible in the \( W \rightarrow \mu\nu \) case and \( \pm 15\% \) in the \( W \rightarrow e\nu \) case. The uncertainty due to a potential bias from template choice is estimated by employing different template selections. For the \( W \rightarrow e\nu \) channel, different inverted-isolation criteria were investigated. The overall differences are considered negligible. For the \( W \rightarrow \mu\nu \) channel, template vari-

### Table 3 Relative systematic uncertainties (%) in the correction factors \( C_{W,Z} \) in different channels

<table>
<thead>
<tr>
<th>( \delta C/C , (%) )</th>
<th>( W^+ \rightarrow e^+\nu )</th>
<th>( W^- \rightarrow e^-\nu )</th>
<th>( Z \rightarrow e^+e^- )</th>
<th>( W^\pm \rightarrow \mu^\pm\nu )</th>
<th>( W^- \rightarrow \mu^-\nu )</th>
<th>( Z \rightarrow \mu^+\mu^- )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lepton trigger</td>
<td>0.14</td>
<td>0.13</td>
<td>&lt; 0.01</td>
<td>1.07</td>
<td>1.07</td>
<td>0.03</td>
</tr>
<tr>
<td>Lepton reconstr. and ident.</td>
<td>2.31</td>
<td>2.33</td>
<td>4.55</td>
<td>0.30</td>
<td>0.32</td>
<td>0.62</td>
</tr>
<tr>
<td>Lepton isolation</td>
<td>0.71</td>
<td>0.71</td>
<td>1.41</td>
<td>0.51</td>
<td>0.51</td>
<td>1.01</td>
</tr>
<tr>
<td>Lepton scale and resolution</td>
<td>0.44</td>
<td>0.43</td>
<td>0.34</td>
<td>0.05</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>Recoil scale and resolution</td>
<td>0.25</td>
<td>0.20</td>
<td>–</td>
<td>0.22</td>
<td>0.22</td>
<td>–</td>
</tr>
<tr>
<td>PDF</td>
<td>0.22</td>
<td>0.29</td>
<td>0.11</td>
<td>0.11</td>
<td>0.20</td>
<td>0.06</td>
</tr>
<tr>
<td>MC statistical uncertainty</td>
<td>0.24</td>
<td>0.31</td>
<td>0.30</td>
<td>0.24</td>
<td>0.34</td>
<td>0.43</td>
</tr>
<tr>
<td>Total</td>
<td>2.5</td>
<td>2.5</td>
<td>4.8</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
</tr>
</tbody>
</table>
The correlation model for the grouped systematic uncertainties for the measurements of $W$-boson and $Z$-boson production. The entries in different rows are uncorrelated with each other. Entries in a row with the same letter are fully correlated. Entries in a row with a starred letter are mostly correlated with the entries with the same letter (most of the individual sources of uncertainties within a group are taken as correlated). Entries with different letters in a row are either fully or mostly uncorrelated with each other.

Table 5 The numbers of observed candidate events with the estimated numbers of selected electroweak (EW) plus top, and multijet background events, together with their total uncertainty. In addition, the number of background-subtracted signal events is shown with the first uncertainty given being statistical and the second uncertainty being the total systematic uncertainty, obtained by summing in quadrature the EW+top and multijet uncertainties. Uncertainties shown as ±0.0 have a magnitude less than 0.05.

8 Results

The numbers of events passing the event selections described in Sect. 4 are presented in Table 5, together with the estimated background contributions described in Sect. 5. The distribution of $m_T$ for $W \rightarrow \ell \nu$ candidate events is shown in Fig. 2, compared with the expected distribution for signal plus back-
Fig. 2 The distribution of $m_T$ for $W \to \ell \nu$ candidate events. The expected signal, normalised to the NNLO theoretical predictions, is shown as an unfilled histogram on top of the stacked background predictions. Backgrounds that do not originate from $W$ production are grouped together into the ‘Others’ histogram. Systematic uncertainties for the signal and background distributions are combined in the shaded band. Systematic uncertainties from the measurement of the integrated luminosity are not included. The lower panel shows the ratio of the data to the prediction.

The measured fiducial ($\sigma_{\text{fid}}$) and total ($\sigma_{\text{tot}}$) cross-sections in the electron and muon channels are presented separately in Table 6. For these measurements, the dominant contribution to the systematic uncertainty arises from the luminosity determination.

The results obtained from the electron and muon final states are consistent. The fiducial measurements from electron and muon final states are combined following the procedure described in Ref. [67] and the result is extrapolated to the full phase space to obtain the total cross-section. The total $W$-boson cross-section is calculated by summing the separate $W^+$ and $W^-$ cross-sections. The results are shown in Table 7.

Theoretical predictions of the fiducial and total cross-sections are computed for comparison with the measured cross-sections using DYNLO 1.5 [68] which provides calculations at NNLO in the strong-coupling constant, $O(\alpha_s^2)$, including the boson decays into leptons ($\ell^+\ell^\nu$ or $\ell^+\ell^\nu$) with full spin correlations, finite width and interference effects. These calculations allow kinematic requirements to be implemented for direct comparison with experimental data. The procedure used follows that used for the previous ATLAS measurement at $\sqrt{s} = 7$ TeV [10].

Corrections for NLO EW effects are calculated with FEWZ 3.1 [69–72], for the $Z$ bosons and with SANC [73,74] for the $W$ bosons. The calculation was done in the $G_\mu$ EW scheme [75]. The following input parameters are taken from the Particle Data Group’s Review of Particle Properties 2014 edition [76]: the Fermi constant, the masses and widths of $W$ and $Z$ bosons as well as the elements of the CKM matrix. The cross-sections for vector bosons decaying into these leptonic final states are calculated such that they match the definition of the measured cross-sections in the data. Thus, from complete NLO EW corrections, the following components are included: virtual QED and weak corrections, real initial-state radiation (ISR), and interference between ISR and real final-state radiation (FSR) [77]. The calculated effect of these corrections on the cross-sections is $(-0.26 \pm 0.02)$% for $\sigma_{\text{fid}}^{W^+}$, $(-0.21 \pm 0.03)$% for $\sigma_{\text{tot}}^{W^+}$, and $(-0.25 \pm 0.12)$% for $\sigma_{\text{tot}}^{Z}$. DYNLO is used for the central values of the predictions while FEWZ is used for the PDF variations and all other systematic variations such as QCD scale and $\alpha_s$. The predictions are calculated using the CT14nnlo [78], NNPDF3.1 [79], MMHT14nnlo68cl [80], ABMP16 [81], HERAPDF2.0 [82],

$\alpha_s$.
Fig. 3 The distribution of $m_{\ell\ell}$ for $Z \to \ell^+\ell^-$ candidate events. The expected signal, normalised to the NNLO theoretical predictions, is shown as an unfilled histogram. Systematic uncertainties for the signal and background distributions are combined in the shaded band. Systematic uncertainties from the measurement of the integrated luminosity are not included. The background distributions are neglected here, but would not be visible if included. The lower panel shows the ratio of the data to the prediction.

Table 6 Results of the fiducial and total cross-sections measurements of the $W^+$-boson, $W^-$-boson, and $Z$-boson production cross-sections in the electron and muon channels. The cross-sections are shown with their statistical, systematic and luminosity uncertainties (and extrapolation uncertainty for total cross-section).

<table>
<thead>
<tr>
<th></th>
<th>Value ± stat. ± syst. ± lumi. (± extr.)</th>
<th>Value ± stat. ± syst. ± lumi. (± extr.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W^+ \to e\nu$</td>
<td>$1416 \pm 24 \pm 36 \pm 44$</td>
<td>$1438 \pm 23 \pm 19 \pm 45$</td>
</tr>
<tr>
<td>$W^+ \to \mu\nu$</td>
<td>$2284 \pm 38 \pm 58 \pm 71$ (±30)</td>
<td>$2319 \pm 36 \pm 30 \pm 72$ (±30)</td>
</tr>
<tr>
<td>$W^- \to e\nu$</td>
<td>$789 \pm 18 \pm 20 \pm 25$</td>
<td>$799 \pm 17 \pm 11 \pm 25$</td>
</tr>
<tr>
<td>$W^- \to \mu\nu$</td>
<td>$1385 \pm 31 \pm 36 \pm 43$ (±21)</td>
<td>$1402 \pm 30 \pm 19 \pm 44$ (±21)</td>
</tr>
<tr>
<td>$Z \to ee$</td>
<td>$197.6 \pm 9.6 \pm 9.5 \pm 6.1$</td>
<td>$205.6 \pm 8.1 \pm 2.6 \pm 6.4$</td>
</tr>
<tr>
<td>$Z \to \mu\mu$</td>
<td>$313.6 \pm 15.2 \pm 15.0 \pm 9.7$ (±5.3)</td>
<td>$326.3 \pm 12.9 \pm 4.1 \pm 10.1$ (±5.5)</td>
</tr>
</tbody>
</table>

Table 7 Combined fiducial and total cross-section measurements for $W^+$-boson, $W^-$-boson and $Z$-boson production. The cross-sections are shown with their statistical, systematic and luminosity uncertainties (and extrapolation uncertainty for total cross-section).

<table>
<thead>
<tr>
<th></th>
<th>Value ± stat. ± syst. ± lumi. (± extr.)</th>
<th>Value ± stat. ± syst. ± lumi. (± extr.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W^+ \to \ell\nu$</td>
<td>$1433 \pm 16 \pm 17 \pm 44$</td>
<td>$798 \pm 12 \pm 10 \pm 25$</td>
</tr>
<tr>
<td>$W^- \to \ell\nu$</td>
<td>$2312 \pm 26 \pm 27 \pm 72$ (±30)</td>
<td>$1399 \pm 21 \pm 17 \pm 43$ (±21)</td>
</tr>
<tr>
<td>$W \to \ell\nu$</td>
<td>$2231 \pm 20 \pm 26 \pm 69$</td>
<td>$3711 \pm 34 \pm 43 \pm 115$ (±51)</td>
</tr>
<tr>
<td>$Z \to \ell\ell$</td>
<td>$203.7 \pm 6.2 \pm 3.2 \pm 6.3$</td>
<td>$323.4 \pm 9.8 \pm 5.0 \pm 10.0$ (±5.5)</td>
</tr>
</tbody>
</table>
Table 8 The predictions, using the CT14nnlo PDF set, for the cross-sections measured. The calculations are performed using DYNNLO 1.5 and FEWZ 3.1 as described in the text. The errors represent the PDF and scale uncertainties.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Predicted cross-section (pb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{\text{fid}}^{W^+}$</td>
<td>1379 $^{+39}_{-40}$</td>
</tr>
<tr>
<td>$\sigma_{\text{fid}}^{W^-}$</td>
<td>757.3 $^{+20.5}_{-24.5}$</td>
</tr>
<tr>
<td>$\sigma_{\text{fid}}^{Z}$</td>
<td>196.0 $^{+5.0}_{-5.8}$</td>
</tr>
<tr>
<td>$\sigma_{\text{tot}}^{W^+}$</td>
<td>2115 $^{+579}_{-60}$</td>
</tr>
<tr>
<td>$\sigma_{\text{tot}}^{W^-}$</td>
<td>1266 $^{+32}_{-38}$</td>
</tr>
<tr>
<td>$\sigma_{\text{tot}}^{Z}$</td>
<td>304.1 $^{+7.3}_{-8.2}$</td>
</tr>
</tbody>
</table>

and ATLAS-epWZ12nnlo PDF sets. The dynamic scale, $m_{\ell\ell}$, and fixed scale, $m_{W}$, are used as the nominal renormalisation, $\mu_R$, and factorisation, $\mu_F$, scales for $Z$ and $W$ predictions, respectively.

Theoretical uncertainties in the predictions are also derived from the following sources:

PDF: these uncertainties are evaluated from the variations of the NNLO PDFs according to the recommended procedure for each PDF set. A table with all PDF uncertainties and their central values is shown in Appendix A; the PDF uncertainty from CT14nnlo was rescaled from 90% CL to 68% CL.

Scales: the scale uncertainties are defined by the envelope of the variations in which the scales are changed by factors of two subject to the constraint $0.5 \leq \mu_R/\mu_F \leq 2$.

$\alpha_s$: the uncertainty due to $\alpha_s$ was estimated by varying the value of $\alpha_s$ used in the CT14nnlo PDF set by $\pm 0.001$, corresponding to a 68% CL variation.

The statistical uncertainties in these theoretical predictions are negligible.

The numerical values of the predictions for the CT14nnlo PDF set are presented in Table 8. The predictions for the acceptance factor $A_{W,Z}$ can differ by a few percent from those derived from simulated signal samples, this may be due to a poorer description of production of low $p_T$ $W$-bosons by the fixed-order calculations. The predictions are shown in comparison with the combined $W$-boson and $Z$-boson production measurements, and with results from $pp$ and $p\bar{p}$ collisions at other centre-of-mass energies in Fig. 4. A comparison of the measurements with predictions from various different PDF sets is presented in Figs. 5 and 6. Overall there is good agreement.

Taking ratios of measurements leads to results that have significantly reduced systematic uncertainties due to full or partial cancellation of correlated systematic uncertainties, as discussed in Sect. 7. The ratios of the fiducial cross-sections for $W$-boson and $Z$-boson production are presented, together with the ratio for $W^+$-boson and $W^-$-boson production, in Fig. 7. It can be seen that the predictions from the different PDF sets are mostly in good agreement with the measurements. There is a slight (less than two standard deviations) tension between the data and the prediction using the ABMP16 PDF set. The measured values of the ratios are:

$$R_{W/Z} = 10.95 \pm 0.35 \text{ (stat.)} \pm 0.10 \text{ (syst.)};$$

$$R_{W^+/W^-} = 1.797 \pm 0.034 \text{ (stat.)} \pm 0.009 \text{ (syst.)}.$$
Fig. 5 NNLO predictions for the fiducial cross-section (a) $\sigma_{W^+}^{\text{fid}}$ and (b) $\sigma_{W^-}^{\text{fid}}$ for the six PDFs CT14nnlo, MMHT2014, NNPDF3.1, ATLASepWZ12, ABMP16 and HERApdf2.0 compared with the measured fiducial cross-section as given in Table 7. The inner shaded band represents the statistical uncertainty only, the outer band corresponds to the experimental uncertainty (including the luminosity uncertainty). The theory predictions are given with the corresponding PDF (total) uncertainty shown by inner (outer) error bar.

Fig. 6 NNLO predictions for the fiducial cross-sections (a) $\sigma_{W^+}^{\text{fid}}$ and (b) $\sigma_{Z}^{\text{fid}}$ for the six PDFs CT14nnlo, MMHT2014, NNPDF3.1, ATLASepWZ12, ABMP16 and HERApdf2.0 compared with the measured fiducial cross-section as given in Table 7. The inner shaded band represents the statistical uncertainty only, the outer band corresponds to the experimental uncertainty (including the luminosity uncertainty). The theory predictions are given with the corresponding PDF (total) uncertainty shown by inner (outer) error bar.

$$A_\ell = \frac{\sigma_{W^+}^{\text{fid}} - \sigma_{W^-}^{\text{fid}}}{\sigma_{W^+}^{\text{fid}} + \sigma_{W^-}^{\text{fid}}}.$$  

This observable also benefits from the cancellation of systematic uncertainties in the same way as the cross-section ratios. The measured value is:

$$A_\ell = 0.285 \pm 0.009\,(\text{stat.}) \pm 0.002\,(\text{syst.}).$$  

The ratio of measured cross-sections in the electron and muon decay channels provides a test of lepton universality in $W$-boson decays. The measured ratios are:

$$R_{W^+} = \frac{\sigma_{W^+}^{\text{fid}}} {\sigma_{W^+}^{\text{fid}} + \sigma_{W^-}^{\text{fid}}} = 0.985 \pm 0.023\,(\text{stat.}) \pm 0.028\,(\text{syst.})$$

$$R_{W^-} = \frac{\sigma_{W^-}^{\text{fid}}} {\sigma_{W^+}^{\text{fid}} + \sigma_{W^-}^{\text{fid}}} = 0.988 \pm 0.030\,(\text{stat.}) \pm 0.028\,(\text{syst.})$$

$$R_W = \frac{\sigma_{W}^{\text{fid}}} {\sigma_{W}^{\text{fid}} + \sigma_{Z}^{\text{fid}}} = 0.986 \pm 0.018\,(\text{stat.}) \pm 0.028\,(\text{syst.})$$

$$R_Z = \frac{\sigma_{Z}^{\text{fid}}} {\sigma_{W}^{\text{fid}} + \sigma_{Z}^{\text{fid}}} = 0.96 \pm 0.06\,(\text{stat.}) \pm 0.05\,(\text{syst.})$$

These results lie within one standard deviation of the Standard Model prediction and previous measurements by ATLAS.
Fig. 7 The measured ratio of fiducial cross-sections for (a) $W$-boson production to $Z$-boson production, (b) $W^+\text{-boson production to } W^-$-boson production. The measurements are compared with theoretical predictions at NNLO in QCD based on a selection of different PDF sets. The inner shaded band corresponds to statistical uncertainty while the outer band shows statistical and systematic uncertainties added in quadrature. The theory predictions are given with the corresponding PDF (total) uncertainty shown by inner (outer) error bar.

9 Conclusion

This paper presents measurements of the $W \rightarrow \ell\nu$ and $Z \rightarrow \ell\ell$ production cross-sections based on about 12 400 $W$-boson and 1100 $Z$-boson candidates, after subtracting background events, reconstructed from $\sqrt{s} = 2.76$ TeV proton–proton collision data recorded by the ATLAS detector at the LHC, corresponding to integrated luminosity of 4.0 pb$^{-1}$. The total inclusive $W$-boson production cross-sections for the combined electron and muon channels are

$$\sigma_{W^\rightarrow\ell\nu}^{\text{tot}} = 2312 \pm 26 \text{ (stat.)} \pm 27 \text{ (syst.)} \pm 72 \text{ (lumi.)},$$

$$\pm 30 \text{ (extr.) pb},$$

$$\sigma_{W^\rightarrow\ell\nu}^{\text{tot}} = 1399 \pm 21 \text{ (stat.)} \pm 17 \text{ (syst.)} \pm 43 \text{ (lumi.)},$$

$$\pm 21 \text{ (extr.) pb},$$

and the total inclusive $Z$-boson cross-section in the combined electron and muon channels is:

$$\sigma_{Z \rightarrow \ell\ell}^{\text{tot}} = 323.4 \pm 9.8 \text{ (stat.)} \pm 5.0 \text{ (syst.)} \pm 10.0 \text{ (lumi.)},$$

$$\pm 5.5 \text{ (extr.) pb}.$$

The results obtained, and the ratios and charge asymmetries constructed from them, are in agreement with theoretical calculations based on NNLO QCD.
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Table 9 The predictions at NNLO in QCD, using the MMHT14nlo68cl, NNPDF31_nlo_as_0118, ATLASepWZ12, HERAPDF2.0, and ABMP16 PDF sets, for the cross-sections measured in this study.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>MMHT14</th>
<th>NNPDF31</th>
<th>ATLASepWZ12</th>
<th>HERAPDF2O</th>
<th>ABMP16</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{W^+}$</td>
<td>$1397^{+29}_{-30}$</td>
<td>$1428^{+24}_{-24}$</td>
<td>$1375^{+34}_{-30}$</td>
<td>$1429^{+91}_{-59}$</td>
<td>$1397^{+14}_{-14}$</td>
</tr>
<tr>
<td>$\sigma_{W^-}$</td>
<td>$773^{+17}_{-20}$</td>
<td>$778^{+14}_{-14}$</td>
<td>$784^{+19}_{-19}$</td>
<td>$806^{+31}_{-21}$</td>
<td>$746^{+9}_{-9}$</td>
</tr>
<tr>
<td>$\sigma_{Z}$</td>
<td>$199^{+41}_{-4}$</td>
<td>$203^{+4}_{-4}$</td>
<td>$199^{+5}_{-5}$</td>
<td>$198^{+2}_{-2}$</td>
<td>$198^{+2}_{-2}$</td>
</tr>
<tr>
<td>$\sigma_{W^+}^\text{tot}$</td>
<td>$2138^{+43}_{-45}$</td>
<td>$2271^{+36}_{-36}$</td>
<td>$2086^{+54}_{-47}$</td>
<td>$2140^{+140}_{-70}$</td>
<td>$2214^{+21}_{-21}$</td>
</tr>
<tr>
<td>$\sigma_{W^-}^\text{tot}$</td>
<td>$1295^{+28}_{-33}$</td>
<td>$1330^{+22}_{-22}$</td>
<td>$1296^{+48}_{-29}$</td>
<td>$1338^{+52}_{-32}$</td>
<td>$1283^{+16}_{-16}$</td>
</tr>
<tr>
<td>$\sigma_{Z}^\text{tot}$</td>
<td>$308^{+6}_{-6}$</td>
<td>$313^{+5}_{-5}$</td>
<td>$308^{+6}_{-5}$</td>
<td>$312^{+1}_{-1}$</td>
<td>$305.7^{+3.0}_{-3.0}$</td>
</tr>
</tbody>
</table>
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Appendix

A Theoretical predictions

This appendix presents the theoretical predictions used for comparison with the measurements in the main body of the paper. Table 9 shows the predictions using the MMHT14nlo68cl, NNPDF31_nlo_as_0118, ATLASepWZ12, HERAPDF2.0, and ABMP16 PDF sets with associated PDF uncertainties.

References

1 Department of Physics, University of Adelaide, Adelaide, Australia
2 Physics Department, SUNY Albany, Albany, NY, USA
3 Department of Physics, University of Alberta, Edmonton, AB, Canada
4 (a) Department of Physics, Ankara University, Ankara, Turkey; (b) Istanbul Aydin University, Istanbul, Turkey; (c) Division of Physics, TOBB University of Economics and Technology, Ankara, Turkey
5 LAPP, Université Grenoble Alpes, Université Savoie Mont Blanc, CNRS/IN2P3, Annecy, France
6 High Energy Physics Division, Argonne National Laboratory, Argonne, IL, USA
7 Department of Physics, University of Arizona, Tucson, AZ, USA
8 Department of Physics, University of Texas at Arlington, Arlington, TX, USA
9 Physics Department, National and Kapodistrian University of Athens, Athens, Greece
10 Physics Department, National Technical University of Athens, Zografou, Greece
11 Department of Physics, University of Texas at Austin, Austin, TX, USA
12 (a) Bahcesehir University, Faculty of Engineering and Natural Sciences, Istanbul, Turkey; (b) Istanbul Bilgi University, Faculty of Engineering and Natural Sciences, Istanbul, Turkey; (c) Department of Physics, Bogazici University, Istanbul, Turkey; (d) Department of Physics Engineering, Gaziantep University, Gaziantep, Turkey
13 Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan
14 Institut de Física d’Altes Energies (IFAE), Barcelona Institute of Science and Technology, Barcelona, Spain
15 (a) Institute of High Energy Physics, Chinese Academy of Sciences, Beijing, China; (b) Physics Department, Tsinghua University, Beijing, China; (c) Department of Physics, Nanjing University, Nanjing, China; (d) University of Chinese Academy of Science (UCAS), Beijing, China
16 Institute of Physics, University of Belgrade, Belgrade, Serbia
17 Department for Physics and Technology, University of Bergen, Bergen, Norway
18 Physics Division, Lawrence Berkeley National Laboratory and University of California, Berkeley, CA, USA
19 Institut für Physik, Humboldt Universität zu Berlin, Berlin, Germany
20 Albert Einstein Center for Fundamental Physics and Laboratory for High Energy Physics, University of Bern, Bern, Switzerland
21 School of Physics and Astronomy, University of Birmingham, Birmingham, UK
22 Facultad de Ciencias y Centro de Investigaciones, Universidad Antonio Nariño, Bogota, Colombia
23 (a) INFN Bologna and Universita’ di Bologna, Dipartimento di Fisica, Bologna, Italy; (b) INFN Sezione di Bologna, Bologna, Italy
24 Physikalisches Institut, Universität Bonn, Bonn, Germany
25 Department of Physics, Boston University, Boston, MA, USA
26 Department of Physics, Brandeis University, Waltham, MA, USA
27 (a) Transilvania University of Brasov, Brasov, Romania; (b) Horia Hulubei National Institute of Physics and Nuclear Engineering, Bucharest, Romania; (c) Department of Physics, Alexandru Ioan Cuza University of Iasi, Iasi, Romania; (d) National Institute for Research and Development of Isotopic and Molecular Technologies, Physics Department, Cluj-Napoca, Romania; (e) University Politehnica Bucharest, Bucharest, Romania; (f) West University in Timisoara, Timisoara, Romania
28 (a) Faculty of Mathematics, Physics and Informatics, Comenius University, Bratislava, Slovakia; (b) Department of Subnuclear Physics, Institute of Experimental Physics of the Slovak Academy of Sciences, Kosice, Slovak Republic
29 Physics Department, Brookhaven National Laboratory, Upton, NY, USA
30 Departamento de Física, Universidad de Buenos Aires, Buenos Aires, Argentina
31 California State University, Long Beach, CA, USA
32 Cavendish Laboratory, University of Cambridge, Cambridge, UK
33 (a) Department of Physics, University of Cape Town, Cape Town, South Africa; (b) Department of Mechanical Engineering Science, University of Johannesburg, Johannesburg, South Africa; (c) School of Physics, University of the Witwatersrand, Johannesburg, South Africa
34 Department of Physics, Carleton University, Ottawa, ON, Canada
35 (a) Faculté des Sciences Ain Chock, Réseau Universitaire de Physique des Hautes Energies-Université Hassan II, Casablanca, Morocco; (b) Faculté des Sciences, Université Ibn-Tofail, Kénitra, Morocco; (c) Faculté des Sciences Semlalia, Université Cadi Ayyad, LPHEA-Marrakech, Marrakesh, Morocco; (d) Faculté des Sciences, Université Mohamed Premier and LPTPM, Oujda, Morocco; (e) Faculté des sciences, Université Mohammed V, Rabat, Morocco
36 CERN, Geneva, Switzerland
Department of Physics and Astronomy, Tufts University, Medford, MA, USA
Department of Physics and Astronomy, University of California Irvine, Irvine, CA, USA
Department of Physics and Astronomy, University of Uppsala, Uppsala, Sweden
Department of Physics, University of Illinois, Urbana, IL, USA
Instituto de Física Corpuscular (IFIC), Centro Mixto Universidad de Valencia - CSIC, Valencia, Spain
Department of Physics, University of British Columbia, Vancouver, BC, Canada
Department of Physics and Astronomy, University of Victoria, Victoria, BC, Canada
Fakultät für Physik und Astronomie, Julius-Maximilians-Universität Würzburg, Würzburg, Germany
Department of Physics, University of Warwick, Coventry, UK
Waseda University, Tokyo, Japan
Department of Particle Physics, Weizmann Institute of Science, Rehovot, Israel
Department of Physics, University of Wisconsin, Madison, WI, USA
Fakultät für Mathematik und Naturwissenschaften, Fachgruppe Physik, Bergische Universität Wuppertal, Wuppertal, Germany
Department of Physics, Yale University, New Haven, CT, USA
Yerevan Physics Institute, Yerevan, Armenia

a Also at Borough of Manhattan Community College, City University of New York, New York, NY, USA
b Also at Centre for High Performance Computing, CSIR Campus, Rosebank, Cape Town, South Africa
c Also at CERN, Geneva, Switzerland
d Also at CPPM, Aix-Marseille Université, CNRS/IN2P3, Marseille, France
e Also at Département de Physique Nucléaire et Corpusculaire, Université de Genève, Geneva, Switzerland
f Also at Departamento de Física de la Universitat Autònoma de Barcelona, Barcelona, Spain
g Also at Departamento de Física, Instituto de Física Corpuscular (IFIC), Centro Mixto Universitat de València - CSIC, Valencia, Spain
h Also at Department of Applied Physics and Astronomy, University of Sharjah, Sharjah, United Arab Emirates
i Also at Department of Financial and Management Engineering, University of the Aegean, Chios, Greece
j Also at Department of Physics and Astronomy, University of Louisville, Louisville, KY, USA
k Also at Department of Physics and Astronomy, University of Sheffield, Sheffield, UK
l Also at Department of Physics, Ben Gurion University of the Negev, Beer Sheva, Israel
m Also at Department of Physics, California State University, East Bay, USA
n Also at Department of Physics, California State University, Fresno, USA
o Also at Department of Physics, California State University, Sacramento, USA
p Also at Department of Physics, King’s College London, London, UK
q Also at Department of Physics, St. Petersburg State Polytechnical University, St. Petersburg, Russia
r Also at Department of Physics, Stanford University, Stanford, CA, USA
s Also at Department of Physics, University of Adelaide, Adelaide, Australia
t Also at Department of Physics, University of Fribourg, Fribourg, Switzerland
u Also at Department of Physics, University of Michigan, Ann Arbor, MI, USA
v Also at Faculty of Physics, M.V. Lomonosov Moscow State University, Moscow, Russia
w Also at Giresun University, Faculty of Engineering, Giresun, Turkey
x Also at Graduate School of Science, Osaka University, Osaka, Japan
y Also at Hellenic Open University, Patras, Greece
z Also at Institucio Catalana de Recerca i Estudis Avancats, ICREA, Barcelona, Spain
aa Also at Institut für Experimentalphysik, Universität Hamburg, Hamburg, Germany
ab Also at Institute for Mathematics, Astrophysics and Particle Physics, Radboud University Nijmegen/Nikhef, Nijmegen, The Netherlands
ac Also at Institute for Nuclear Research and Nuclear Energy (INRNE) of the Bulgarian Academy of Sciences, Sofia, Bulgaria
ad Also at Institute for Particle and Nuclear Physics, Wigner Research Centre for Physics, Budapest, Hungary
ae Also at Institute of High Energy Physics, Chinese Academy of Sciences, Beijing, China
af Also at Institute of Particle Physics (IPP), Vancouver, Canada
ag Also at Institute of Physics, Academia Sinica, Taipei, Taiwan
ah Also at Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan
ai Also at Institute of Theoretical Physics, Ilia State University, Tbilisi, Georgia
aj Also at Instituto de Fisica Teorica, IFT-UAM/CSIC, Madrid, Spain
ak Also at Department of Physics, Istanbul University, Istanbul, Turkey
al Also at Joint Institute for Nuclear Research, Dubna, Russia
am Also at LAL, Université Paris-Sud, CNRS/IN2P3, Université Paris-Saclay, Orsay, France
an Also at Louisiana Tech University, Ruston, LA, USA
ao Also at LPNHE, Sorbonne Université, Université de Paris, CNRS/IN2P3, Paris, France
ap Also at Manhattan College, New York, NY, USA
aq Also at Moscow Institute of Physics and Technology State University, Dolgoprudny, Russia
ar Also at National Research Nuclear University MEPhI, Moscow, Russia
as Also at Physics Department, An-Najah National University, Nablus, Palestine
at Also at Physics Dept, University of South Africa, Pretoria, South Africa
au Also at Physikalisches Institut, Albert-Ludwigs-Universität Freiburg, Freiburg, Germany
av Also at School of Physics, Sun Yat-sen University, Guangzhou, China
aw Also at The City College of New York, New York, NY, USA
ax Also at The Collaborative Innovation Center of Quantum Matter (CICQM), Beijing, China
ay Also at Tomsk State University, Tomsk, and Moscow Institute of Physics and Technology State University, Dolgoprudny, Russia
az Also at TRIUMF, Vancouver, BC, Canada
aaa Also at Universita di Napoli Parthenope, Naples, Italy
a Deceased