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1
Introduction

In the early 1990s, the World Wide Web was born. Content creators were few and the
vast majority of users simply acted as consumers of content [17]. With the development
of technology, the World Wide Web gradually moved to the era of Web 2.0, which
was characterized by a rich user experience and user participation [17]. Lots of sites,
including social networking sites or social media, blogs, and wikis, allowed users to
create content (user-generated content). Since then, the volume of information has
increased dramatically and has led to the well-known crisis in the modern information
age: information overload.

The mismatch between the capability of information processing and the amount
of information to be processed creates signi�cant cognitive challenges. Since it is
impossible and probably undesirable to slow down the process of generating new
information, the only choice is to improve information processing. For example, in
library science, subject indexing is the process used for describing the subject matter of
documents [69]. It involves identifying terms to represent what documents are about.
Subject indexing can be done manually when newly incoming documents are limited
in number. However, this became expensive and inef�cient soon after the arrival of
the information age. To alleviate this issue, a task called keyword extraction [39], was
proposed by researchers to automatically identify terms that best describe the subject of
a document.

Automated information processing techniques make it possible to ef�ciently deal
with large amounts of documents in ways that enhance our understanding of these
documents. In addition to keyword extraction, there are many other automated in-
formation processing tasks. We categorize them into two categories: coarse-grained
tasks and �ne-grained tasks. Coarse-grained tasks focus on the understanding of a
document as a whole, while �ne-grained tasks deal with elements at a �ner level of
granularity, such as words, sentences and paragraphs. Examples of coarse-grained tasks
are text classi�cation and document representation learning. Examples of �ne-grained
tasks include spelling correction, part-of-speech tagging, named entity recognition, and
sentiment analysis.

In the early days of computing over natural language data, the representation of text
was more a design choice. Bag-of-words (BoW) was a simple document representation
method that is widely used in natural language processing and information retrieval,
representing a document as the set of its words, disregarding grammar and word order
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1. Introduction

but keeping multiplicity1. In 2003, latent Dirichlet allocation [11] was proposed based
on probabilistic latent semantic analysis (PLSA) [40], to better discover the abstract
topics that occur in a collection of documents. As a byproduct, documents can be
represented by a multinomial distribution over learned topics (topic distribution). Since
then, it has become popular to represent documents using topic distributions for text
processing tasks, such as document classi�cation. In recent years, the prevalence
of neural networks has also led to new document representation methods, including
doc2vec [57] and BERT [23].

Most document representation approaches are based on words in text. However,
sometimes words are not just strings. Instead, words might refer to real world things
(entities). Named-entity recognition is the research �eld which seeks to locate and
classify named entities mentioned in unstructured text into pre-de�ned categories such as
person names, organizations, locations, etc. [76]. Entities are not of the same importance
in documents. In other words, some entities are more important than others in a
document. This observation has led to research on entity salience detection [26, 32, 88],
which aims at identifying the salient entities in a document among all entities mentioned.

Capturing document aboutness has been a key research focus throughout the history
of automated information processing [81]. Document aboutness aims at creating a
succinct representation of a document’s subject matter, such as keywords, named
entities, concepts, and sentences [13]. People have been working on keywords and
keyphrase extraction to re�ect the central theme of documents. In recent years, more
work is centered around entities rather than keywords or keyphrases. Advances in named
entity recognition make it possible to enhance document understanding on the basis of
entities. As a result, the necessity of identifying entity salience has been recognized. As
an example, Gamon et al. [33] suggest that identifying salient entities should be the �rst
step towards understanding document aboutness.

In �ne-grained information processing tasks, named-entity recognition has attracted
much interest [76]. Named-entity recognition helps us differentiate entities from words
in documents. However, when a named-entity appears in a different document, it is also
important to understand which precisely real-world thing it refers to.

Researchers have developed entity repositories so that one not only recognizes
entities but also links the occurrences of entities to their entries in the repository. In
this way, entities in different documents are semantically connected and documents are
connected and enhanced by the attributes of these entities which enhances the ability to
better understand documents.

Wikipedia2, born in 2001, potentially serve as such an entity repository. Wikipedia
was designed as a free online encyclopedia, where everyone can contribute by writing
and editing. The number of articles in Wikipedia is always increasing and articles get
updated frequently by active users. Articles in Wikipedia can be viewed as entities and
contents of these articles act as representations of these entities. A new task, i.e., entity
linking [102], has been proposed to recognize text fragments (entity mentions) that
represent entities and link them to corresponding entries in an entity repository, such as
Wikipedia and YAGO3.

1https://en.wikipedia.org/wiki/Bag-of-words model
2https://en.wikipedia.org
3https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-
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1.1. Research Outline and Questions

Entity linking approaches usually match between the contents of documents to that
of entity representations, e.g., Wikipedia articles. Documents are usually related to one
or many topics, while entities can also include multiple aspects. A document might be
related to one aspect of an entity in the document, rather than all aspects of the entity.
It make sense to link an entity mention of an entity to a particular aspect of the entity.
Entity aspect linking is proposed by Nanni et al. [77] and de�ned as follows: given an
entity-mention in a speci�c context (e.g., in a tweet, a sentence or a paragraph), our goal
is to link it to one from a set of prede�ned aspects that captures the addressed topic. In
their setting, it is assumed that each of these entity-aspects is accompanied by a textual
description and a heading. Even though Nanni et al. [77] claim that their approach is
general and applies to any source of prede�ned aspects, from biomedical catalogs (e.g.
MeSH4) to historical knowledge resources [77], in their work they exclusively focus on
prede�ned aspects extracted from Wikipedia. The task can be viewed as an application
of leveraging entity aspects to enhance the semantics of documents.

In this thesis, we explore entity aspects and entity salience based solutions to
enhance document understanding. Speci�cally:

(1) First, we study how to learn entity-centric document representations by introduc-
ing entity aspects. In particular, we model each entity using multiple aspects,
where each entity aspect is represented as a mixture of latent topics. A novel
graphical model is proposed in order to learn entity-centric document representa-
tions, entity facets, and latent topics.

(2) Second, we propose an attentive interaction based convolutional neural network
for entity aspect linking.

(3) Third, we propose a novel topic model that takes salient entities into consideration
in the document generation process. Speci�cally, we model salient entities as a
source of topics used to generate words in documents, in addition to the topic
distribution of documents used in traditional topic models.

(4) Fourth, we present a new dataset, which can be used to benchmark tasks such as
entity salience detection and salient entity linking.

1.1 Research Outline and Questions
The main themes of this thesis concern entity aspects and entity salience. We aim to
address the following broad question: how can we enhance document understanding by
entity aspect and entity salience information? To address this question, we consider the
following directions: document representation, semantic annotation for documents, and
document generative process. Speci�cally, the thesis covers four research themes:

(1) Learning entity-centric document representations (Chapter 2).

(2) Improving entity aspect linking using a neural network based approach (Chap-
ter 3).

naga/yago/
4https://www.nlm.nih.gov/mesh/
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1. Introduction

(3) Incorporating entity salience information into topic modeling (Chapter 4).

(4) Extracting entity salience annotations from WikiNews (Chapter 5).

1.1.1 Learning entity-centric document representations
Document representation is a central concern for document understanding tasks, such
as text classi�cation. Traditionally, documents are represented as bag-of-words [97],
topic distributions [11], and so on. With advances in named entity recognition and
entity linking [102], it is possible to take entities into consideration when representing
documents. Our �rst study focuses on entity related document representation. Existing
work on entity related document representation mostly considers shallow representations,
which treat entities as special tokens different from words [91, 122]. However, entities
are not just another type of token for documents. Importantly, documents are usually
stories that are centred around a set of entities.

We begin our investigation by considering entities as sources of information for
documents. The motivation is that documents that are relevant to entities usually
re�ect particular aspects of these entities. Inspired by earlier work on the author topic
model and entity aspects, we formulate the task of learning entity-centric document
representations, which represents documents from the perspective of entities. We
assume that entities are multi-faceted and can be modeled by multiple aspects. Each
aspect of an entity is considered as a particular topic speci�c to the entity. Then we ask
the following research question:

RQ1 Can we learn entity-centric document representations by modeling entities with
multiple aspects?

1.1.2 Improving entity aspect linking using a neural network
based approach

In our second study, we move in a different direction: semantic annotation for docu-
ments, which aims at enriching documents with semantic information [2, 6, 52, 75, 102].
For example, Al-Bukhitan et al. [2] construct a collection of full-text biomedical journal
articles to facilitate research on the construction of ontology for semantic annotation of
biomedical documents. A research direction close to our study is entity linking, which
links entity mentions (text fragments that represent entities) in text to their correspond-
ing entry in a knowledge base [102]. However, entities are usually multi-faceted and
one document related to an entity is likely to be topically relevant to one aspect rather
all aspects of the entity. Ideally, we expect to link not only to a particular entity but also
to a speci�c aspect of the entity.

We study entity aspect linking in this chapter and view it as a pairwise semantic
matching problem. We assume that matching signals are encoded in interactions
between entity contexts and candidate aspects. Besides, convolutional neural networks
have proved to be useful for identifying local matching patterns. In this study, we ask
the following research question:

RQ2 Can we improve entity aspect linking using a convolutional neural network based
approach?

4



1.1. Research Outline and Questions

1.1.3 Incorporating entity salience information into the document
generative process

We move on to the second theme: leveraging entity salience for document understanding.
We focus on the fact that the importance of different entities in a document varies across
entities. In other words, some (salient) entities in a document are more important for the
document than other (non-salient) entities. Intuitively, this leads to two questions: (1)
how can we identify salient entities out of all entities? (2) how can we make use of the
entity salience information to enhance document understanding? In our third study, we
attempt to leverage salient entities in documents to improve the modeling of document
generative process. Here, instead of considering how to identify salient entities among
all entities, we assume binary entity salience annotations. That is to say, we know in
advance whether a given entity in a document is salient or not.

We study the problem of incorporating entity salience information into the document
generative process to improve topic modeling. We assume that stories in documents are
built upon a story line (topic) and a set of main characters in the story (salient entities).
As an example, imagine that a news reporter is writing a news article about a speci�c
story. The primary point under consideration is what the document is about. The second
point is about which entities are salient entities in the story described in the document.
And �nally, other words and entities are added to the document to complete the story.
In this study, we ask the following research question:

RQ3 Can we improve our understanding of the document generative process by incor-
porating entity salience information into topic modeling?

1.1.4 Extracting entity salience annotations from WikiNews

Driven by the need to support research related to entity salience, such as entity salience
detection and salient entity linking, we set out our last study. We focus on the ex-
traction of entity salience annotations in documents. Speci�cally, we aim to extract
entity salience annotations in the context of WikiNews. We begin our investigation by
considering structural information associated with documents within WikiNews, which
can be helpful for deciding the salience of entities in news articles.

Traditionally, entity salience annotations are obtained by crowdsourcing [24, 109],
which is costly and time-consuming. To address the limitations of previous approaches,
we examine the structure of WikiNews. In each article, text fragments referring to
entities are linked by the article authors to Wikipedia pages corresponding to the
respective entity or WikiNews categories. Inspired by the author guidelines and the
organization structure of WikiNews, we view the category annotations made by writers
of news articles as an important signal that indicates entity salience. We ask the
following research question:

RQ4 Can we automatically extract entity salience information from WikiNews?
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1.2 Main Contributions
In this section, we list the theoretical, algorithmic and empirical contributions of this
thesis. For each contribution, we list the chapter from which it originates.

1.2.1 Theoretical contributions
(1) We formulate the task of learning entity-centric document representations (Chap-

ter 2).

(2) We propose a novel pooling strategy (q-singular pooling) to extract features from
outputs of a convolutional neural network (Chapter 3).

(3) We propose a strategy and process of automatically extracting entity salience
annotations from WikiNews (Chapter 5).

1.2.2 Algorithmic contributions
(4) We propose a novel topic model, the Entity Facet Topic Model (EFTM) to learn

entity-centric document representations. We derive a Gibbs sampling algorithm
for parameter estimation (Chapter 2).

(5) We propose a novel convolutional neural network based model for entity aspect
linking, the Multi-Interaction based Convolutional Matching Network (MICMN)
to perform semantic matching between entity context and candidate aspect (Chap-
ter 3).

(6) We propose a novel topic model, the Salient Entity Topic Model (SETM), which
takes entity salience into consideration in the document generative process. We
derive a Gibbs sampling algorithm for parameter estimation (Chapter 4).

1.2.3 Empirical contributions
(7) We con�rm our hypothesis regarding the existence of multiple facets of an entity

by analyzing the learned entity facets using qualitative and quantitative analysis,
and identify an effective number of facets per entity (Chapter 2).

(8) We demonstrate the effectiveness of EFTM in downstream applications using a
multi-label classi�cation task (Chapter 2).

(9) We demonstrate the effectiveness of MICMN for entity aspect linking. The superi-
ority of q-singular pooling is also demonstrated by an ablation study (Chapter 3).

(10) We demonstrate the effectiveness of SETM to model text by performing both a
qualitative and a quantitative analysis (Chapter 4).

(11) We analyze the entity salience dataset we built and compare it with previous
entity salience datasets. We conduct experiments to demonstrate the utility of the
dataset (Chapter 5).
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1.2.4 Resource contributions
(12) We construct a new dataset with entity salience annotations (Chapter 5).

(13) We make the implementation of our model, the Salient Entity Topic Model
(SETM), publicly available at here5 (Chapter 4).

1.3 Thesis Overview
This thesis starts with an introduction. We then turn to four main research chapters that
are divided into two parts as described in the previous section. Finally, the thesis closes
off with the conclusions and bibliography.

In this thesis, we investigate enhancing document understanding with entity aspect
and entity salience. In particular, in Chapter 2 we learn entity-centric document repre-
sentation using entity facet topic model. Then in Chapter 3 we propose a convolutional
neural network based approach for entity aspect linking. In Chapter 4, we propose a
novel topic model that incorporates entity salience information into document generative
process. In Chapter 5, we propose an automated approach to extract entity salience
annotations from WikiNews. Finally, in Chapter 6 we conclude the thesis and discuss
limitations and future directions.

1.4 Origins
In this section, we list the publications that form the basis of this thesis. Each research
chapter is based on a paper. We provide references to these publications and explain the
roles of the co-authors.

Chapter 2 is based on C. Wu, E. Kanoulas, and M. de Rijke. Learning entity-centric
document representations using an entity facet topic model. Information Processing &
Management, 57(3), 2020. CW designed the algorithm, ran the experiments and did
most of the writing; EK helped with writing, algorithm design; MdR contributed to the
writing.

Chapter 3 is based on C. Wu, E. Kanoulas, M. de Rijke, and W. Lu. A multi-
interaction based convolutional matching network for entity aspect linking. In COLING,
2020 (under review). CW designed the algorithm, ran the experiments and did most of
the writing; EK helped with writing, algorithm design; WL contributed to the writing;
MdR contributed to the writing.

Chapter 4 is based on C. Wu, E. Kanoulas, and M. de Rijke. It all starts with entities:
A salient entity topic model. Natural Language Engineering, pages 1�19, 2019. CW
designed the algorithm, ran the experiments and did most of the writing; EK helped
with writing, algorithm design; WL contributed to the writing; MdR contributed to the
writing.

5https://github.com/setm2nle/salient-entity-topic-model
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Chapter 5 is based on C. Wu, E. Kanoulas, M. de Rijke, and W. Lu. WN-Salience:
a corpus of news articles with entity salience annotations. In LREC 2020, pages 1�8.
LREC, 2020. CW built the dataset, ran the experiments and did most of the writing;
EK helped with experiment design and writing; WL contributed to the writing; MdR
contributed to the writing.
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2
Learning Entity-Centric Document

Representations using An Entity Facet
Topic Model

In the previous chapter, we have introduced the background material for this thesis.
Starting from this chapter, we begin our research and answer the research questions
listed in Chapter 1. In this chapter, we address RQ1, which is concerned with learning
entity-centric document representations.

2.1 Introduction
Understanding the content of documents by learning semantic representations can
bene�t various downstream applications, such as information retrieval [19] and text
classi�cation [100]. Existing document representation methods include (1) traditional
bag of words (BoW), which represent documents using term frequencies; (2) topic
distributions [11], which represent documents using mixed distributions of latent topics;
and (3) dense vector representations [57], which represent documents as points in a low
dimensional space.

Existing document representation methods assume a representation in terms of the
semantic topics discussed in the document. However, when it comes to understanding a
document from the perspective of entities, it is natural to think of a document in terms
of the facets of the different entities it relates to. In other words, in this chapter we
hypothesize that entities are not monolithic concepts; instead they have multiple facets,
and different documents may be discussing different facets of a given entity. Given
that, we argue that from an entity-centric point of view, a document related to multiple
entities shall be (a) represented differently for different entities (multiple entity-centric
representations), and (b) each entity-centric representation should re�ect the speci�c
facets of the entity discussed in the document. Let us illustrate this hypothesis with
an example. Political world leaders, as entities, may have different facets of them
described in news articles, such as family, foreign policy, campaigning, economy, etc.

This chapter was published as C. Wu, E. Kanoulas, and M. de Rijke. Learning
entity-centric document representations using an entity facet topic
model. Information Processing & Management, 57(3), 2020.
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Figure 2.1: Illustration of an entity-centric document representation. Documents d0,
d1 and d2 are associated with the sets of source entities fVPg, fBO, VPg, and fBOg,
respectively. Each source entity has three facets. Each entity facet is a distribution
over �ve latent topics, where each element of the distribution indicates the relatedness
between the facet and corresponding topic. The entity-centric document representations
are mixed proportions of facets shown above the corresponding documents.

A document related to political world leaders is expected to re�ect only speci�c facets
of these leaders. For example, a document discussing a meeting between the presidents
of the USA and Russia in 2016 might mention multiple entities, such as Obama and
Putin. Economic and foreign policy facets of these entities are probably re�ected in
the document, but it is unlikely that the presidential campaign facet or family facet are
discussed.

The main objective of our work is to explore representing documents based on
entity facets. In particular, to accurately represent a document, we propose to use entity
speci�c topics that re�ect the facet of the entity discussed in a document, which we
call entity facets. Further, we de�ne an entity-centric document representation as a
distribution over entity facets. Each entity facet is further de�ned as a distribution
over latent topics. Continuing our world leader example, Fig. 2.1 shows an example
of an entity-centric document representation involving the two leaders. Document
d1 is associated with two entities, while d0 and d2 are each associated with a single
entity. The entity-centric representation of each document is shown within the dashed
rectangles above the documents; for every associated entity, a distribution over its facets
is learned for that entity. As we can see, facet 1 of Barack Obama (BO) and facet
0 of Vladimir Putin (VP) are re�ected in d1, while for d0 and d2, the entity-centric
representation also indicates the facet re�ected for the corresponding source entity, i.e.,
VP and BO, respectively.

We propose a new task, that of entity-centric document representation learning. For
a document associated with multiple entities, multiple facet distributions are learned
for the document. To understand our modeling decisions and the contribution that we
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Figure 2.2: Different dependencies among words, entities, topics, facets, sources. The
simpli�ed plate representations of the models are: (a) LDA; (b) Author Model (AM);
(c) Link-LDA; (d) Author Topic Model (ATM); (e) Entity Facet Topic Model (EFTM).

make, we list different topic models, with their prime ingredients: words, entities, topics,
and facets in Fig. 2.2. Previously proposed topic models have considered words and
topics (e.g., LDA, Fig. 2.2(a)); words and entities-as-sources-of-information (the Author
Model, Fig. 2.2(b)); words, entities-as-observables and topics (Link-LDA, Fig. 2.2(c));
and words, topics, and entities-as-sources (the Author Topic Model, Fig. 2.2(d)). We
propose the Entity Facet Topic Model (EFTM) (Fig. 2.2(e)) as a model for learning
entity-centric document representations. In a generative perspective on representation
learning, we model entities as a source of information (source layer); such source
entities are assumed to be given and could be labels or metadata assigned to a document,
or in-text entities; they consist of multiple entity facets (facet layer). Each facet is built
upon general latent topics (topic layer), which are further used to generate observed
variables (observation layer) in documents. Since different types of observed variables
(e.g., words and entities) might appear in documents [27] (Fig. 2.2(c)), we consider
both words and entities. To differentiate between entities in the source layer and the
observation layer, we refer to the former as source entities, and the latter as document
entities.

To illustrate how our work can be used in practical applications, we present the
following examples.

Example 1. Knowledge Base Construction/Population. Fetahu et al. [30] propose
to populate Wikipedia entity pages by automated news article suggestion. Their ap-
proach consists of two steps, identifying articles relevant to entities and then connect
relevant articles to particular sections. By learning entity-centric document representa-
tions using news articles labeled by their related entities (source entities), one might
be able to cluster news articles into smaller groups on the per-entity basis. If groups
of articles match contents of particular sections of a Wikipedia page, we might update
the section. If it does not match, we might update the Wikipedia page by adding new
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2. Learning Entity-Centric Document Representations

sections using groups of articles identi�ed as references.

Example 2. Entity Salience Detection. Dunietz and Gillick [26] propose a new
entity salience task called entity salience detection, which aim at identifying whether
an entity is salient in a document it appears in. If a particular facet of an entity is
re�ected in a document, it is likely to play an important role in the document, and thus
to be considered as salient for the document. By learning an entity-centric document
representation of the document using a model trained by available datasets, we can
perform binary classi�cation from the perspective of the entity and tell whether the
document matches any facet of the entity.

Example 3: Personalized News and Blog Recommendation. Kazai et al. [50]
present a prototype mobile app that provides personalized content recommendations
to its users by combining various user signals. In the application, individual models
are built for each user. Similarly, our model learns individual facets for each user from
news and blogs that each user is interested at. Then, entity(user)-centric representations
of documents are inferred and judged whether it should be recommended to each user.

Summarizing, EFTM models entities as sources of information along with their multi-
faceted properties. At the same time, EFTM represents documents on the basis of
the facet distributions of the source entities, which provides the desired entity-centric
representations for documents. Our work aims at facilitating information processing
applications, in which entities are central towards understanding, and modeling text.
Examples include multi-authored article collections, multi-labeled textual collections
and so on.

The main contributions of this chapter are as follows:
1. We propose the task of entity-centric document representation learning.
2. We propose a novel Entity Facet Topic Model (EFTM) to learn entity-centric docu-

ment representations.
3. We con�rm our hypothesis regarding the existence of multiple facets of an entity by

analyzing the learned entity facets using qualitative and quantitative analysis, and
identify a effective number of facets per entity.

4. We demonstrate the effectiveness of EFTM in downstream applications using a
multi-label classi�cation task.

2.2 Related Work
We discuss three lines of related work: document representation, topic modeling, and
entity facet mining.

2.2.1 Document representation
Research on document representation dates back (at least) to the early days of the
vector space model, which represents documents as vectors of index terms. Index
terms are weighted to capture the importance of a term in describing the content of a
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particular document (e.g., term frequency) and the discriminative power of a term (e.g.,
inverse document frequency). Many term weighting methods have been proposed to
achieve better document representations, including the widely used TF-IDF method.
Bouadjenek et al. [12] propose to integrate social information of users in the index
structure of an IR system. The index model provides a Personalized Social Document
Representation of each document per user based on his/her activities in a social tagging
system. Similar with our work, they start from the intuition that each user has his/her
own understanding and point of view of a given document. However, our work differs
from their work in that our entity-centric document representations are based on latent
entity facets learned from document collections, while theirs are based on associated
social annotations of users (entities).

In contrast to representing documents using weighted terms, dense vector repre-
sentations became popular since the prevalence of LDA [11]. In LDA, a document is
represented by a mixture of latent topics, which are further represented by multinomial
distributions of words and shared across all documents. By using topic distributions
to represent documents, the topical difference between documents is captured. Ex-
tensions of LDA usually model different document generative processes, while using
topic distributions to represent documents. Traditionally, a single topic distribution is
learned for each document and applied whenever document representations are used.
Our work aligns with this line of research and differs from existing work in that we
propose to learn multiple entity-centric representations for each document, where each
representation corresponds to an entity and is a mixture of facets of the entity.

Today, latent document representations such as doc2vec [57] are often inferred
using neural networks. Doc2vec is an extension of word2vec [73] that learns document-
level embedding to predict the next word given contexts sampled from a document.
Van Gysel et al. [114] propose a neural vector space model (NVSM), which learns
document representations directly by gradient descent from sampled n-gram/document
pairs extracted from a given corpus. Compared to our proposed representation, doc2vec
and NVSM consider neither entities in documents nor entities as sources of information.
Recent work on contextualized word representations, such as BERT [23] and ELMo [84],
is becoming increasingly popular. The major difference between our work and theirs
is that we consider document representations with respect to entities, while they infer
word representations with respect to contexts around words.

Recent work has extended the embedding paradigm to entities [112, 113]; however,
their focus is restricted to the semantics of entities, whereas we focus on the relation
between entities, entity facets, topics and documents. Xiong et al. [123] propose a word
entity duet representation for ad-hoc retrieval, which uses entity based representation
of documents. Dai et al. [20] propose to learn an entity mention aware document
representation, which learns representations of documents from semantics between not
only document-word pairs, but also document-entity pairs and entity-entity pairs. Raviv
et al. [91] devise an entity based language model which takes into account both the
uncertainty inherent in the entity-markup process and the balance between entity-based
and term-based information. Their work differs from ours in that they are using entities
in documents as a bag-of-entities representation, while our work considers learning
multiple document representations, each of which corresponds to an entity semantically
relevant to the document.
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2.2.2 Topic models

LDA [11] models a document as a mixture of topics, and automatically generates sum-
maries of topics in terms of a multinomial distribution over words. Many extensions
based on it have been proposed to learn topics by assuming an alternative document
generative process, thus leading to alternative semantics of learned document repre-
sentations. E.g., Link-LDA [27] (Fig. 2.2(c)) extends LDA by modeling words and
references (viewed as entities) of an article separately.

In recent years, research has focused on extending topic models to address speci�c
tasks, such as short text modeling [9, 65, 131], user clustering [87], dataless text
classi�cation [59], and opinion mining [68]. In contrast to designing topic models
for speci�c tasks, our work aims at mining entity facets so as to learn entity-centric
document representations, which could be used in downstream applications. Therefore,
our work is particularly related to topic models that either considers entities in documents
or external labels associated to documents.

The Author Model (AM) [71] (Fig. 2.2(b)) and Author Topic Model (ATM) [95]
(Fig. 2.2(d)) have been proposed for multi-labeled documents, where each label (author)
is viewed as an entity. In AM, words are generated by �rst selecting an author and then
sampling from an author-speci�c multinomial distribution over words. ATM extends
AM by introducing topics between authors associated with documents and words in doc-
uments. In particular, ATM chooses a latent topic from an entity-speci�c multinomial
distribution over topics; a word is then drawn from a topic-speci�c multinomial distri-
bution. Similar to AM and ATM, we consider labels of documents as source entities.
However, ATM focus on learning representation for entities (authors) and does not learn
document representations, while our model aims at learning document representations.
There are other entity topic models, such as an entity topic model for entity linking [38],
and a hierarchical entity topic model designed for streaming data [43]. Newman et al.
[79] propose CorrLDA2 to learn the relationship between topics discussed in news
articles and entities mentioned in articles. Chang et al. [14] propose a topic model that
analyzes free text to extract descriptions of relationships between entities. These models
differ from our work in that they aim at resolving particular tasks, while we focus on
modeling entities to learn better document representations.

The Entity Topic Model (ETM) [51] represents entities in the same way as latent
topics. For each document, a topic distribution is drawn from a Dirichlet prior and a
joint multinomial distribution over words � is obtained by linearly combining entities
and topics of a document. To generate a word, a topic is sampled from � and a word is
sampled from the topic word distribution. Though ETM seems to be a valid baseline
for our work, it is not applicable because of scalability issues. In particular, given
N words, E entities, F facets and K topics, the number of parameters of ETM is
K � N + E � N + E � K � N , which represents latent topics, entity topics and
entity-topic pairs, while that of our model is K �N + E � F �K, which represents
latent topics and entity facets. The number of parameters of ETM increases fast with
increasing numbers of entities because of the component E �K �N . For example,
given 10 entities, 100 topics and 10,000 words, the number of parameters becomes 10
million. In comparison, E � F �K is much smaller than E �K �N due to the fact
that F � N .
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A different line of extensions to LDA focuses on leveraging supervised labels. The
supervised topic model in [70] is designed for single-labeled documents, while our
model is mainly designed for multi-labeled documents. Though also designed for
multi-labeled documents, the hierarchically supervised topic model proposed in [83]
considers a scenario where labels of documents form a hierarchy, while our models do
not consider a label hierarchy. One work considering both supervised and �at labels is
Labeled LDA [89]; it focuses more on credit attribution within tagged documents or
visual analysis, instead of learning a better document representation. The constraint
that one label corresponds to one topic helps in their task but limits the representation
ability of Labeled LDA in that a label is a high granularity semantic unit that might
have various facets. Compared to Labeled LDA, we consider the labels of a document
as source entities, which themselves consist of smaller semantic units, i.e., entity facets.
The advantage of our model is that different facets related to labels are captured by
entity facets, instead of being mixed under the same topic. Other topic models that are
relevant to our work include DFLDA [64] and CPTM [63]. Since these models target
the task of multi-label classi�cation and make use of global prior information, such as
label frequency, we do not consider them as baselines.

Another family of topic models that look similar to our model are topic models with
a hierarchy of topics. To generate a document using the hierarchical topic model [34],
a path with L nodes from the root node of a tree to a leaf is selected and a vector of
topic proportions � is drawn from an L-dimensional Dirichlet distribution. Then, words
in the document are drawn from a mixture of the topics along the path with mixing
proportions �. Since different nodes in the topic hierarchy represent different topics, the
semantics of the topic proportions representation of different documents are different.
While somewhat similar to a two-layer hierarchy of topics, our model is different in
that the second layer of topics in our model are entity facets (entity speci�c topics),
which makes it speci�c to entities compared to general topics de�ned in a two layer
hierarchical topic model.

2.2.3 Entity facet mining
With the growing importance of semantic search and knowledge graphs in recent years,
mining and leveraging entity information has received considerable attention [7, 8].
Among various categories of information of entities, such as facts and entity relations,
entity facets are also considered useful for entity related tasks; e.g., Reinanda et al. [93]
use entity aspect similarity as a feature to help �ltering documents for long-tail entities.

Signi�cant work in entity facet mining has been conducted in relation to product
facets and online reviews. Applications include product related QA [129], online review
mining [3, 25, 120], review summarization [67]. Titov and McDonald [107] propose
to �rst extract facets of objects from online user reviews and then cluster them into
coherent topics. Yu et al. [128] automatically identify important product (entity) aspects
from online consumer reviews. Sikchi et al. [104] propose an aspect based product
comparator to help consumers in purchasing decision making. Yu and Lam [129]
propose to learn aspects of product categories to predict answers for product-related
questions. Li et al. [60] develop an event-aspect topic model to cluster sentences into
aspects for events. The related work above focuses on a particular category of entities,
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while our work is targeted on mining facets for general purpose entities related to textual
documents.

In addition to focusing on particular categories of entities, there is also work on
mining facets of general purpose entities from various sources, such as Wikipedia [30,
77], query logs [92] and microblog posts [105]. Spina et al. [105] propose to identify
entity aspects from social web streams (such as tweets) in the �eld of online reputation
management. Given all queries containing an entity, Reinanda et al. [92] propose to
obtain query contexts by removing mentions of the entity in queries. Then all query
contexts are clustered and entity facets are identi�ed as clusters which includes similar
query contexts. Our work differs from existing work in that we identify entity facets
from document collections where documents are associated to entities. The major
advantage is that information related to entities can be widely and mostly found in
textual collections.

On the other hand, our work differs from existing work in terms of facet representa-
tion. In existing work, entity facets are represented by a bag of text segments [92, 105],
textual description [77], or sentence patterns [61]. Spina et al. [105] consider terms as
aspects and try to rank aspects that are being discussed with respect to a given company.
Li et al. [61] propose a model to perform clustering, and use the clustered sentences
and words as aspects. Nanni et al. [77] directly use sections in Wikipedia pages as
aspects of corresponding entities. In comparison, our work represents entity facets as a
mixture of latent topics and uses it as the basis of entity-centric representations. The
facet representations are useful in existing work with regard to their end goal. However,
our choice is advantageous in our case for the following reasons. First, we do not target
particular categories of entities, which makes it impossible to simply �nd sentence
patterns by clustering. Second, our end goal is to learn entity-centric representations,
which are based on entity facets. By representing entity facets as a mixture of topics,
we can jointly learn entity-centric representations and entity facets using our proposed
topic model.

Overall, we extend the state-of-the-art in three ways: a new task (learning entity-centric
document representations), a new topic model to address this task (the entity facet
topic model), and a new way of capturing and reasoning about entity-related facet
information.

2.3 Research Objectives

The key objective of this chapter is to model documents with respect to the speci�c
facets of the entities that are discussed in each document. In particular, our work
derives from the hypothesis that entities are not monolithic concepts, but instead have
different facets, and documents associated with certain entities discuss these entities
from a speci�c facet perspective. Our goal is to automatically identify entity facets from
documents and derive multi-faceted entity-centric representations of the documents in a
collection.

We set forth the following research objectives:
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RO1.1 Modeling entity facets, as a mixture of latent topics, and learning them from
documents associated to these entities.

Our �rst research objective aims to set up a theoretical de�nition of entity facets
based on latent topics. By de�ning entity facets as a mixture of latent topics, we
connect the speci�city of entities (entity facets) to the generality of documents (topics
in documents).

RO1.2 Learning multiple entity-centric document representations based on entity
facets.

The focus of our second research objective is to model the generative process of
documents as a joint effort of particular facets of entities. In this way, we attempt to
learn both facets and representations of documents which are based on these facets.

RO1.3 Con�rming that considering entity facets has practical implications in down-
stream applications.

The focus of the third objective is to understand whether considering entities as
multi-faceted concepts makes a difference when it comes to downstream applications,
i.e., whether denoising entity and document representation by focusing on speci�c
facets discussed in a document can help in applications such as text classi�cation.

RO1.4 Identifying by means of predictive modeling what should one consider to be
an effective number of facets an average entity has, and how many topics, in traditional
terms, are good enough to effectively de�ne these facets.

The focus of the last objective is to gain a better understanding of how many facets
an average entity has within a collection of documents. Clearly, different entities may
have different numbers of facets, but in this work, we focus on what is the effective
number of them on average. Further, one could explore different ways to validate the
number of facets. In this work we focus on the predictive power of the multi-faceted
entity-centric document representation to ful�l this objective.

To address the above objectives, we propose to learn entity facets and entity-centric
document representations, where each representation corresponds to an entity and is a
mixture of entity facets of the entity.

2.4 Problem Formulation
The task of entity-centric representation learning is formulated as follows. Given a
collection of documents D, in which each document d consists of a bag of words wd
and a bag of entities ed, and is associated with a set of source entities Sd, our goal is to
learn entity-centric document representations for all documents in D. The elements in
wd, ed, and Sd belong to a word vocabulary VW , an entity vocabulary VE , and a source
entity set S, respectively. The association between source entities and documents is
assumed to be prede�ned. Table 2.1 lists the main notation we use.

Here, we de�ne entities as unique identi�ers, such as tags of pictures and entities in
documents as represented by identi�ers in a collaborative knowledge base (e.g., machine
IDs in Freebase). Source entities are entities that satisfy the following two conditions:
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2. Learning Entity-Centric Document Representations

Table 2.1: Notation.
Symbol Description

D document collection
VW word vocabulary
VE document entity set
S source entity set
wd bag of words in document d
ed bag of entities in document d
Sd set of source entities associated with document d
sd s-th source entity in d
F number of entity facets
K number of topics

fs facet f of source entity s
zs topic selected from fs
�k word distribution of topic k
 k document entity distribution of topic k
�k topic token distribution of topic k
�s weight of �s when doing linear combination
�f;s facet topic distribution of fs
�s multinomial distribution of facets of s
wd;i the i-th word in document d
ed;j the j-th entity in document d

(1) source entities are topically multi-faceted; (2) each source entity is associated with
a group of documents. For example, in Example 1 in section 2.1, entities can be
viewed as source entities because entities usually have multiple facets (multi-faceted)
and each entity is related to many documents that are centered around them. Note
that source entities are usually different from document entities. For example, tags in
news articles, or authors of papers are considered as source entities, while mentions of
people or location entities in news articles are document entities. However, the sets of
source entities and document entities could also overlap or be identical. For example, if
someone wants to learn facet information of Freebase entities in an entity-annotated
document collection, they can de�ne the source entities to be the salient entities of a
document.

To make matters concrete, Fig. 2.1 provides an example of the entity-centric rep-
resentation learning task. Given three documents, d0, d1 and d2, which are associated
with source entities fVPg, fBO, VPg and fBOg, respectively, our goal is to learn a
document representation of d0 for VP, of d1 for VP and BO, and of d2 for BO, as shown
in the �gure.
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2.5. Method

2.5 Method
In this section, we introduce our method for learning entity-centric document repre-
sentations. We �rst provide an overview of how we de�ne entity-centric document
representations. Then we propose a novel topic model to model the process of generating
documents, which is followed by a Gibbs sampling-based learning algorithm.

2.5.1 Overview
To de�ne an entity-centric document representation, we �rst introduce the concept
of an entity facet. An entity facet is a latent aspect of a speci�c entity. Each facet
is represented by a mixed proportion of latent topics. Unlike LDA’s topics that are
de�ned as probability distributions over words, each topic in our model is de�ned as
two separate probability distributions, one over words and one over document entities,
respectively, which helps to account for the different observed variables.

An entity-centric document representation is de�ned as a mixed proportion of entity
facets, called (entity) facet distributions. Given a document d associated with a set of
source entities Sd, the entity-centric representation of d is a set of facet distributions
f�s j s 2 Sdg. The goal of our model is to learn f�s j s 2 Sdg for all d in the document
collection D. As part of the model, we also learn: (1) facet topic distributions �f , i.e.,
a multinomial distribution over topics; (2) topic word distributions �, and (3) topic
(document) entity representations  , i.e., multinomial distributions over words and
document entities.

2.5.2 Entity facet topic model
A graphical representation of the entity facet topic model (EFTM) is shown in Fig. 2.3;
the generative process underlying EFTM is given in Algorithm 1, while detailed expla-
nations are given below.

Generative process

During model initialization, several multinomial distributions are drawn from Dirichlet
priors. For each topic, a topic word distribution � and topic entity distribution  
are generated using Dirichlet priors � and �. For facet f of source entity s, the
corresponding facet topic distribution �f;s is drawn from a Dirichlet prior � .

In the generative process, given a document d associated with a set of source entities
Sd, a set of multinomial distributions f�s j s 2 Sdg is generated using a Dirichlet
prior �, where �s is a distribution over entity facets of source entity s. To generate
a token (word or entity), we iterate over each source entity s in Sd, and draw a facet
fs from �s, a topic zs from �f;s, and a weight �s from B(�). Then, for each topic zs,
its topic word distribution and topic entity distribution are �rst weighted using �s and
then concatenated to obtain a new multinomial distribution �s

z , which is referred to
as the topic token distribution. In this way, words and entities under the same topic
are correlated. Finally, the �nal topic token distribution � is obtained as an equally
weighted combination of a set of topic token distributions f�s

z j s 2 Sdg, which is then
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Figure 2.3: A graphical representation of the entity facet topic model (EFTM). A concise
overview of parameters is as follows: � , �, � and � are Dirichlet priors used to generate
corresponding multinomial distributions; � is a Beta prior used to generate Binomial
distribution; �f is the facet topic distribution of the f -th facet of an entity; � and  are
topic word distribution and topic (document) entity distribution respectively.

used to generate a token, i.e., either a word or entity.

Joint facets

In existing topic models, a document is usually represented by one topic distribution,
which is assumed to be used to generate the document. To generate a word, a topic is
selected from the topic distribution of the document, and a word is sampled from the
topic word distribution of the selected topic. For our model, in order to learn multiple
representations for a document, we assume that all source entities contribute to the
generation of words and entities in documents. In particular, to generate a word or an
entity, a facet is sampled from the facet distribution of each source entity, and a topic is
sampled from the facet topic distribution of selected facets. Then, all selected topics
are merged by a weighted combination of the corresponding topic word distribution
and topic entity distribution, and the resulting topic token distribution is used to sample
a word or token. The intuition behind this is that the facet distribution of all source
entities of a document should contribute to the generation of words and entities in the
document. For example, given a document with three source entities: USA, Barack
Obama, and Mitt Romney, the representation of this document could be dependent on a
facet that is semantically closest to the �presidential campaign.�
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2.6. Inference for EFTM

Algorithm 1 Generative Process of the Entity Facet Topic Model.
1: for each topic z do
2: Draw � � Dir(�)
3: Draw  � Dir(�)
4: end for
5: for each source entity s 2 S do
6: Draw �s � Dir(�)
7: for each facet of source entity fs do
8: Draw �f;s � Dir(�)
9: end for

10: end for
11: for each document d do
12: for each token tx do
13: for each source entity s 2 Sd do
14: Draw fs � �s
15: Draw zs � �f;s
16: Draw �s � B(�)
17: �s

t = �s�zs � (1� �s) zs

18: end for
19: � = 1

jSdj
P

s2Sd

�s
t

20: Draw tx � �, tx 2 VW [ VE
21: end for
22: end for

Parameters

The number of parameters to be estimated is K� (jVW j+ jVE j) + jSj �F �K, where
K is the number of topics, jSj is the size of the source entity set, and F is the number
of facets. We use symmetric Dirichlet priors to generate multinomial distributions.

Model advantage

The advantage of our model over existing document representation methods is grounded
in two things. First, the multi-faceted nature of source entities is incorporated into our
model, which captures the rich semantics captured by different facets of source entities.
Second, entity speci�c facets and general aspects (topics) are semantically connected,
thus bridging the gap between entities and topics.

2.6 Inference for EFTM
In this section, we present our Gibbs sampling algorithm for EFTM. Two key latent
variables used to generate a word wi are estimated, i.e., zi

s and f i
s. The former is the

topic sampled from a given facet fs, while the latter is the facet selected from a given
source entity s. The parameter estimation process is described as follows.
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2. Learning Entity-Centric Document Representations

The conditional posterior distribution for zi
s, the topic from the f -th facet of source

entity s, to generate word wi is

P (zi
s = t j zi

�s; z
�i
(�) ; f ;w; e) /

P (wi j zi
s = t; zi

�s;w�i; e) � P (zi
s = t j zi

�s; z
�i
(�) ; f);

(2.1)

where zi
�s is the assignment of all z related to word wi except for zi

s, z�i
(�) is the

assignment of all z for all words and entities except for wi, f is the assignment of all
facets for all words and entities, w�i are all words except word wi, e are all entities.

For the �rst item on the right hand side of Eq. 2.1, we have

P (wi j zi
s = t; zi

�s;w�i; e) =
Z
P (wi j zi

s = t; zi
�s;�)P (� j z�i

(�) ;w�i; e)d�:
(2.2)

Here, � is the joint word and entity distribution over all facets of source entities. In
particular, given a jVW j-dimensional word distribution and a jVE j-dimensional entity
distribution under topic t, a jVW j + jVE j-dimensional joint multinomial distribution
over words and entities �t can be obtained as a weighted concatenation. For the topic t
sampled from a facet of source entity s, the topic token distribution �s

t is obtained as a
weighted concatenation of �t and  t with weights �s and (1� �s), respectively. Since
different source entities are assumed to contribute equally, � is obtained as follows:

� =
1
jSdj

X

s2[1;jSdj]

�s
t =

1
jSdj

X

s2[1;jSdj]

(�s�t � (1� �s) t); (2.3)

where � means concatenation of two distributions.
Based on how we obtain �, we rewrite Eq. 2.2 as follows:

P (wi j zi
s = t; zi

�s;w�i; e) =

1
jSdj

0

@P (wi j zi
s = t;w�i; e) +

X

s02Sdnfsg

P (wi j zi
s0)

1

A ;
(2.4)

where P (wi j zi
s0 ) is nwi

i;s0 , the number of instances of wi under topic zi
s0 . For the �rst

item in Eq. 2.4, we have:

P (wi j zi
s = t;w�i; e)=

Z
P (wi j zi

s = t;�t)P (�t j w�i; e)d�t: (2.5)

For the second item on the right-hand side of Eq. 2.5, we have:

P (�t j w�i; e) / P (w�i; e j �t)P (�t): (2.6)

Since P (�t) and P ( t) are Dirichlet priors Dir(�) and Dir(�), and P (�s) is Beta(�),
the prior distribution P (�t) is:

�1

�1 + �2
�+

�2

�1 + �2
�;
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2.6. Inference for EFTM

where � = [�1; �2] is a Beta prior. Since �t is conjugate to the likelihood function
(the �rst item in Eq. 2.5), the posterior distribution in Eq. 2.5 is obtained by putting the
multinomial likelihood into the Dirichlet prior:

Dir
�

�1

�1 + �2
�+

�2

�1 + �2
� + nwi

�i;t

�
;

where nwi
�i;t is the number of words and entities that is assigned to �t. Combining the

previous equations, we have:

P (wi j� zi
s = t; zi

�s; f ;w�i; e) =
1
Sjdj

 P
s02Sdnfsg n

wi
i;s0

P
s02Sdnfsg n

(�)
i;s0

+

(�1 + �2) � nwi
�i;t + �1�+ �2�

(�1 + �2) � n(�)
�i;t + (�1�+ �2�) � (jVE j+ jVW j)

!

:

(2.7)

This addresses the �rst term on the right-hand side of Eq. 2.1.
For the second term on the right-hand side of Eq. 2.1, we have:

P (zi
s = t j zi

�s; z
�i
(�) ; f) =

Z
P (zi

s = t j f i
s; �f;s)P (�f;s j z�i

s ; f�i
s )d�f;s

(2.8)

The second item on the right-hand of Eq. 2.8 is a posterior as follows:

P (�f;s j z�i
s ; f�i

s ) / P (z�i
s j �f;s; f�i

s )P (�f;s): (2.9)

Here, P (�f;s) is a Dirichlet prior Dir(�) and P (z�i
s j �f;s; f�i

s ) is the number of all
words and entities that are assigned to topic t because of source entity s except wi,
denoted as n�i

s;t. Then, Eq. 2.8 can be written as:

P (zi
s = t j zi

�s; z
�i
(�) ; f) =

n�i
s;t + �

n�i
s;� +K�

: (2.10)

The conditional posterior distribution for f i
s, the facet chosen to �rst generate a topic

and then generate wi, is:

P (f i
s = f j f i

�s; f
�i
(�) ; z) / P (zi

s j f
i
s = f; z�i

s )P (f i
s = f j f�i

s ): (2.11)

For the �rst item on the right-hand side of Eq. 2.11, we have:

P (zi
s j f

i
s = f; z�i

s )=
Z
P (zi

s j f
i
s = f; �f;s)P (�f;s j z�i

s )d�f;s: (2.12)

The second item on the right hand side of Eq. 2.12 is:

P (�f;s j z�i
s ) / P (z�i

s j �f;s)P (�f;s): (2.13)

23



2. Learning Entity-Centric Document Representations

Since P (z�i
s j �f;s) is a likelihood function and P (�f;s) is a Dirichlet prior Dir(�), we

have P (fs) as Dir(� + n�i
f;s), where n�i

f;s is the number of topics assigned to fs except
for the current word.

We combine all equations and obtain:

P (zi
s j f

i
s = f; z�i

s ) =
ni

f;s + �
ni
�;s +K�

: (2.14)

The second term in Eq. 2.11 is obtained as follows:

P (f i
s = f j f (�)

�s) =
Z
P (f i

s = f j �s)P (�s j f�i
s )d�s: (2.15)

The second term on the right-hand side of Eq. 2.15 is as follows:

P (�s j f�i
s ) / P (f�i

s j �s)P (�s): (2.16)

As a result, we have Eq. 2.15 as follows:

P (f i
s = f j f (�)

�s) =
n�i

f + �

n�i
(�) + F�

: (2.17)

Finally, by combining Eqs. 2.1, 2.7, 2.10 and 2.11, 2.14, 2.17, we obtain the desired
estimates of posterior distributions of zi

s and f i
s, respectively:

P (zi
s = t j zi

�s; z
�i
(�) ; f ;w; e) /

1
Sjdj

 P
s02Sdnfsg n

wi
i;s0

P
s02Sdnfsg n

(�)
i;s0

+
(�1 + �2) � nwi

�i;t + �1�+ �2�

(�1 + �2) � n(�)
�i;t + (�1�+ �2�) � (jVE j+ jVW j)

!

�

n�i
s;t + �

n�i
s;� +K�

:

(2.18)

P (f i
s = f j f i

�s; f
�i
(�) ; z) /

ni
f;s + �

ni
�;s +K�

�
n�i

f + �

n�i
(�) + F�

: (2.19)

2.7 Experimental Setup
We set up experiments to address the following research questions:

RQ1.1 Can we con�rm that entities have multiple aspects, with different aspects
re�ected in different documents?

RQ1.2 Can we learn a representation of entity aspects from a collection of documents,
and a representation of documents based on multiple entities and their aspects
as re�ected in the documents?

RQ1.3 Does this novel representation improve algorithm performance in downstream
applications?

RQ1.4 What is a reasonable number of aspects per entity?
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Table 2.2: Statistics of our two datasets. Columns 2 and column 3 are the number of
documents in the training and test set; column 4 is the number of labels in the dataset;
columns 5 and 6 are the label cardinality (LC) and label density (LD).

Dataset # training # test # Labels LD LC

1 6,377 540 56 0.038 2.139
2 34,976 3,146 33 0.077 2.533

2.7.1 Datasets

Two datasets are used in our experiments. Both of them are extracted from the New
York Times Corpus [98]. Since we consider both words and entities in documents, we
use the entity annotations of New York Times articles from 2003�2007 provided by
Google [26]. Documents from 2003�2006 are used as a training set, while documents in
2007 are used as the test set. Articles in the New York Times Corpus are all associated
with multiple labels, called descriptors. Since a source entity is a general concept
referring to any semantic unit representing a source of information, descriptors are
considered as source entities in EFTM.

To examine the performance of EFTM on datasets of different sizes, we extract
two datasets according to the following procedure: We �rst count the frequency of the
descriptors, and then select target descriptors based on their frequency. The statistics
about descriptors are presented in Fig. 2.4. We do not consider descriptors with either
a high or low number of associated documents, so that our extracted datasets are of
moderate size. Articles associated to at least two target descriptors are selected to be part
of the output dataset. For the �rst dataset (�dataset 1� in Table 2.2), we select descriptors
whose frequency ranges from 500 to 1,000, which leads to a set of 56 descriptors. For
the second dataset (�dataset 2� in Table 2.2), we choose descriptors whose frequency is
higher than 2,000, with 33 descriptors being selected.

Figure 2.4: Statistics of descriptors in NYT Corpus. The x-axis are descriptor sets
grouped by the number of associated documents; the y-axis is the number of descriptors
in each set.
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We count the descriptive statistics of our two datasets and present them in Table 2.2.
The de�nitions of label cardinality and label density [111] are as follows. Let D be a
multi-label dataset consisting of D multi-label examples (xi; Yi); i = 1; � � � ; D. The
label cardinality of D is de�ned as the average number of labels of the examples in D:

LC(D) =
1
jDj

jDjX

i=1

jYij:

The label density of D is de�ned as the average number of labels of the examples in D
divided by L:

LC(D) =
1
jDj

jDjX

i=1

jYij=jLj;

where L is the number of all labels.

2.7.2 Experimental design

Modeling and recovering entity facets

To answer RQ1.1 we conduct a qualitative analysis that seeks to uncover the correlation
between the facets of source entities. Our hypothesis is that in a set of documents
associated with a pair of source entities, the facets of these entities that are mainly
re�ected in the documents will be represented by similar topic distributions. If this
is true, it would mean that our model is able to identify matching facets of different
entities in order to semantically represent a document and it will con�rm that indeed
entities are not single-faceted. For example, given a set of documents associated with
both Finance and Education and Schools, we expect to identify the funding (education
investment) facet of Education and Schools and Finance. Therefore, given two source
entities, �rst the documents associated to both entities are selected. For each source
entity, the corresponding entity-centric representation is computed as the mean of the
entity representations of all shared documents. The resulting facet distribution can be
considered as a centroid across these documents. Then we examine whether certain
facets have a high probability in the facet distribution.

Generative capability of entity facet topic model

To answer RQ1.2 we perform a quantitative analysis, using perplexity as the evaluation
measure. Perplexity is a standard measure for estimating the performance of a prob-
abilistic model. We evaluate EFTM by estimating the perplexity of unseen held-out
documents given training documents. A better model will have a lower perplexity of
held-out documents on average. We follow the perplexity de�nition in [51], which is
de�ned as follows:

exp
�
�

logP (Dtest j Dtrain)P
d2Dtest Nd

�
:

Let � denote the set of all parameters in a topic model; then

P (Dtest j Dtrain) =
Z
P (Dtest j �)P (� j Dtrain)d�:
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This integral can be approximated by averaging P (Dtest j �) under samples from
P (� j Dtrain). Note that EFTM can be seen as a generative process that generates
words and entities for a given set of source entities. Thus, P (Dtest j �) is de�ned as
follows:

P (Dtest j �) = �d2DtestP (wd; ed j Sd;�):

If our model demonstrates lower perplexity it will con�rm that indeed a document
is better represented and understood by considering the speci�c facets of an entity
discussed in this document.

Multi-label text classi�cation

To answer RQ1.3 we perform an extrinsic evaluation of EFTM, for which we consider a
multi-label classi�cation task. We assume that a good document representation model
should encode distinctive information about whether a document should be associated
to a label or not. Therefore, better document representations should yield a better
performance in multi-label classi�cation.

A simple and straightforward method for multi-class classi�cation is to train a binary
classi�er for each label using the representation of a document as features. We adopt this
setting and use SVM as the binary classi�er in our experiments. We have experimented
with a number of different classi�ers and all of them support our conclusions. The goal
of this work is to compare representations and not classi�cation algorithms, we do not
report the performance using other classi�ers, such as Random Forests, or Naive Bayes.
The features are the elements of the vector representations, and the number of features
is the dimensionality of the vectors.

Given a label (i.e., a source entity), EFTM provides an entity centric representation
of the document corresponding to that label. However, for the purpose of training
we also need an entity centric representation of documents that are not associated to
this label, to be used as negative instances. Pseudo inference [90] is performed on the
document and the label, by assuming that the label is the only source entity associated
to the given document, hence inferring the entity-centric document representation using
EFTM.

For each label s, we collect Ns
train documents associated to the label as positive

instances for training. Then we randomly sample Ns
train negative instances from

documents not associated to this label for training. During testing, for each label and
test instance, we perform pseudo inference on the test instance, and input the obtained
representation to the binary classi�er corresponding to the label. Then, the binary
classi�er outputs 1 if the test instance is considered to be associated to the label, and 0
otherwise.

To assess the performance of multi-label classi�cation we use three evaluation
measures [10, 111]: multi-label accuracy, macro F1, and micro F1.1 We conduct a
statistical signi�cance test in our experiments via a paired t-test. Our experiments

1Bielza et al. [10] also de�ne Mean Accuracy as an effectiveness measure. However, our data is rather
skewed with respect to each label, i.e., for each label there is a small fraction of documents that are associated
with it. This allows a naive classi�er that predicts each instance not being associated with a label to achieve
high performance when measured by Mean Accuracy. For instance, such a classi�er, when applied to �Dataset
1� achieves a Mean Accuracy of 0.9629. Multi-label Accuracy, macro and micro F1 avoid this bias.
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consist of two steps, i.e., model training and multiple binary classi�cations. Since we
focus on comparing representations, it is the model training step that is considered as
the source of uncertainty. We train each model 5 times, and repeat the classi�cation
steps to obtain multiple results. All signi�cance tests are performed at � = :05 level.

If our model demonstrates a better performance than baseline methods, it will con-
�rm that multi-faceted entity-centric representation of documents has a positive effect
not only towards better understanding documents but also in downstream applications.

Number of entity facets and topics in a collection

To answer RQ1.4 we perform a quantitative analysis similar to the previous section, al-
tering the number of topics and the number of entity facets in our model and quantifying
the effect in terms of the performance of the model in the multi-label classi�cation task.

2.7.3 Baselines and model variations
Table 2.3 lists the document representation methods considered in our experiments. In
both our intrinsic and extrinsic evaluation we seek to assess the quality of document
representations, and not the ability of a machine learning algorithm to succeed in multi-
label classi�cation. Our baselines include the traditional bag of words with TF-IDF
weights representation (BoW) [97]; the LDA [11], LLDA [27] and Labeled-LDA [89]
topic model document representations, that allow us to directly assess the quality of
EFTM; and Mean Word Embedding (MWE) [53] and Doc2vec [57] as state-of-the-art
dense vector representations, similar with the setup in [114]. The word embeddings used
here are 50d GloVE vectors [82] pre-trained using Wikipedia and Gigaword 5.2 We use a
pre-trained BERT model [23] with a hidden layer size of 768, 12 Transformer blocks and
12 self-attention heads. Since the representations learned by baseline methods are not
optimised for multi-label classi�cation, we use bert-as-service3 to get the representation
of an input sequence without �ne-tuning with respect to multi-label classi�cation to
make results comparable to other baseline methods, as well as our work. We truncate
the input sequences to 512 tokens to meet the restriction of maximum sequence length
required by BERT. To get a feeling of how BERT performs on multi-label classi�cation
when �ne-tuning, we also �ne-tune the same pre-trained BERT model for the task of
multi-label classi�cation, with a batch size of 32, max sequence length of 512, learning
rate of 5e-5. The maximum number of training epochs is set to 3 according to the
parameter setup in [23].

Note that even though ETM [51] is related to our work, it is not a valid baseline,
as explained in Section 2.2. For baseline models that do not distinguish entities from
words, we feed unique identi�ers of entities together with words, so that our model does
not bene�t from being fed more data than baselines.

For EFTM, we consider different source entity and observed variables settings. In
terms of source entity, we consider a multi-source (MS) setting, where each document
is associated with multiple source entities, and a single-source (SS) setting, where all
documents are assumed to be associated with one universal source entity. In terms of

2https://catalog.ldc.upenn.edu/LDC2011T07
3https://github.com/hanxiao/bert-as-service
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Table 2.3: Methods and baselines used for comparison.
Acronym Description Reference

EFTMWO-SS EFTM with a single and same source entity, and words as the
only observed variables.

§2.5.2

EFTMWO-MS EFTM with multiple source entities, and words as the only
observed variables.

§2.5.2

EFTMWE-SS EFTM with a single and same source entity, and considers
two kinds of observed variables.

§2.5.2

EFTMWE-MS EFTM with multiple source entities, and considers two kinds
of observed variables.

§2.5.2

BoW Bag of words weighted by TF-IDF; a traditional document
representation.

[97]

LDA Latent Dirichlet Allocation, which learns a latent topic distri-
bution to represent documents with; a widely used document
representation method.

[11]

LLDA Mixed membership of topics, which is similar to LDA, except
that it considers words and entities separately.

[27]

Labeled LDA A supervised topic model, which extends LDA to leverage
supervised labels of documents.

[89]

Doc2vec Dense vector representation, which is the state-of-the-art neu-
ral method for learning document representations.

[57]

BERT A state-of-the-art vector representation method. [23]

MWE Mean word embedding, which is a strong state-of-the-art
neural method for representing documents.

[16, 57]

Most-Frequent A naive baseline which always predict the most frequent label
in train set.

�

observed variables, we consider a word-only (WO) setting, which is a simpli�ed version
of EFTM in which we only use words as observed variables, and a words and entities
(WE) setting, which is the full EFTM model. We write EFTMWO-MS, EFTMWO-SS,
EFTMWE-SS and EFTMWE-MS, respectively, to denote these variants. See Table 2.3
for a summary.

2.7.4 Parameter settings

Following standard practice [51], we set the hyperparameters of the baseline methods
and EFTM to pre-de�ned values. In LDA, LLDA and EFTM, we set both � and �
as 0.1. In LLDA and our model, � is set to 0.5, which means no prior information is
known. Note that our model might perform better if � is set to a value that corresponds
to the frequency of words vs. entities. We use uninformative prior 0.5 and leave the
impact of � as future work. In EFTM, we set � and � to 0.1. The number of iterations
of Gibbs Sampling is set to 2,000 for all models. We set the number of topics to
f10; 15; 20; 30; 40; 50; 80; 100g, and the number of facets to f5; 10g, so as to be able to
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2. Learning Entity-Centric Document Representations

Table 2.4: The number of hours used to train our models under different setups.
EFTMWO-SS EFTMWO-MS EFTMWE-SS EFTMWE-MS

Dataset 1 4.0 hours 9.2 hours 3.9 hours 9.0 hours
Dataset 2 13.2 hours 42.9 hours 12.6 hours 38.9 hours

compare the effectiveness under different parameter settings.
In this work we make the assumption that all entities have an equal number of facets.

Clearly this can not the case with the number of facets most likely changing across
entities. Nonparametric Bayesian models could capture this and we leave it for future
work. Instead, we �xed the number of facets to 5 (or 10). Remember that the number of
facets is a modeling choice and should be decided by empirical evidence. Our choice is
derived from the fact that the median number of sections of English Wikipedia articles
(which can be viewed as entity facets [77]) is 4 for the entire collection and 7 for a
high quality sub-collection [85]. Also note that the number of facets does not have to
be accurate for all entities, as long as learned facets could be helpful for downstream
applications, e.g., classi�cation, as demonstrated in our experiments. A similar scenario
with the number of facets for our model is the number of topics for topic models, where
the number of topics can be prede�ned according to empirical evidence (rather than
accurate estimation), as long as the learned topics are useful for inferring meaningful
topic distributions of documents.

Regarding runtime, we run our model on single core Intel Xeon CPU with 256GB
RAM. We run our models under different setups and against two datasets and the
training time are presented in Table 2.4.

2.8 Results
In this section, we present the outcomes of our experiments and provide answers for our
research questions.

2.8.1 Modeling and recovering entity facets
To answer RQ1.1, we perform a qualitative analysis of the outcomes of the EFTMWE-
MS model trained on Dataset 2 with the number of facets set to 5 and the number of
topics set to 50. The setup of the qualitative analysis can be found in Section 2.7.2. We
choose three pairs of source entities for analysis, i.e., Finances, Law and Legislation, and
Education and Schools, and the results are shown in Fig. 2.5. As shown in Fig. 2.5(c),
facet 1 of Education and Schools has a higher probability, indicating that facet 1 is
related to the law facet of Education and Schools, while facet 3 of Law and Legislation
is related to its education facets. Further, we see that in Fig. 2.5(a) and 2.5(b), while
there is no particular facet with a strong presence in these documents, there is a reverse
relation between facet 1 and 2 of Finances. When documents are associated with
Education and Schools, facet 2 of Finances has a higher presence than 1, while the
opposite is true when documents are associated with Law and Legislation. Hence,
different facets of source entities are captured by the entity facets proposed in EFTM.
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2.8. Results

Figure 2.5: Analysis on three sets of documents, where each set of documents is associ-
ated with the same pair of source entities. Each line is the averaged facet distribution of
a speci�c source entity in the corresponding documents. The x-axis is the facet number,
while the y-axis is the value of elements in the facet distributions. The number of facets
is 5.

Figure 2.6: Facet topic distribution of facet number 1, 4, 3 of Education and Schools,
Finances and Law and Legislation, respectively.

To further investigate whether these facets indeed capture similar information, we
present the facet topic distribution of those facets, i.e., facet 4 of Finances, facet 1 of
Education and Schools, facet 3 of Law and Legislation in Fig. 2.6. The topic distributions
of all the facets we consider are similar, demonstrating that similar information is
captured by entity facets and understood from the perspective of source entities.

Therefore, the document representations we propose are able to discover and model
facets of different entities within a document that semantically align with each other
and the theme of the document, while at the same time disagree with the facets learnt
by documents of different theme.

Finding 1. Entities are associated with documents by means of speci�c facets of them
discussed in these documents, while different documents may focus on different facets
of an entity; this con�rms our hypothesis that entities should be considered multi-faceted
concepts.
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2. Learning Entity-Centric Document Representations

Figure 2.7: Perplexity values on Dataset 1 with different numbers of topics.

2.8.2 Generative capability of entity facet topic model
To answer RQ1.2, we compare the perplexity values obtained by the different topic
models. The perplexity scores over the two datasets are shown in Fig. 2.7 and 2.8,
respectively. Note that the number of topics of Labeled-LDA is decided by the number
of labels, thus its perplexity value is �xed. EFTMWO-MS and EFTMWO-SS perform
better than the baseline methods, whereas EFTMWE-MS and EFTMWE-SS perform
worse. The difference lies in the representation of topics. In the WE-version of EFTM,
topics are represented by two distributions, i.e., a topic-word distribution and topic-
(document) entity distribution. The prior of � is set to 0.5, which means that words and
entities have the same chance of being selected to generate a document. However, in
our dataset, there are much more words than entities, which leads to a lower probability
of generating the documents and higher perplexity values. By introducing entity facets,
we achieve better generative capability for unseen documents.

Finding 2. The generative capability of a model that considers entities as multi-faceted
concepts is better compared to models that do not.

2.8.3 Multi-label text classi�cation
To answer RQ1.3, we present the performance of different document representation
methods on the multi-label classi�cation task. Results over two datasets are shown in
Table 2.5 and 2.6.

As we can see, semantic representation methods, such as LDA, MWE, D2V and
BERT, perform better than traditional BoW representations. When comparing semantic
representation methods, BERT is better than LDA but not as good as advanced topic
models, such as LLDA, indicating that advanced topic modeling has the potential to
learn good representations. As mentioned earlier we also �ne-tuned BERT on the
classi�cation task. We did that for the small Dataset 1, since �ne-tuning for the large
dataset (Dataset 2) proved to be a rather computationally expensive task (the task was
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2.8. Results

Figure 2.8: Perplexity values on Dataset 2 with different numbers of topics.

abandoned after 8 days of training). The BERT-�ne-tuned model obtained a ml-Acc of
0.0593, Micro F1 of 0.1082, and Macro F1 of 0.0163, better than many unsupervised
representation learning methods, but still not better than the unsupervised representation
learning of our advanced topic modeling. Note that the naive baseline Most-Frequent
is a strong baseline in terms of multi-label accuracy. This is because if we predict the
most frequent label, it is likely to get at least one right label for each instance. Together
with the fact that the label cardinality is around 2, there should be quite a few instances
that get almost correctly predicted.

On both datasets, EFTMWO-SS outperforms LDA, indicating the effectiveness of
introducing entity facets and representing documents using facet distributions, espe-
cially given that the number of features of LDA in multi-label classi�cation (i.e., the
number of topics, 50) is much bigger than that of EFTMWO-SS (number of facets, 5).
Hence, representing documents in an entity-centric fashion gives an explicit way to
facilitate downstream entity related tasks, such as judging whether a document should
be associated with the entity (label) here.

We also study whether it is helpful to distinguish different kinds of observed vari-
ables, such as words and entities. The performance of LLDA is better than LDA, show-
ing the effectiveness of distinguishing different kinds of observations in relatively simple
topic models. As to variants of EFTM, the performance of EFTMWE-SS/EFTMWE-
MS are consistently better than that of EFTMWO-SS/EFTMWO-MS, which con�rmed
the superiority of considering both observed variables. Note that sometimes macro F1
could be zero because of skewed performance across different labels. Speci�cally, the
performance of many labels is close to zero.

To study the impact of multiple sources, we consider two pairs for comparison, i.e.,
EFTMWE-MS vs. EFTMWE-SS and EFTMWO-MS vs. EFTMWO-SS. On Dataset 1,
EFTM with multi-sources (MS) is consistently better than the single-source (SS) version
of EFTM, while EFTMWE-SS is better than EFTMWE-MS on Dataset 2. This appears
to be related to the size of the set of labels. The number of labels in Dataset 2 is smaller
than that of Dataset 1, which lessens the impact of modeling multiple sources.
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Table 2.5: Comparing the performance of document representation methods on the task
of multi-label classi�cation on Dataset 1. The number of facets of EFTM is set to 5,
and the number of topics/dimensions is set to 50. We test the signi�cance of results
of our models compared to baseline methods. All results of our model are signi�cant
compared to baseline methods at � = :05 level.

ml-Acc Micro F1 Macro F1

Most-Frequent 0.0398 0.0571 0.0029

BoW 0.0135 0.0267 0.0272
D2V 0.0047 0.0091 0.0090
MWE 0.0047 0.0094 0.0097
BERT 0.0054 0.0106 0.0109

LDA 0.0064 0.0123 0.0128
LLDA 0.0358 0.0690 0.0632
Labeled LDA 0.0000 0.0033 0.0034

EFTMWO-SS 0.0377 0.0717 0.0710
EFTMWO-MS 0.0392 0.0745 0.0778
EFTMWE-SS 0.0390 0.0738 0.0000
EFTMWE-MS 0.0399 0.0758 0.0788

In sum, EFTMWE-MS and EFTMWE-SS are the preferred choices for the multi-
label classi�cation task, with a slight preference for EFTMWE-MS in case where a
dataset has many labels (source entities) and for EFTMWE-SS in case the dataset has
fewer labels.

Finding 3. By �xing supervised learning algorithm and using different document
representations for multi-label classi�cation, we demonstrate that the proposed multi-
faceted entity-centric representation outperforms state-of-the-art representations. The
smaller the dataset the more important it is to use a multi-source representation.

2.8.4 Number of entity facets and topics in a collection
To answer RQ1.4, we explore different parameter settings for EFTM. In particular, we
consider two cases: (1) varying the number of topics (30, 50, 80, 100) under a �xed
number of facets (5); (2) varying the number of facets (5, 10) under a �xed number of
topics (50). The results under a �xed number of facets and a varying number of facets
are shown in Table 2.7 and 2.8, respectively.

As we can see in Table 2.7, the full model (EFTMWE-MS) performs best on
Dataset 1 and 2 when the number of topics is set to 30 and 80, respectively. Dataset 2
is a much bigger dataset compared to Dataset 1 and 30 topics appears to be enough
to capture the topical patterns of the smaller dataset but is insuf�cient for the bigger
dataset. In terms of the number of facets, we can see in Table 2.8 that the performance
with just �ve facets is consistently better than the performance with 10 facets, which
indicates that a small number of facets is probably enough to capture entity speci�c
topics and a big number of facets might make things complicated. Overall, we can see
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Table 2.6: Comparing the performance of document representation methods on the task
of multi-label classi�cation on Dataset 2. The number of facets of EFTM is set to 5, and
the number of topics/dimensions is set to 50. We test the signi�cance of results of our
models compared to baseline methods. Results of our model are signi�cant compared
to baseline methods at � = :05 level.

ml-Acc Micro F1 Macro F1

Most-Frequent 0.0809 0.0983 0.0085

BoW 0.0234 0.0454 0.0478
D2V 0.0088 0.0173 0.0176
MWE 0.0082 0.0161 0.0171
BERT 0.0065 0.0125 0.0133

LDA 0.0082 0.0158 0.0170
LLDA 0.0620 0.1158 0.0948
Labeled LDA 0.0035 0.0069 0.0073

EFTMWO-SS 0.0684 0.1235 0.1185
EFTMWO-MS 0.0658 0.1216 0.0000
EFTMWE-SS 0.0758 0.1387 0.1375
EFTMWE-MS 0.0658 0.1207 0.1214

that the performance varies considerably under different parameter settings, indicating a
space of improvements by tuning parameters. We leave the tasks of �nding the optimal
number of facets and topics as future work.

Finding 4. A limited number of facets is enough to capture the different facets of an
entity, on average.

2.9 Conclusions
In this chapter, we answer RQ1. We propose a model and an algorithm to learn entity-
centric document representations, where a document associated with multiple entities
is represented by multiple representations and each representation is built on the basis
of entity facets. We demonstrate the effectiveness of our model, EFTM, by comparing
it against state-of-the-art document representation methods on the task of multi-label
classi�cation, con�rming that multi-faceted entity-centric modeling of documents has
an effect in downstream applications. Although we evaluate our method on multi-label
classi�cation, our method is more broadly applicable to other multi-labeled settings
where documents are associated with multiple source entities, such as tag analysis [62]
and tag suggestion [48]. We further investigated the notion of facets we learn by
performing both an intrinsic and an extrinsic evaluation and con�rmed that learned
facets can capture semantically similar facets of different entities.

The theoretical implication of this chapter is that entities should not be considered
and modeled as monolithic concepts, with a single representation for every document
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Table 2.7: Comparing the performance of document representation methods on the task
of multi-label classi�cation, using Dataset 1 and Dataset 2. The evaluation metric is
multi-label accuracy (ml-Acc). For our models the number of facets is set to 5. The
number of topics of our model and other models considered are 30, 50, 80, and 100, as
indicated in row two.

Number of Topics 30 50 80 100

D
at

as
et

1 EFTMWO-SS 0.0377 0.0378 0.0303 0.0302
EFTMWO-MS 0.0455 0.0453 0.0437 0.0422
EFTMWE-SS 0.0356 0.0381 0.0389 0.0362
EFTMWE-MS 0.0488 0.0447 0.0402 0.0414

D
at

as
et

2 EFTMWO-SS 0.0641 0.0681 0.0713 0.0568
EFTMWO-MS 0.0779 0.0737 0.0695 0.0659
EFTMWE-SS 0.0698 0.0767 0.0806 0.0781
EFTMWE-MS 0.0728 0.0717 0.0736 0.0661

associated with them, but instead be thought of as multi-faceted concepts, with different
facets discussed in different documents. Gaining a deeper understanding of what these
facets precisely represent, how many facets each speci�c entity has, and whether these
facets can be mapped to explicit categories is left for future work that can enable inter-
esting methods for analyzing and visualizing document collections from the perspective
of an entity, but also analyzing how entities are presented in a document corpus. In
practice, our work demonstrates that such a multi-faceted entity consideration can have
an impact in downstream applications.
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Table 2.8: Comparing the performance of document representation methods on the task
of multi-label classi�cation, using Dataset 1 and Dataset 2. The values 5 and 10 in
columns 3�6 indicate the number of facets.

Micro F1 Macro F1

5 10 5 10

Dataset 1

EFTMWO-SS 0.0710 0.0679 0.0702 0.0677
EFTMWO-MS 0.0857 0.0661 0.0885 0.0718
EFTMWE-SS 0.0722 0.0680 0.0740 0.0685
EFTMWE-MS 0.0843 0.0618 0.0836 0.0657

Dataset 2

EFTMWO-SS 0.1217 0.1109 0.1182 0.1141
EFTMWO-MS 0.1361 0.1127 0.1331 0.1123
EFTMWE-SS 0.1395 0.1393 0.1366 0.1386
EFTMWE-MS 0.1323 0.1193 0.1332 0.1173
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3
A Multi-Interaction based Convolutional

Matching Network for Entity Aspect
Linking

In the previous chapter, we studied the task of learning entity-centric document repre-
sentation by modeling entities as multiple aspects and each aspect as an entity-speci�c
topic. In this chapter, we continue our exploration of entity aspects for document
understanding. Speci�cally, we study the problem of entity aspect linking.

3.1 Introduction

Understanding the semantics of a collection of textual documents is important for many
applications, including text classi�cation and information retrieval. Departing from bag-
of-words representation, research has moved towards treating semantically meaningful
units, such as entities, separately from words. One of the representative techniques to
perform semantic annotation over text collections is entity linking, which links entity
mentions in text to entities in knowledge bases [102]. It is well recognized [29, 66, 92]
that entities may have multiple aspects, which stand for very different topics related
to these entities. As an example, in the Wikipedia page of Barack Obama, there are
multiple aspects, such as early life and career and post-presidency (2017�present).
When performing entity linking over a mention of Barack Obama in a news article that
discusses his early life, ideally, we would like to know both which entity the mention
refers to and which aspect of the entity relates to the article.

Recently, a task called entity aspect linking [77] was proposed to address this need.
The goal is to link entity mentions to aspects of entities rather than entities. Compared to
entity linking, entity aspect linking is aimed at semantic annotation at a �ner granularity.
Existing approaches for entity aspect linking are mostly related to traditional matching
methods, such as BM25 and learning to rank. Nanni et al. [77] propose to use hand-
crafted features and learning-to-rank algorithms to rank candidate aspects for entities

This chapter was published as C. Wu, E. Kanoulas, M. de Rijke, and W. Lu.
A multi-interaction based convolutional matching network for entity
aspect linking. In COLING, 2020 (under review).
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using contexts around entity mentions. We take a different approach, and view entity
aspect linking as a pairwise semantic matching problem.

In this chapter, we present the Multi-Interaction based Convolutional Matching
Network (MICMN) for entity aspect linking, which combines interactions from multiple
perspectives and extracts features using a convolutional neural network. To be speci�c,
given an entity in context (referred to as entity context) and a candidate aspect, we
�rst represent words using pre-trained embeddings, and then use them as inputs to
construct interactions between the entity context and the candidate aspect. Here, an
interaction is pairwise word similarity between words in entity contexts and candidate
aspects. We consider interactions from multiple perspectives: exact match interactions,
soft match interactions, and self-attention weighted soft match interactions. Then, a
convolutional layer is applied to each interaction matrix to extract convolved features.
In our task, entity contexts are usually much shorter than candidate aspects. Intuitively,
this means that it is easier to identify matching patterns in candidate aspects since it
is longer in text. On the other hand, matching signals in entity contexts is likely to be
important since it has limited information. To re�ect this intuition, we propose a novel
q-singular pooling strategy to extract useful features, which emphasizes matching on
entity contexts. Finally, a multi-layer perceptron is used to compute a matching score.

The advantage of our model is three fold. First, our model does not rely on hand-
crafted features and can be trained end-to-end with input sequences, which makes it
easy to use. Second, our model combines multiple interactions, so that relevance signals
can come from different perspectives. Third, we present a simple yet effective pooling
strategy for extracting features from the outputs of convolutional layers, motivated by
the characteristics of the task of entity aspect linking.

To verify the effectiveness of our model, we compare our model with several
baselines. Our experiments on four entity aspect linking datasets show the advantages
of our model. Our model outperforms state-of-the-art neural ranking methods. The
ablation study we conducted reveals that the key to MICMN’s advantages is the fact
that different interactions complement each other and the q-singular pooling strategy
works for entity aspect linking.

In summary, our contributions are as follows. (1) A novel convolutional neural
network based approach and a novel pooling strategy for entity aspect linking. We
combine a convolutional neural network with soft match and self attention to �nd
the most appropriate candidate entity aspect. (2) An ablation study on how different
interactions and pooling strategies affect the performance on entity aspect linking. (3)
A parameter analysis that shows how the length of entity contexts and candidate aspects
affects entity aspect linking performance of our model.

3.2 Related Work

Entity aspect linking, which can be viewed as �ne-grained entity linking, has recently
been proposed by Nanni et al. [77]. They propose a feature engineering approach that
combines multiple hand-crafted features and use a learning to rank approach to identify
the best matching candidate aspect. Naive features are used and proved to be effective.
For example, one of the features measures the content overlap between entity context
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and candidate aspect. Traditional information retrieval features, such as tf-idf and
BM25, are used by viewing the entity context as a query and each candidate aspect as a
document. In contrast to devising effective features for training classi�ers, we resort
to neural network based approaches. Speci�cally, we view entity aspect linking as a
pairwise semantic matching task and devise a supervised neural network approach to
identify matching signals between entity context and candidate aspect.

Semantic matching identi�es the semantic meaning and infers the semantic relation
between two pieces of text [36]. One way to categorize semantic matching tasks is to di-
vide them into two categories: symmetrical problems and asymmetrical problems [106].
Examples of symmetrical problems include paraphrase identi�cation [127] and semantic
textual similarity [1], while other tasks such as question answering (QA) and ad-hoc
retrieval are considered as asymmetrical problems. Our task aligns with the second
category, since contexts of entity mentions are usually shorter than textual description
of candidate aspects.

Existing approaches for semantic matching can be classi�ed into two categories:
representation-based methods and interaction-based methods [36]. Representation-
based methods [42, 103] leverage deep semantic representation learning models to
embed input sequences into continuous vectors for further computation of pairwise
similarity. Most recent studies are focusing on interaction-based methods which learn
matching patterns based on interactions between two input sequences. Xiong et al.
[124] utilize a translation matrix to model word-level similarities via word embeddings,
where a new kernel-pooling technique is proposed to extract multi-level soft match
features, and a learning-to-rank layer is combined with those features to obtain the �nal
ranking score. Zhang et al. [130] design an attentive interactive neural network to focus
on text segments that are useful to answer selection. Our approach is similar to the
latter. Compared with previous approaches, we combine interactions from multiple
perspectives and show that different interactions complement each other.

Convolutional neural networks are widely used in semantic matching, either to learn
a better representation or to extract useful features from pairwise interactions [42, 80].
Pang et al. [80] leverage a matrix to model word-pair interactions between questions
and answers for matching, and a hierarchical convolutional model then operates on
this single interaction matrix to compute the �nal score. Hu et al. [42] propose two
convolutional neural network models to capture hierarchical structures of sentences
and learns �xed length vector representation for sentences. Shen et al. [103] use
convolutional neural network to model local contextual information and combine salient
local features to form a global vector representation of queries and documents. In this
chapter we use one convolutional module for each interaction so that information from
different interactions can be fully utilized.

3.3 A Multi-Interaction based Convolutional Matching
Network

In this section we introduce a novel neural matching network speci�cally designed for
entity aspect linking. As discussed in the introduction to chapter, our model, MICMN
(Multiple Interaction based Convolutional Matching Network) consists of four layers. It
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Figure 3.1: Overview of the Multi-Interaction Convolutional Matching Network.

�rst accepts textual sequences as inputs. Then, given their input embeddings, it models
four kinds of interactions as matching patterns from different perspectives. Furthermore,
these interactions are passed through convolutional layers and a novel pooling strategy
is used to extract local features. Finally, a fusion layer is used to combine all matching
signals to produce a score for ranking. Our overall model architecture is shown in
Fig. 3.1 and each of the above layers is described in detail below.

3.3.1 Input
The inputs to our model are an entity context q and a candidate aspect document c, which
consists of context terms fwq

1; w
q
2; : : : ; wq

mg and document terms fwc
1; wc

2; : : : ; wc
ng

respectively. m and n are the number of terms in q and c. We employ an embedding
layer to convert each term into a L-dimensional vector representation, generating matrix
representation Q 2 Rm�L and C 2 Dn�L for q and c respectively.

3.3.2 Interactions from multiple perspective
Given Q and C, we construct an interaction matrix M , where each element Mij stands
for the basic interaction, i.e., similarity between word wq

i and wc
j (see Equation 3.1) and

the operator 
 stands for an operator to obtain the similarity.

Mij = wq
i 
 w

c
j : (3.1)

The way the interaction matrix is built is similar with that in [80]. We adopt different
kinds of 
 operator to model the interactions between two words.

Exact match interaction

The �rst operator is the indicator function, which accepts token inputs and produces 1
to indicate that two words are identical and 0 otherwise. The element at i-th row and
j-th column in exact match interaction matrix Mem is shown in Equation 3.2:

Mem
ij = Iwq

i =wc
j

=
�

1; if �wq
i = wc

j
0; otherwise: (3.2)
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This is similar to the indicator matching matrix used in [74, 80]. The indicator function
can capture exact match signals, which has proved to be a good baseline for entity
aspect linking, as shown by the content overlap method in [77]. However, one of the
limitations of the indicator function is that it cannot capture matching signals between
two semantically similar words. To address this issue, we resort to soft match interaction,
self-attentive interaction and self-attention weighted soft match, which are capable of
capturing semantically similar words.

Soft match interaction

Soft match interaction is used in various semantic matching tasks, such as paraphrase
identi�cation [80], ad-hoc retrieval [21, 124], and short text matching [15]. In our
model, we use cosine similarity as the interaction operator and compute the semantic
similarity between words using pre-trained embeddings. The embedding of word wq

i
and wc

j are denoted as vi and vj respectively. The element at i-th row and j-th column
in soft match interaction matrix Msm is shown in Equation 3.3; it may be viewed as a
soft indicator function:

Msm
ij =

vivj

j vi j : : : j vj j
: (3.3)

Self-attentive interaction

The third type of interaction we consider is self-attentive interaction, which applies self
attention over q and c respectively and then combines the weights together. Speci�cally,
it takes as an input the word embeddings of the sequence q, i.e., Q, and outputs a vector
of self-attentive weights aq:

aq = softmax(ws2 tanh(Ws1QT )): (3.4)

Here, Ws1 is a weight matrix with a shape of u� L, and ws2 is a vector of parameters
with size u, where u is a hyperparameter we can set arbitrarily. Since Q is a matrix
of m� L, the weight vector aq will have size m. The softmax(�) ensures that all the
computed weights sum up to 1. The weights of the sequence c, i.e., ac, can be computed
in the same way. The size of ac is n.

After obtaining the weights of input sequences, i.e. aq and ac, we compute the
self-attentive weights for soft match interaction Wsa as follows:

W sa = aq(ac)T : (3.5)

The size of W sa is m � n, since aq and ac are vectors of size m and n respectively.
Then we apply self attention weights to soft match interaction as follows:

Msw = Msm �W sa: (3.6)

3.3.3 Convolutional matching
Given the aforementioned multi-perspective interactions, we apply a separate convolu-
tional layer to each interaction matrix to extract convolved features. Since the operation
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Figure 3.2: Illustration of q-singular pooling.

over all interactions is similar, we take Msm as an example. Given Msm, the convo-
lutional layer applies convolutional �lters to the matrix to capture the compositional
matching patterns of consecutive terms. F different �lters with square kernel are used
to extract features, each describing the n-gram local matching in a different perspective.
The kernel size is set to k. Then we add a bias and apply a non-linear activation function
and obtain convolved features CF for each interaction.

3.3.4 Q-singular pooling
Given the convolved features, we want to extract features using the pooling operation.
Column-wise max-pooling is proposed in [99], which operates over M to generate the
vectors gq 2 Rm and gc 2 Rn respectively. Formally, the j-th element of gq and gc are
computed as follows:

[gq]j = max
1<u<m

[Gj;u] (3.7)

[gc]j = max
1<v<n

[Gv;j ]: (3.8)

The j-th element of vector gc can be viewed as an importance score for the context
around the j-th word in the candidate aspect c with respect to the entity context q.
Similarly, the j-th element of vector gq can be viewed as the importance score for the
context around the j-th word in q with regard to c. This operation is adopted in [130]
and applied over both rows and columns over 3D tensors.

Inspired by the row-wise and column-wise pooling in [99], we propose q-singular
max-sum pooling (q-singular pooling) over convolved features. Speci�cally, given
convolved feature matrix G, we �rst perform row-wise max pooling over G to get a
scalar for each row. And then, scalars in each row are summed up as the �nal feature
value. The q-singular pooling operation applied over two convolved feature matrices is
illustrated in Fig. 3.2.

As an example, consider the �rst case where most entity context words are matched
in candidate aspect, as shown in Fig. 3.2 (a). In contrast, the second case is shown
in Fig. 3.2 (b), where one word in the entity context is matched in candidate aspect
multiple times. Though the number of exact match counts is the same in both cases, we
consider the �rst case as better matching between entity context and candidate aspect.
Formally, the q-singular max-sum pooling is computed as follows:

qs-pooling(G) =
X

[1;m]

max
j2[1;n]

[Gj ]: (3.9)
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Q-singular pooling is applied to each convolved feature matrix and a scalar feature value
is used.

3.3.5 Score
The convolutional matching and pooling operations make a convolutional block and
the number of blocks used for each interaction is B. The feature vectors produced
by convolutional blocks are concatenated to one feature vector h. We use one full-
connected layers to produce the �nal matching score, which is obtained by Eq. 3.10:

score = hTW + b: (3.10)

where W and b are the weight and bias. The matching score is activated by a tanh
activation function such that the matching score is between �1 and 1.

We adopt a pair-wise learning to rank objective to learn the parameters for predicting
the �nal matching score:

L =
X

q;c+;c�

max((1� score(q; c+) + score(q; c�)); 0): (3.11)

3.4 Experimental Setup
In the remainder of the chapter we address the following research questions:

RQ2.1 How does MICMN compare with state-of-the-art approaches for entity aspect
linking?

RQ2.2 How do different components of MICMN affect the performance?

RQ2.3 What is the impact of parameters on MICMN?

3.4.1 Dataset
We evaluate our method using four datasets. The �rst dataset used in our experiments is
EAL18 [77], which consists of 201 instances. Entity contexts are provided at three levels
of granularity, i.e., sentence context, paragraph context and section context. Candidate
aspects are represented by a header, a content with one or more passages and a list of
entities that appears in content. The other three datasets, i.e. EAL-DB, EAL-DO and
EAL-DS, are subsets of EAL19-D [78]. Compared with EAL18, candidate aspects is
represented in a similar way with EAL18, while sentence context is the only entity
context available. Statistics of the four datasets are shown in Table 3.1.

There are two major differences between EAL18 and the other three datasets. First,
in addition to sentence context, there are also paragraph context and section context
available in EAL18. Second, entity annotations are available for entity context in
EAL18, while they are not available in EAL-DB, EAL-DO and EAL-DS. To keep the
consistency of our experiments across datasets, we use the sentence context only as
our entity context. Besides, we do not make use of entity annotations in either entity
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Table 3.1: The minimum/average/maximum number of candidate aspects, length of
aspect content and length of entity (sentence) context.

Name Size Entity Context Length # Aspects Aspect Length

EAL18 201 4/15.1/68 2/6.3/29 2/334/21756
EAL-DB 1067 3/17.9/70 2/9.4/140 1/210.7/13487
EAL-DO 13111 2/16.2/74 2/7.9/140 1/209.3/13770
EAL-DS 8338 2/16.7/67 2/7.4/140 1/223.8/13770

context or candidate aspects since we do not have information about entities in the entity
context.

We use NLTK tokenizer1 for preprocessing. Since only the sentence context is
available in the three subsets of EAL-DB, EAL-DO and EAL-DS, we only use sentence
context in EAL18 as the entity context. We split each dataset into 5 folds and conduct
5-fold cross validation. We use 70% of the data for training, 10% for validation and the
remaining 20% for evaluation.

3.4.2 Baselines
In order to demonstrate the effectiveness of our proposed model, we employ the follow-
ing baselines.

Naive baselines. Random ranks candidate aspects randomly. Size ranks aspects
by the length of aspects. Content overlap ranks aspects by the number of overlapping
tokens in q and c.

IR baselines. tf-idf and BM25 are traditional information retrieval baselines.
Neural baselines. K-NRM [124] uses a translation matrix that models word-level

similarities via word embeddings, a kernel-pooling technique that uses kernels to extract
multi-level soft match features, and a learning-to-rank layer that combines those features
into the �nal ranking score. Conv-KNRM [21] uses convolutional neural networks to
represent q and c, performs soft matches between them and utlize kernel pooling
and learning-to-rank layers for producing the �nal ranking score. Conv-KNRM is a
state-of-the-art approach.

3.4.3 Evaluation metrics and parameter setting
Following [77], we employ Precision@1(P@1) and Mean Average Precision (MAP)
to evaluate the experimental results. P@1 is the average number of times that the best
answer is ranked �rst among all candidate aspects. MAP is the average of the average
precision value for a set of queries.

To enable fair comparisons with the baselines, we adopt the same training setup in all
experiments wherever possible, including embeddings, optimizer and hyper-parameters.
We use the �xed Glove embeddings [82] with a dimension size of 50. Tokens that
did not appear in the pre-trained word embeddings are replaced with a special token,

1http://www.nltk.org
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of which the embedding is initialized randomly. We train all models with the Adam
optimizer with an learning rate of 3� 10�4. The L2 regularization is set to 10�6 and a
dropout of d = 0:8 is applied to all layers (except the embedding layer). The batch size
is set to 64. The window size and number of feature map of CNN is 3 and 128.

The number of kernels in the kernel pooling layers in K-NRM and Conv-KNRM is
11 kernels/bins. The �rst one is the exact match kernel � = 1, � = 10�3, or bin [1; 1].
The other 10 kernels/bins equally split the cosine range [�1; 1]: the � or bin centers
are: �1 = 0:9; �2 = 0:7; : : : ; �10 = �0:9. The � of the soft match bins was set to
be 0.1 [124]. We implement our model using the MatchZoo library [37] and use its
implementation of K-NRM and Conv-KNRM for our experiments.

3.5 Results

3.5.1 Quantitative results
The quantitative results on entity aspect linking are shown in Table 3.2. Each row of the
table represents a method for entity aspect linking. As shown by results over EAL18
in Table 3.2, MICMN is signi�cantly better than neural baselines,2 while worse than
content overlap and IR baselines on small datasets. Since the EAL18 dataset has only
201 instances, it shows that the IR baselines are the best choice when there is little
training data.

On the other hand, when we turn to datasets with a large size, content overlap is
the best choice. As we can see, content overlap achieves the best performing results
on EAL-DO and EAL-DS, and is also competitive with tf-idf on EAL-DB. Our model
is competitive with IR baselines and content overlap. The reason why we are not
performing better might result from the fact that we are using limited information. We
restrict the maximum length of the entity context and candidate aspect to 30 and 300
respectively for neural models. To show the impact of this restriction, we apply this
restriction to content overlap and give the results indicated by content overlap (lim). As
shown by the third and fourth row, the limitation leads to a drop in terms of both P@1
and MAP, and the results are not as good as our model. The difference is signi�cant on
all datasets except EAL-DB. We consider it as an implication that when entity context
and candidate aspects are not limited in length, MICMN is likely to perform better than
naive baselines and IR baselines.

The performance of neural baselines is not as good as naive baselines and IR
baselines, showing that existing neural ranking models are not naturally adaptable to
entity aspect linking. The performance of MICMN is consistently better than neural
baselines, which shows the superiority of MICMN for entity aspect linking.

3.5.2 Ablation study
An ablation study is performed to better understand the contribution of each module
in our proposed model. By removing one component at a time from the full system

2We test for statistical signi�cance using a paired t-test. All signi�cance tests are performed at the � = :05
level.
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Table 3.2: Entity aspect linking results on four datasets. The abbreviation cont. ov.
means content overlap.

Method EAL18 EAL-DB EAL-DO EAL-DS

P@1 MAP P@1 MAP P@1 MAP P@1 MAP

random 21.89 45.32 17.13 39.62 17.02 39.88 18.52 41.70

size 40.40 61.14 44.42 61.50 43.91 62.65 43.47 62.33
cont. ov. 56.22 72.15 53.98 69.21 52.75 69.26 55.77 71.50

tf-idf 59.70 74.52 56.89 70.76 47.56 64.82 53.51 68.79
BM25 56.22 71.76 54.45 69.05 50.99 66.25 50.00 66.39

cont. ov. (lim) 57.21 72.71 48.73 65.53 43.41 63.57 50.49 67.88

K-NRM 27.82 50.18 24.74 46.19 34.07 54.57 26.90 49.31
Conv-KNRM 32.00 54.27 44.17 60.78 44.52 62.16 44.50 62.53

MICMN 49.28 68.01 56.32 70.42 50.48 66.37 53.69 69.21

Table 3.3: Results of MICMN with different components removed. EM means exact
match; SM means soft match; SA-SM means self-attentive soft match.

Method EAL18 EAL-DB EAL-DO EAL-DS

P@1 MAP P@1 MAP P@1 MAP P@1 MAP

MICMN 49.28 68.01 56.32 70.42 50.48 66.37 53.69 69.21

� EM 33.82 56.39 43.86 61.20 48.04 65.03 50.32 66.98
� SM 49.28 68.32 56.61 70.50 51.50 67.46 54.81 69.84
� SA-SM 46.29 66.16 57.26 70.77 50.37 66.54 54.56 69.78

and performing re-training and re-testing, we are able to study the effectiveness of
each module. Here, we �rst study how exact match, soft match and self-attentive soft
match contribute to the effectiveness of the model. Results on each dataset are shown in
Table 3.3, with each row denoting the removal of a particular module. For example, the
row �� exact match� represents removing the exact match module.

From the �rst two rows �� exact match�, we can see that removing exact match
leads to a signi�cant effectiveness drop. This con�rms that exact match is always an
important indicator of relevance in semantic matching tasks. When the soft match
component is removed, the results is better than that the case of self-attentive soft match
being removed. This shows that weighted soft match can help improve the performance
compared to naive soft match.

After studying the effectiveness of different interactions, we compare the proposed
q-singular pooling with existing pooling methods. Results are shown in Table 3.4. Here
we compare with max pooling and mean pooling. Comparing the �rst and the last
column, we can see large drops when using max pooling compared to that of Q-singular
pooling, indicating that Q-singular pooling is a better pooling strategy for entity aspect
linking.
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Table 3.4: Results of MICMN with different pooling strategies. QSP means q-singular
pooling; MaP means max pooling; MeP means mean pooling.

Method EAL18 EAL-DB EAL-DO EAL-DS

P@1 MAP P@1 MAP P@1 MAP P@1 MAP

QSP 49.28 68.01 56.32 70.42 50.48 66.37 53.69 69.21
MaP 42.82 62.55 53.32 67.14 46.60 65.03 49.30 65.74
MeP 40.84 61.81 51.73 66.41 48.02 64.76 49.76 65.94

Figure 3.3: MAP scores with different maximum number of training epochs and
maximum length of entity context and candidate aspect.

3.5.3 Parameter analysis
Results with different number of epochs. We vary the number of maximum training
epochs max epochs from 5 to 20 and report the results on the four datasets in Fig. 3.3
(a). With the increase of max epochs, some improvements can be observed on EAL18,
and not much difference is observed with other datasets. Actually, the performance
becomes stable for bigger dataset when max epochs is above 10. The results show that
our model might converge after training for around 10 epochs.

Results with different maximum entity context length. We also explore the impact
of the maximum length of entity contexts and candidate aspects. We �rst vary the
maximum entity context length from 10 to 30 and �x candidate aspect length to 300.
The result is shown in Fig. 3.3 (b). The �gure shows that longer entity contexts slightly
improve the performance. As we can see from Table 3.1, the length of most entity
contexts is around 15 and covering instances with longer entity contexts is not that
helpful for the overall performance.

Results with different maximum aspect length. Next we vary the maximum candi-
date aspect length from 100 to 300 and �x the maximum entity context length to 30.
The result is shown in Fig. 3.3 (c). The results show that with the increase in candidate
aspect length, the overall performance increases. This shows that longer candidate
aspects are helpful. However, we also observe that the performance improvements are
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getting smaller with the increase in aspect length. Since increasing aspect length means
a higher computational cost, in a practical setting the costs and bene�ts need to be
weighted carefully.

3.6 Conclusions
In this chapter, we answer RQ2 and have proposed a multi-interaction based convolu-
tional matching network for entity aspect linking. We adopt exact match, soft match
and self-attentive weighted soft match interactions between entity contexts around
entity mentions and candidate aspects to extract matching patterns. We propose a novel
pooling strategy to extract features from convolved features. Experimental results on
four publicly available datasets have showed that our method is competitive compared
with state-of-the-art baselines. An ablation study and parameter analysis are performed
to study the impact of different components in our model and different parameter setup.
For future work, we will explore more effective ways to model the interactions between
entity contexts and candidate aspects.
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4
It All Starts with Entities: A Salient

Entity Topic Model

In the previous chapter, we conducted research on the task of entity aspect linking by
modeling multiple interactions between query contexts of entity mentions and candidate
aspects. In this chapter, we address RQ3, which is concerned with incorporating entity
salience into document generative process.

4.1 Introduction

The importance of entities has been well recognized in domains as diverse as data min-
ing [101], knowledge representation [121], language technology [58], and information
retrieval [7]. Downstream applications in the aforementioned domains have bene�ted
from modeling entities as vital sources of information in the generative process of
documents. This has led to the development of a range of entity topic models, with
entities either treated as external labels of documents [95] or observed variables [27].
For example, the Author Topic Model (95) assumes a topic distribution for each au-
thor, representing the research interest of authors. To generate a word in a document,
an author is selected and a topic is sampled from the topic distribution of the author,
before sampling a word from the topic distribution of the selected topic. In contrast,
entities can be viewed as observed variables different from words in documents. For
example, Link-LDA (27) models references of papers as observed variables to model
the generation of academic articles.

One limitation of existing entity topic models is that none of them takes the salience
of entities into account. Entity salience re�ects the importance of an entity for a
particular document. Entity salience can be characterized by local scoping and invariable
perception [32]. Research about entity salience in web pages shows that fewer than 5%
of the entities mentioned on a web page are salient for the page [32]. Intuitively, salient
entities should play a more important role in the process of generating documents than
non-salient entities.

This chapter was published as C. Wu, E. Kanoulas, and M. de Rijke. It all
starts with entities: A salient entity topic model. Natural Language
Engineering, pages 1--19, 2019.
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In this work, we propose a novel topic model, Salient Entity Topic Model (SETM),
that models salient entities in the generative process of documents. We model the
generative process as a three-step procedure:

(1) sample a topic distribution for a document from a Dirichlet prior;

(2) sample salient entities using the topic distribution of the document; and

(3) sample words from the joint topic distribution combined from document topic
distribution and salient entity topic distributions.

The advantage of SETM is that it models the mutual reinforcement between topics and
entity salience. For example, if an entity is likely to be salient under a given topic, it
will not only have higher probability to show up in documents around this topic, but
also have higher probability to be generated as a salient entity. Another advantage of
SETM is that if an entity ea is salient in document da and document db is semantically
similar to da, then an entity eb (in db) that is similar to ea is likely to be salient in db.

The assumption behind our model is that stories are built upon a story line (topic)
and a set of main characters in the story (salient entities). Imagine that a news reporter
is writing a news article about a speci�c story. The primary thing under consideration is
what the document is about, which is modeled by the topic distribution of the document.
The second thing is which entities are salient entities in the story described in the
document. And �nally, other words and entities are added to the document to complete
the story.

Experiments on a publicly available dataset show that our model better explains and
models the generative process of documents, outperforming state of the art methods.
Both a qualitative and quantitative analysis is performed to demonstrate that by taking
salient entities of documents into consideration, our model is better than similar models.
The code of our work is published at Github.1

The main contributions of this work are as follows:
1. We propose a novel Salient Entity Topic Model (SETM) to model the generation of

documents.
2. We derive a Gibbs sampling algorithm for parameter estimation.
3. We demonstrate the effectiveness of SETM to model text by performing both a

qualitative and a quantitative analysis.

4.2 Related Work
Topic models have been widely used in text analysis. )) Latent Dirichlet Allocation
(LDA) [11] models each document as a mixture of topics, and automatically generates
summaries of topics in terms of a multinomial distribution over words. The original
LDA has been extended in a wide variety of directions. Recent topic model extensions
are either designed for speci�c tasks, such as multi-label classi�cation [63, 64] and
opinion mining [115], or particular kinds of texts, such as short texts [9, 65, 87, 131].

On the other hand, the notion of entity salience is attracting more attention [28, 32,
108, 125]. Gamon et al. [32] propose the task of identifying salient entities on web

1https://github.com/setm2nle/salient-entity-topic-model
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pages. Tran et al. [108] take entity salience into consideration in ranking entities for
summarization of high-impact events. Escoter et al. [28] group business news stories
based on the salience of named entities. Xiong et al. [125] propose a Kernel Entity
Salience Model to better estimating entity salience in documents so as to improve text
understanding and retrieval.

In this work we extend on previous work by considering salient entities in modeling
the generative process of documents. In this context, there are three branches of closely
related work, i.e., entities as sources, entities as observed variables, and entities as entity
topics. Below, we �rst summarize these three types of related work and clarify the
differences between our model and previous work. Then, we discuss related work on
topic labeling and clarify their difference with our work.

4.2.1 Entities as a source of information
In some scenarios, entities represent an external source of information that generates
documents. For example, the Author Model (AM) [71] models document content
and its authors’ interests, where each author (that corresponds to an external entity
corresponds to one topic. To generate a word, an author z is sampled uniformly from a
set of authors of the document, and then a word w is generated by sampling from an
author-word multinomial distribution. The Author Topic Model (ATM) [95] extends
AM by introducing a topical layer between authors and words. An author’s interests
are modeled with a mixture of topics. Each document is associated to a set of observed
authors. To generate a word, an author x is chosen uniformly from this set, then a
topic is selected from the topic distribution of author x, and then a word is generated
by sampling from a topic-speci�c multinomial distribution over words. The Author
Recipient Topic Model (ARTM) [72] takes the recipient of messages into account. In
ARTM, recipients of a message are also considered as authors of the message, and
contribute to the generation of a particular message.

In all previous models, authors/entities are external labels, such as senders or
recipients of messages. Similarly, we also consider salient entities as a source of
information to generate documents. The distinguishing feature of our model is that we
use entities that are both observed and salient in documents to model the sources of
information. This distinction is important because unlike authors as external labels of
documents, salient entities can serve as external labels and as representations of the
content of documents at the same time. Hence, we hypothesize that salient entities
capture more of the available information.

4.2.2 Entities as observed variables
Entities are different semantic units from words, hence they should be modeled as a
special kind of observed variable. Link-LDA (LLDA) [27] models the generation of
academic articles. In academic articles, references of papers can be viewed as entities.
In the document generation process of LLDA, a topic distribution is sampled from a
Dirichlet prior in the same way as in LDA. Then, a topic is sampled from the topic
distribution of the document, and a word or entity is sampled from the topic-word or
topic-entity distribution. To better model the correlation between words and entities,
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CorrLDA2 [79] models word topics and entity topics separately, where word (entity)
topics are used to generate words (entities). In the generative process, words are
generated �rst, and then entity topics are sampled uniformly from all sampled word
topics. Some authors propose an entity topic model for entity linking [38]; though
it also considers entities in topic modeling, it is designed for entity linking, thus not
directly comparable with our model.

In our work, we propose two variants of a topic model: one models words and
entities with a single observed variable, while the other uses two observed variables to
distinguish entities from words. The advantage of our model lies in the fact that we
do not only consider entities as part of observed variables, but also incorporate entity
salience information in the document generation process. In this way, our model can
make the best use of available entity (salience) information.

4.2.3 Entities as entity topics
Entities can also be treated as special topics and contribute to the generation of docu-
ments together with general topics. For example, the Entity Topic Model (ETM) [51]
learns the topical nature of entities. Similar to topics, entities are represented by a
multinomial distribution over words. For each document, a topic distribution is drawn
from a Dirichlet prior and a joint multinomial distribution over words � is obtained by
linearly combining entities and topics of a document. To generate a word, a topic is
sampled from � and a word is sampled from the topic word distribution. Though ETM
seems to be a valid baseline for our work, it is not applicable because of scalability
issues. It is applicable to short texts with few entities, such as abstracts of academic
papers or small collections of news articles but not for long web documents. In contrast,
the models that we propose do scale to large documents.

Another disadvantage of ETM is that it treats all entities equally, while in reality,
salient entities are more important than non-salient entities. Compared to ETM, our
model only introduces salient entities into the document generation process, which is
more realistic.

4.2.4 Topic modeling vs. topic labeling
Existing work on topic modeling can be roughly classi�ed into two categories. The
�rst category proposes novel topic models for resolving particular applications, such as
document classi�cation [96], entity linking [38, 49] and question answering [47].

The second category focuses on improving topic modeling by incorporating new
information. Kim et al. [51] propose an entity topic model for mining documents
associated with entities. Xu et al. [126] incorporate wikipedia concepts and categories
into topic models. Andrzejewski et al. [5] incorporate domain knowledge into topic
modeling and conducts qualitative analysis on both synthetic and real world dataset.
This work explores a new paradigm of improving over existing topic models, rather
than solving a particular important downstream application. Our work aligns to this
category.

Topic labeling, on the other hand, is to make topic representations learned by
topic models more interpretable. Topics are conventionally represented by their top N
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Table 4.1: Notations.
Symbol Description

D document collection
Sd bag of salient entities in document d
Ed bag of entities in document d
Nd bag of words in document d
K number of topics

�d topic distribution of document d
�k multinomial distribution over salient entities of topic k
 e multinomial distribution over entities of topic k
 k multinomial distribution over words of topic k
�s multinomial distribution over topics of entity s 2 Sd
� multinomial distribution over topics

words or terms [11, 35]. Recent work on topic labeling proposes to label topics using
phrases [55], structured knowledge base data [44], entities [56], and even images [4].
Compared to topic labeling, which label topics mined by topic models, our work is
focused on improving topic model itself by incorporating entity saliency.

4.3 Salient Entity Topic Model

4.3.1 Overview

We present two variants of the Salient Entity Topic Model (SETM), i.e., SETM-WO
and SETM-WE. SETM-WO is a simpli�ed version of SETM-WE, where documents
are represented by a bag of words, while in SETM-WE, documents are represented
by a bag of words and a bag of entities. The reason to have two variants is two-fold.
First, we want to understand the effect of differentiating between words and entities
as observed variables, if any. Second, there may be situations that such a separation
provides �exibility; for instance, in academic articles, references can be viewed as
entities, and hence considered separately from words, while in news articles, words and
entities can be mixed together because they appear in the same context.

In what follows we focus on SETM-WE; SETM-WO can be considered to be a
simpli�ed version of SETM-WE and it is described only when this simpli�cation affects
the proposed algorithms.

The input used to train SETM-WE is a collection of documents, which consist
of a bag of words and a bag of entities. An entity is a real world thing that has a
corresponding entry in a knowledge base and is represented by a unique identi�er. An
entity can have multiple surface forms, which could be a unigram or n-gram. Entities
are recognised by entity linking tools and this preprocessing step is not considered
in our work. In other words, we take recognised entities as inputs. Each entity in a
document has a binary label indicating whether the entity is salient or not. Formally, a
document d is represented by a word vector Nd, where each wd;i 2 Nd is chosen from
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Figure 4.1: A graphical representation of the Salient Entity Topic Model (SETM).

the vocabulary of words W , and an entity vector Ed, where each ed;j is chosen from
the vocabulary of entities E. Since we have salience labels for each entity, we have the
set of salient entities in d, denoted as Sd. The goal is to discover word patterns of topics,
and learn topic distributions of documents and entities. The notation used in the chapter
is summarized in Table 4.1.

After model training, we need to infer the topic distribution of a newly incoming
document using SETM. However, we might not have salience labels for new-coming
documents. This is similar to the scenario considered by Labeled LDA (89). We
adopt their strategy and perform inference by assuming that no entity is salient in the
document.

4.3.2 The SETM Model
Graphical representations of SETM-WO and SETM-WE are shown in Fig. 4.1 (a) and
Fig. 4.1 (b), respectively. A detailed explanation follows.

Hypotheses

The main hypotheses of our model are:

(1) salient entities are derived from the topics of a document; and

(2) salient entities themselves affect the generation of words and other entities in a
document.

The intuition behind the �rst hypothesis is that the topics of a document are decided
before choosing salient entities. When composing a story in an article, one �rst has
some abstract story-line indicating the main theme of the story. For example, to write a
news report on a football game, one �rst decides the topics, e.g., sports, and then adds
teams, players and their interactions. The second hypothesis comes from the fact that
non-salient entities may have some connection to salient entities, but they are loosely
related to the theme of the document. For example, in the news item Liberia: Former
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football striker George Weah wins presidential election2, football club Manchester City
is mentioned because the person of interest used to play for the club, though the club is
not very important for this particular news article.

Algorithm 2 Generative Process of the SETM-WE Model.
1: for each topic k do
2: Draw �k � Dir(�)
3: Draw  k � Dir(
)
4: Draw  k � Dir(�)
5: end for
6: for each entity e do
7: Draw �e � Dir(�)
8: end for
9: for each document d do

10: Draw �d � Dir(�)
11: for each salient entity s do
12: Draw topic u � �d
13: Draw salient entity s � �u
14: end for
15: Obtain �d = ��d + (1� �) 1

jSdj
P

s2Sd
�s

16: for each entity e do
17: Draw topic z � �d
18: Draw entity e �  z
19: end for
20: for each word w do
21: Draw topic y � �d
22: Draw word w �  y
23: end for
24: end for

Generative process

The generative process is shown in Algorithm 2. For each topic k, a topic salient-entity
distribution �k, a topic entity distribution  k and topic word distribution  k are drawn
from a Dirichlet prior with parameters �, � and 
, respectively. For each document d, a
multinomial distribution �d over topics is drawn from a Dirichlet prior with parameter
�. Then, each salient entity s 2 Sd in the document is generated by �rst sampling a
topic u from � and then drawn from the topic-salient-entity distribution �u. To generate
words and observed entities in document d, a joint topic distribution � is obtained
by combining �d and the topic distribution of all salient entities of the document �s
(s 2 Sd). Finally, words (or entities) are generated by �rst sampling a topic y (z), and
then sampling a word (or an entity) from the topic word (or entity) distribution  ( ).

2https://en.wikinews.org/wiki/Liberia:_Former_football_striker_
George_Weah_wins_presidential_election
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Note that � and � are obtained from the same matrix, while from different perspec-
tive. � is a matrix with size K � VE . From a row viewpoint, it is a a list of topics (�k),
with each topic represented by a multinomial distribution over entities. When viewed
from a column perspective, it is a list of entities, with each entity represented by a topic
distribution (�e).

One could also assume a switch distribution after � is derived, which is used to
generate either words or entities. A similar switch distribution can be found in Switch
LDA [79], as illustrated by the Binomial( zi). However, we do not consider switch
distribution in our model for the following reasons. First, we want to keep the �exibility
of our model, so that it is still valid in cases where there is no direct connection between
words and entities. For example, when analysing scienti�c publications, documents
(papers) are represented by bag of words in abstracts and list of references of papers.
In this case, it is inappropriate to have the switch probability since words in abstracts
are very different from references. Second, given our model and the extension from
CI-LDA to Switch LDA, we consider it straightforward to extend our model by taking
the switch distribution into account when necessary.

4.4 Model Inference

Gibbs sampling is used for parameter estimation. Speci�cally, we repeatedly sample the
topic assigned to each salient entity, word and entity in the document collection, given
the topic assignment of the remaining salient entities, words and entities, as well as the
priors. The inference process for SETM is detailed �rst, followed by a clari�cation of
the difference between the inference process of SETM-WE and SETM-WO.

4.4.1 Inference of SETM-WE

Sampling salient entity topics s

The conditional posterior of assignment ui to the i-th salient entity in document d is:

P (ui = jju�i; s) / P (sijui = j;u�i; s�i)P (ui = jju�i); (4.1)

where u�i is the topic assignments of all salient entities except the i-th one. The �rst
item on the right hand side is a likelihood and the second is a prior.

For the �rst term in Eq. 4.1, we have

P (sijui = j;u�i; s�i) /Z
P (sijui = j; �(j))P (�(j)ju�i; s�i)d�(j);

(4.2)

where �(j) is the multinomial distribution over salient entities associated with topic j,
and the integral is over all such distributions. We can obtain the rightmost item from
Bayes’s rule

P (�(j)ju�i; s�i) / P (s�ij�(j);u�i)P (�(j)): (4.3)
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Since P (�(j)) is Dirichlet(�) and conjugate to P (s�ij�(j);u�i), the posterior distri-
bution P (�(j)ju�i; s�i) will be Dirichlet(� + n(si)

�i;j), where n(si)
�i;j is the number of

instances of salient entity s assigned to topic j, not including the current salient entity.
Since the �rst term on the right hand side of Eq. 4.2 is just �(j)

si , we can complete
the integral to obtain

P (sijui = j;u�i; s�i) =
n(si)
�i;j + �

n(�)
�i;j + VS�

; (4.4)

where n(�)
�i;j is the total number of salient entities assigned to topic j, not including the

current one.
For the second item in Eq. 4.1, we have

P (ui = jju�i) =
Z
P (ui = jj�d)P (�dju�i)d�d

=
n(di;si)
�i;j + �

n(di;si)
�i;� +K�

;
(4.5)

where �d is the topic distribution of document d, n(di;si)
�i;j is the number of times salient

entities from document di assigned to topic j except the current salient entity, and
n(di;si)
�i;� is the total number of salient entities in document di except the current one.

Putting together the results in Eq. 4.4 and Eq. 4.5, we obtain the conditional proba-
bility

P (ui = jju�i; s) /
n(si)
�i;j + �

n(�)
�i;j + VS�

n(di;si)
�i;j + �

n(di;si)
�i;� +K�

: (4.6)

Sampling word topics y

The conditional posterior of assignment yi to the i-th word in document d is:

P (yi = jjy�i;w) / P (wijyi = j; y�i;w�i)P (yi = jjy�i); (4.7)

where y�i is the topic assignments of all words except the i-th one. The �rst item on
the right hand side is a likelihood and the second is a prior. By following a similar line
of reasoning as from Eq. 4.2 to Eq. 4.4, we have

P (wijyi = j; y�i;w�i) =
n(wi)
�i;j + 


n(�)
�i;j + VW 


: (4.8)

For the second item in Eq. 4.7, by integrating over the multinomial distribution over
topics for the document from which wi is drawn, speci�ed by �d, we obtain

P (yi = jjy�i) =
Z
P (yi = jj�d)P (�djy�i)d�d; (4.9)
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where �d is a combination of the document and salient entities in the document. In
particular, the in�uence of the topic distribution of the document is weighted by �
compared with the in�uence from salient entities, and the topic distribution of salient
entities are equally weighted. Finally, we have �d represented as:

�d = ��d + (1� �)
1
jSdj

X

s2Sd

�s:

Since P (�d) and P (�s) are Dirichlet priors Dir(�) and Dir(�), the prior distribution
P (�t) is ��+ (1��)�. Since �d is conjugate to the likelihood function (the �rst item
in Eq. 4.9), the posterior distribution in Eq. 4.9 is as follows:

Dir(��+ (1� �)� + �n(di;wi)
�i;j + (1� �)

1
jSdj

X

s2Sd

ns
�i;j);

where n(di;w)
�i;j is the number of words assigned to topic j in document di except the

current instance, and ns
�i;j is the number of instances of salient entity s assigned to

topic j, except the current instance. Then by Dirichlet-multinomial conjugate, we have

P (yi = jjy�i) =

��+ (1� �)� + �n(di;wi)
�i;j + (1� �)( 1

jSdi j
P

s2Sdi

ns
�i;j)

K(��+ (1� �)�) + �n(di;wi)
�i;� + (1� �) 1

jSdi j
P

s2Sdi

ns
�i;�

:
(4.10)

Sampling entity topics z

The conditional posterior of assignment zi to the i-th entity in document d is:

P (zi = jjz�i; e) / P (eijzi = j; z�i; e�i)P (zi = jjz�i); (4.11)

where z�i is the topic assignments of all entities except the i-th one. The �rst item on
the right hand side is a likelihood and the second is a prior.

By following a similar line of reasoning as from Eq. 4.2 to Eq. 4.4, we have

P (eijzi = j; z�i; e�i) =
n(ei)
�i;j + �

n(�)
�i;j + VE�

; (4.12)

where n(�)
�i;j is the total number of entities assigned to topic j, not including the current

one.
By following the steps we followed to derive Eq. 4.10 from Eq. 4.9, we have

P (zi = jjz�i) =

��+ (1� �)� + �n(di;ei)
�i;j + (1� �)( 1

jSdi j
P

s2Sdi

ns
�i;j)

K(��+ (1� �)�) + �n(di;ei)
�i;� + (1� �) 1

jSdi j
P

s2Sdi

ns
�i;�

:
(4.13)
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4.4.2 Inference of SETM-WO
The Gibbs sampling process for SETM-WO is similar to SETM-WE, except that there
is no sampling process for entity topic assignments in SETM-WO. In other words, the
process of sampling entity topics does not exist in the inference process for SETM-WO
because entities are not distinguished from non-entity words in SETM-WO.

4.5 Experimental Setup
In the remainder of the chapter we address the following research questions:

RQ3.1 How does SETM compare to state-of-the-art ETMs in terms of perplexity?

RQ3.2 How does SETM perform in the task of entity salience detection?

RQ3.3 Why can SETM achieve better performance in distinguishing salient entities
from non-salient entities?

4.5.1 Datasets
The dataset used in our experiments at answering our research questions is the New
York Times corpus, with salience annotations provided by Dunietz and Gillick [26]. We
refer to this dataset as the NYT-Sal dataset. Annotations were automatically generated
by aligning the entities in the abstract and the document and assuming that every
entity occurring in the abstract is salient. The New York Times dataset consists of two
partitions. Documents from 2003 to 2006 are used as the training set, while documents
in 2007 are used as the test set. The number of documents in the training set and test
set are 80; 667 and 9; 706, respectively. We further split the training set into a smaller
training set (80%) for model training and a validation set (20%) for parameter selection.
The size of the word vocabulary is 621; 724, including 189; 480 entities.

To analyze the performance on different types of entities, we categorize entities
based on their document frequency and salience. In particular, we de�ne the salience
percentage of an entity e, spe = SDFe

DFe
, as the percentage of the documents in which

entities appear and are labeled as salient, where SDFe is the number of documents
in which entity e is salient. The salience percentage (SP) and the log of document
frequency (DF) for each entity in the collection are shown as a scatter plot in Fig. 4.2.
We choose two threshold values to de�ne high and low salience entities and high and
low frequency entities. The lower and upper salience thresholds are set to 0.05 and 0.5
respectively, indicated by the red solid line y = 0:05 and the red dashed line y = 0:05.
We de�ne entities whose document frequency higher than 400 (approximately 5% of all
training documents) or lower than 5 as head and tail entities respectively. The thresholds
are indicated by the solid blue line x = 1:6 (ln(5) = 1:6) and the dashed blue line
x = 6 (ln(400) = 6).

We consider entities that satisfy the following conditions as torso entities: (1)
entities for which salience percentage is above 0.05 and below 0.5; (2) entities for which
document frequency is above 400 and below 5. In other words, torso entities fall into
the square formed by the lines in Fig. 4.2.
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Figure 4.2: Scatter plot of log DF and SP.

4.5.2 Intrinsic evaluation

The �rst type of evaluation we conduct is an intrinsic evaluation. We quantify the
ability of the SETM to represent entities and documents better than baseline entity
topic models by computing the similarity between topically similar entities, and the
similarity between topically similar documents. We further quantify the ability of the
SETM to generate new documents by computing the perplexity of our model. Instead
of analyzing all entities, we focus on entities that are neither highly frequent (HDF) nor
rare (LDF). This way, we avoid any possible bias introduced by head or tail entities. We
want to perform analysis on entities with neither abundant nor limited information.

Entity-to-entity topical similarity

First, we test the ability of our topic model to produce an effective representation of
entities compared to the baseline models. We make the assumption that two (�torso�)
entities are topically similar if both entities are salient in more than 50% of the docu-
ments they co-occur. Out of all entity pairs, 141 ful�ll this condition. We test our model
against baseline models by computing the cosine similarity of these entity pairs; the
higher the computed similarity is the better the topic model.

Document-to-document topical similarity

Second, we test the ability of our topic model to produce an effective representation of
documents compared to baseline models. Given an entity e, we denote with Ds

e the set
of documents where entity e is salient, and with Dns

e the set of documents where entity
e is not salient. To measure the topical coherence of a set of documents, we follow
the de�nition of coherence score due to Kulkarni et al. [54], and de�ne the topical
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