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Abstract. Libraries, museums, and other heritage institutions are dig-
itizing large parts of their archives. Computer vision techniques enable
scholars to query, analyze, and enrich the visual sources in these archives.
However, it remains unclear how well algorithms trained on modern pho-
tographs perform on historical material. This study evaluates and adapts AQT
existing algorithms. We show that we can detect faces, visual media
types, and gender with high accuracy in historical advertisements. It
remains di cult to detect gender when faces are either of low quality
or relatively small or large. Further optimization of scaling might solve
the latter issue, while the former might be ameliorated using upscaling.
We show how computer vision can produce meta-data information, which
can enrich historical collections. This information can be used for further
analysis of the historical representation of gender.

Keywords: Face detection - Heritage - Historical advertisements -
Medium detection * Gender detection

1 Introduction

In 1925, psychologist Alfred Po enberger encouraged ad makers to short-
circuit the consumer s mind through vivid, pictorial appeals to fundamental
emotions [28]. By tapping into a representational system that produces mean-
ing outside the realm of the advertised product, images could help to sell prod-
ucts [14]. As a result, advertisements have been an important source for his-
torians studying the development of consumerism and consumer society. An
important focus in consumer studies is the representation of gender [32,37,42].
How is gender constructed in advertisements? In the late1970s, sociologist Erv-
ing Go man undertook a systematic investigation of the semiotic content of
advertisements printed in contemporary newspapers and glossy magazines. He
was particularly interested in what he called Gender Displays [13]. This research
interest resulted in his seminal book Gender Advertisements 1976].

In this study, Go man proposed ve categories to study the depictions of
and the relations between men, women, and children in advertisements: relative
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size, feminine touch, function ranking, the ritualization of subordination, and
licensed withdrawal. By manually examining advertisements, he re ected how
men and women could be placed in these categories, from which he then drew
generalizations. Building on this approach, Jonathan Schroeder, contends that in
advertisements, men are regularly presented as the active subject, the business-
like, self-assured decision maker, while the female occupies the passive object,
the observed sexual/sensual body, eroticized and inactive [36].

Studies like those by Go man and Schroeder rely on a qualitative analy-
sis, or close-reading, of a limited number of advertisements published in a rela-
tively short period. Go man only examined around 400 di erent advertisements,
which he selected from newspapers and magazines easy to hand - at least to
my hand. As Kang [18] notes, Go man was often criticized for this method.
Instead of relying on a random sample, he purposefully selected images that
mirrored gender di erences. To replicate Go mans ndings and demonstrate
the validity of his categories with more robust statistical analyses, some studies
have used professional annotators to encode small sets of images [4]. They found
that individual females were indeed positioned in the top half of adverts more
frequently than individual men. At the same time, groups of males dominated
the top position compared to groups of women. However, they could not con-

rm Go man s hypothesis that there exists a left-right bias sensitive to gender.
Go man s study has not only been directly replicated [2,18] but also served as
the primary theoretical framework for studies of a very similar nature [5,20,24].

In sum: Go man s work and subsequent replication and follow-up studies
have yielded formalizations of visual semiotics, i.e., how the relationship between
visual elements of images produces gender displays. These formalizations o er
guidelines on what we should look for when studying images. These guidelines
also function as a clear starting point for the operationalization of computer
vision algorithms. We need to have a clear idea of what we are looking for in
images before we can turn to methods that detect speci c elements in images.

Moreover, computer vision algorithms and the growing amount of digitized
visual material make it possible to study gender displays on larger samples over
more extended periods. This approach can add more robustness or o er possible
correctives to the claims made by Go man and existing replication studies.

Before we can proceed with such a replication study, we need to rst establish
to what extent existing computer vision algorithms and models work when they
are applied to historical visual material. Therefore, this paper examines the use
of computer vision techniques for studying gender in historical advertisements
from 1950 1995. This study consists of three main tasks: 1) face detection, 2)
detection of visual medium types, and 3) gender detection. We show how these
tasks produce information that can be used to enrich historical collections, which
can subsequently be used to answer long-standing questions about, for instance,
the representation of gender. In simple terms, to be able to detect how males
and females are represented in images, we rst need to be able to detect them.
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2 Related Work

In recent years, bias systematic underrepresentation of certain groups or traits
in data collection and/or statistical analysis in computer vision models, algo-
rithms, and data sets has become a primary concern for computer scientists.
The presence of bias in a computer vision model could be due to certain design
choices in an algorithm or the data set, or both. In relation to gender bias, [38]
looked at the geo-diversity of the popular ImageNet and Open Images sets and
concluded that they exhibited an observable amerocentric (sic) and eurocen-
tric (sic) representation bias . [8] presented a method to audit the demographics
(age and gender) of the person category of ImageNet. In February 2020, Google
announced that its popular Cloud Vision service would no longer label persons
as either male or female, noting that a person s gender cannot be inferred by
appearance [12]. Some of the founders of ImageNet have taken the almost exact
opposite route by arguing that a large-scale annotation of gender, age, and skin
color of the person category in their dataset will lead to a more representative
dataset and, as a result, fairer algorithms [44]. Our paper builds on this kind of
work by pointing to the historical dimension of gender bias in computer vision
datasets and models.

While there is a considerable amount of work in the art-historical domain
[3,17,27], cultural historians have only recently started to apply computer vision
to their large collections of popular images. Advertisements are an excellent
source for research that uses computer vision techniques to examine large-scale
trends in modern visual culture. Computer vision algorithms have been applied
to study how advertising works . Facial expressions and the representations of
objects have been analyzed for the visual rhetorics and persuasiveness [40,46].
While these studies o er avenues to explore for historical analysis, the focus in
the cited papers is on contemporary advertising, and their primary aim seems
to be to better our understanding of the practice of advertising. In contrast, our
approach is cultural-historical and our focus is on the historical dimension in
advertising. Because gender displays, the way men and women are expected to
look, change over time, the accuracy of gender recognition will uctuate for tasks
that have a historical dimension. By evaluating and adapting existing algorithms,
this paper sheds light on the extent of this historical side of gender bias.

3 Data

Our data set is SIAMESET, which contains approximately one million adver-
tisements that appeared in the Dutch newspaper NRC Handelsblad for the
period 1945 1995 (Fig.1).! During the interwar period (1918 1940), advertis-
ing changed rapidly in the Netherlands. Technological advances made it cheaper
to print images in newspapers. In uenced by developments in the American
advertisement industry, Dutch agencies started to use visual material on a large

1 Wevers, M., Lonij, J. (2017) SIAMESET. KB Lab: The Hague. http://lab.kb.nl/
dataset/siameset.
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scale to increase sales and convey particular brand identities [35]. Throughout
the German occupation of the Netherlands (1940 1945) and in the immediate
post-war years, paper was scarce. However, starting in the early1950s, the num-
ber of advertisements containing visual elements started to increase considerably.
Figure1 con rms the low number of adverts in the years right after the Second
World War. Because of this, we focus on the post-war period.

30000

25000

20000

15000

total number of ads

10000

1950 1960 1970 1980 1990

Fig. 1. Total number of advertisements per year in SIAMESET

From SIAMESET, we randomly sampled 1K images per year for the period
1950 1995, resulting in a data set of forty- ve thousand advertisements. In these
advertisements, a group of six annotators drew bounding boxes around faces
and annotated their gender. We followed standard protocol by requiring every
bounding box to be as small as possible while including all visible parts of the
face [10,34]. We asked annotators to categorize the faces as either male or

female . Although we are aware that binarization of gender is problematic and
reductionist, advertisers, however, were quite explicit in their representation of
gender. Therefore, there was little ambiguity found in establishing gender for
adults. We also annotated children as girl and boy . Because of the ambiguity
of these annotations, we decided to exclude these from the analysis.

Out of the data set s forty- ve thousand advertisements, 8,522 contained at
least one face. In total, the data set contained approximately 10.2 k men and 8.5k
women. Figure 2 shows the average number of faces in a single ad, containing a
face, either a male or a female. The error bars show the 95% bootstrap con dence
intervals. We see that the average number of male faces has more variance than
that of female faces. In part, this variation is due to pictures with groups of
people, or a sports team, which often-times only included males. In other words,
in cases of pictures with large numbers of faces, these are more often male faces
(see Fig. 3). This nding in itself is already a remarkable result in terms of gender
representations.

Also, Fig.2 shows that around 1975, the average number of female faces
started to decrease and remained lower than that of males for the next twenty



Gender Detection in Historical Advertisements 5

years. This decreased presence of females in the newspaper might be related to
the merger of the Algemeen Handelshlad into the NRC Handelsblad, a more lib-
eral newspaper. After the merger, the newspaper also set out to target business-
men as its main readership [15]. A comparative analysis with other newspapers
would shed more light on these kinds of issues. During annotation, it became
clear that the data set contained predominantly white males and females. For
this reason, we could not determine how well our algorithms performed on people
with an ethnicity other than white [8].

3045 men -

women
2.5 4

Ny ! h ﬁ |4

T

Faces
-
— e
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o——o—

0.5 A1

0.0 A +
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Year

Fig. 2. Average number of male and female faces per advert in SIAMESET

4  Analysis

We divided our analysis of historical advertisements into three tasks. First, we
benchmarked face detection algorithms on the annotated collection. Second, we
created a classi er to detect the visual medium type in which a face was rep-
resented as either an illustration or a photograph. Third, we trained a convolu-
tional neural network to classify the gender of the extracted faces. The following
subsections describe these three tasks in more detail.?

2 The code can be found here: https://github.com/melvinwevers/detecting_faces-
medium-types-gender.
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Fig. 3. Group of males in a 1988 advert for mattresses

4.1 Face Detection

Face detection is a common computer vision task [29,41,47]. It involves the
estimation of a bounding box around a face in an image. Recent innovations in
Deep Learning have resulted in increased accuracy of face detection techniques.
Especially, the accuracy of the detection of tiny faces [16], occluded faces, and
face categories with large variance [48] has improved greatly.

SIAMESET contains images with both a high variance in image size as well
as variance in the size of the di erent faces depicted on one single advertise-
ment. Moreover, advertisements contain faces represented in di erent types of
visual media, using photography, illustration, and, in some cases, photography
and illustration concurrently. Faces, thus, both appear in iconic ways, as in
being the central object of the image, and also in non-iconic ways, for exam-
ple, in adverts where a product is the central object. Since we are working with
historical material, the printing techniques used to reproduce the images also
varies considerably: from high-de nition, full-color, full-page advertisements, to
small, smudgy, black-and-white notices. Furthermore, signi cant di erences in
quality might arise from the digitization process [11]. Recently, non-iconic views
of objects and scenes have been purposefully collected to improve the accuracy
of computer vision techniques [23]. Following these e orts, we present a highly
heterogeneous annotated set that can be used to test the performance of existing
face and gender detection algorithms.®

For the evaluation of face detection algorithms, we contrasted the widely-
used OpenCV s DNN module with two state-of-the-art models, Dual Shot Face
Detection (DSFD) and RetinaFace [7,22]. OpenCV DNN s module uses a Single
Shot Detector, which predicts the bounding boxes and the con dence in one

3 The annotated data set and models can be found on Zenodo using the following
DOI: 10.5281/zen0do0.4008991.
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single shot, with ResNet-10 as a backbone. Unfortunately, it is not speci ed on
what data and in what manner the model was trained. DSFD adds a step to a
Single Shot Detector that improves its ability to detect tiny faces and occluded
faces. Part of this additional step is the use of a Feature Enhance Module that
improves discriminability and robustness of features [22]. RetinaFace, which is
based on a single-stage design, employs a multi-task learning strategy that pre-
dicts a face score, a bounding box, ve facial landmarks, and 3D position and
correspondence of each facial pixel. The use of facial landmarks improves the
algorithm s ability to learn. RetinaFace runs on either a MobileNet or a ResNet-
50 backbone. The former is considerably faster and less memory-intensive, while
the latter has slightly better results [7].

When applied to the often-used WIDERFACE data set, RetinaFace outper-
forms DSFD, and is much faster than two-stage methods, such as DSFD (see
Table1). The WIDERFACE data set consists of a total of 32,203 images, con-
taining 393,703 annotated faces with signi cant variations in scale, pose, and
occlusion. Each image is further de ned into three levels of di culty: Easy ,

Medium , Hard based on the detection rate of a baseline detector [45].

Table 1. Average precision on WIDER FACE taken from [7,22]

Method Easy | Medium | Hard
DSFD 96.6 | 95.7 90.4
RetinaFace | 96.9 | 96.2 91.9

Results. For OpenCV s DNN, we used the default FaceDetector weights; for
the other two algorithms, we relied on weights pre-trained on the WIDER FACE
data set. We selected the RetinaFace with ResNet-50 as a backbone rather than
MobileNet, the former is slower but has better accuracy on the WIDER FACE
data set. For this study, the decreased speed is no issue since we value accuracy
above speed. Using these weights, we applied the three algorithms to our anno-
tated data set. We used Average Precision to compare the performance of the
algorithms. Average Precision (AP) captures the area under the curve (AUC)
of the Precision and Recall curve. We interpolated all data points, following the
method of the PASCAL VOC challenge [6]. We employ an 10U (intersection
over union) threshold of 0.5 when calculating the AP. This score is calculated
by dividing the area of overlap between the predicted bounding box and the
ground-truth box by the area of the predicted bounding box and ground-truth
bounding box, i.e. the area of union.

DSFD (AP: 71%) and RetinaFace (AP: 68.13%) clearly outperform the Open
CV DNN module (AP: 20.54%) (Fig.4). The slightly better performance by
DSFD over RetinaFace can most de nitely be explained by the former s ability to
detect faces with a large size variance, which is quite common in advertisements.
Its default scaling algorithm is more versatile than the one that DSFD o ers.
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(a) OpenCV DNN (b) DSFD (c) RetinaFace

Fig. 4. Precision-Recall Curves

A review of false negatives suggests that relatively large faces are often not
detected by the algorithms. In Fig. 5, for example, the large face is not detected.
The scaling algorithm probably prohibits drawing a bounding box around objects
occupying the majority of the image s area. Further optimization of the scaling
algorithms might solve this issue.

Fig. 5. Advertisement with a large face

4.2 Visual Medium Detection

Persons in advertisements can be depicted using di erent visual media types,
ranging from photograph to illustration, or sometimes both in the same adver-
tisement or even the same face. Furthermore, faces can be illustrated using a
wide range of di erent styles, from highly realistic to highly abstract (see Fig. 6).
Previous work shows that convolutional neural networks can be used with high
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accuracy to distinguish between di erent media types [43,44]. Because of the
co-existence of di erent visual media and visual styles within a single advertise-
ment, we built a classi er on the level of the face rather than on the level of
the full advertisements. Instead of constructing an object detector that detects
faces in their speci c styles, we combined the face detection with an additional
classi er for the visual medium. This two-step approach allowed us to bene t
from the ability of existing algorithms, such as RetinaFace, to detect tiny faces
and large variance between faces.

Fig. 6. Advertisement containing illustrations and a photograph (1959)

The visual medium classi er was trained on a set of 242 illustrated and 259
photographed faces drawn from the set of forty- ve thousand advertisements.
We extracted the faces from the advertisements and manually classi ed them as
either illustration or photograph. Next, we applied data augmentation on this
image set (resizing, center cropping, horizontal ipping, and random rotation).
This augmentation generated new training data from the original set by adding
perturbations to the images. In every batch of data, the network is presented
with new, slightly di erent versions of the input data, which forces the network
to learn more robust features, making the resulting less prone to over tting.

Finally, we fed these augmented images into a pre-trained VGG16, a compar-
atively small network, and extracted the encoded features as a attened vector
from the penultimate Max Pooling layer.* We trained a Linear SVC with default
settings, using Scikit-learn, on these encoded features.

Results. With ten-fold cross-validation, our classi er reaches a mean accu-
racy of .91 with a standard deviation of 0.04. In other words, using a relatively
small set of training data, our classi er can distinguish between photographs

4 A parameter search found that this layer provided the best results for our classi ca-
tion task.
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and illustrations with high accuracy. Closer inspection of the misclassi ed pre-
dictions shows that these are mostly low-quality images or images of which the
visual medium is di cult to determine, even for a human annotator. A possible
strategy is augmenting the WIDERFACE data set with illustrated faces. Future
work will explore whether Deep Adaptation Networks might be leveraged to
learn faces across di erent modalities [25].

4.3 Gender Detection

The detection of gender in images using some form of computer vision has
been explored extensively [9,19,30]. Convolutional neural networks can pick up
the necessary features to make highly accurate predictions of gender [1,21,33].
The conception of gender used in this kind of research is binary, static, and
highly normative. Partly based on Go man s work, gender studies scholars like
Judith Butler have argued that gender is performed. Notions of masculinity and
femininity the way that men and women are expected to look and behave are
not derived from biological sex but from the constant performance of gender in
society, for example, in advertisements [39].

These insights are problematic for gender detection techniques because they
reveal that annotating faces into binary gender categories is not a clear-cut ana-
lytic procedure but a gender performance in itself. The fact that the performance
of gender changes over time further complicates the matter. Are we using com-
puter vision to study historical gender displays, or are we superimposing our
notion of gender on the historical archive? We will address this question in a
forthcoming study.

For the classi cation of gender in advertised persons, we constructed two
data sets. The rst set consists of two classes: male and female , excluding
images with a width or height smaller than 100 pixels. We separated the data
set into a training, validation, and test set according to an 80, 10, 10 division.
Table 2 shows the number of images in each set.

Table 2. Training set gender classi er

Train | Validation | Test | Total
Male |5,068 649 644 | 6,361
Female | 4,489 | 555 1,204 | 5,617
Total |9,557 | 1,204 1,848 111,888

For the second set, we used the visual medium classi er described in Sect. 4.2
to divide the data set into four classes: male photo, female photo, male illustra-
tion, and female illustration. This set was also divided according to an 80, 10,
10 division, resulting in the set described in Table 3.

For gender detection, we relied on a VGGFACE, a VGG16 network with
weights pre-trained on two large face data sets: Labeled Faces in the Wild and
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Table 3. Training set gender classi er divided by style

Train | Validation | Test | Total
Male photo 2,865 | 373 374 | 3,612
Male illustration {2,205 | 271 272| 2,748
Female photo 2,532 | 293 294 | 3,119
Female illustration | 1,959 | 280 281| 2,520
Total 9,561 | 1,217 1,221 | 11,999

the YouTube Faces dataset [31].> We compared three optimizers: SGD, ADAM,
and ADAbound, and achieved the best performance using the latter. The latter
is described to train as fast as ADAM with the performance of SGD [26]. We held
out ten percent of the training data as a validation set. Next, we augmented the
training data by rotating the images, shifting the width and height, changing the
shearing, ipping them horizontally, and applying a random eraser. The latter
randomly erases parts of the images and replaces them with random pixels, to
make the detection of features more di cult, leading to more robust features [49].
We used a two-step approach to ne-tune the network. As part of the rst
step, we ne-tuned the head weights. For this, we loaded the VGGFace model
with pre-trained weights and left the top layers o . We attened the last layer
and added two fully-connected dense layers with 512 hidden dimensions. Before
adding the classi cation layer with a Sigmoid activation, we added Dropout
to reduce over tting. As part of our training strategy, we used early stopping
(patience = 10) and reduced the initial learning rate (0.001) when it did not
change for three epochs. For the second step, we unfroze the fully-connected
head layers and the nal convolution block, allowing them to be ne-tuned as
well. Next, we trained the network for a maximum of 20 epochs, or when the
learning rate plateaued this additional step slightly improved accuracy.

Results. We achieved an F;-score of .91 for females and .92 for males (Table 4).
However, when we tried to detect both medium and gender a more di cult
task the accuracy drops to an average of .84 (Table5). If the task requires a
focus on a particular medium, it might be bene cial to classify the medium and
then apply gender detection to those particular media. However, as this result
shows, we can estimate gender with a high degree of accuracy, regardless of the
medium.

5 We also tried a Resnet-101 architecture, but this approach decreased accuracy.
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Table 4. Classi cation report gender detection

Prediction | Recall | f1-score | Support
Female 0.91 0.92 |0.91 573
Male 0.93 091 |0.92 644
Weight avg | 0.92 0.92 |0.92 1,217

Table 5. Classi cation report gender and style detection

Prediction | Recall | f1-score | Support
Female drawing | 0.90 0.83 10.86 280
Female photo |0.83 0.86 0.84 293
Male drawing |0.81 0.83 10.82 271
Male photo 0.84 0.84 |0.84 373
Weight avg 0.84 0.84 0.84 1,217

5 Conclusion

This paper has presented: 1) a heterogenous, non-iconic annotated data set of
images a subset of SIAMESET which can be used to test the performance
of existing face and gender detection algorithms on historical material, 2) our
e orts to evaluate and improve the performance of three face detection algo-
rithms (OpenCV, DSFD, RetinaFace) on historical material,; 3) the training of
a visual medium classi er to separate photographs from illustrations, and 4) the
training of a gender classi er on the extracted faces.

We have shown that we can detect faces, visual media, and gender with
a high degree of accuracy in historical advertisements. It remains challenging
to detect gender when faces are of low quality, relatively small, or relatively
large. Further optimization of scaling and upscaling of the images to improve
their resolution might solve these issues. Notwithstanding these concerns, we are
con dent that we can apply these algorithms and ne-tuned models to enrich
other large visual historical collections and use them for a future study, in which
we replicate Go man s formalizations of gender displays using larger data set.
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