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Search for high-mass dilepton resonances using 139 fb\(^{-1}\) of \(pp\) collision data collected at \(\sqrt{s} = 13\) TeV with the ATLAS detector

The ATLAS Collaboration*

1. Introduction

Searches in the dilepton (dielectron and dimuon) final state have a long and illustrious history with the discovery of the \(J/\psi\) meson in 1974 \([1,2]\) and \(\Upsilon\) meson in 1977 \([3]\) as well as the Z boson in 1983 \([4,5]\). As these were key steps which led to the establishment of the Standard Model (SM) of particle physics, the study of the same final state could help to pave the way to a better understanding of the physics processes beyond it.

Various models predict resonances which decay into dileptons and can be categorised according to their spin. A new high-mass spin-0 resonance, \(H\), introduced as part of an extended scalar sector in some models, such as the Minimal Supersymmetric SM (MSSM) \([6]\), has higher decay rate into a pair of muons rather than electrons. The majority of searches for new neutral high-mass resonances have focused on a new spin-1 vector boson, generally referred to as \(Z'\), that appears in models with extended gauge symmetries. Typical benchmark models include the Sequential Standard Model \(Z'_{\text{SSM}}\) boson \([7]\), which has the same fermion couplings as the SM Z boson, a \(Z'_J\), and a \(Z'_\phi\) boson of an \(E_6\)-motivated Grand Unification model \([8]\), or a \(Z'_{\text{HVT}}\) boson of the Heavy Vector Triplet model \([9]\). In the first two models, the \(Z'\) boson is a singlet, associated with a new \(U(1)\) gauge group, and generally its couplings to the SM W and Z bosons are assumed to be zero. The \(Z'_{\text{HVT}}\) boson is a neutral member of a new SU(2) gauge group, i.e. part of a triplet and cannot exist without two new charged heavy bosons, \(W'_{\pm\text{HVT}}\), with which it is nearly degenerate in mass. New spin-2 resonances, excited states of the graviton, are introduced in the Randall–Sundrum model \([10]\) with a warped extra dimension. In experimental terms the described scenarios would result in a local excess of signal candidates over a smoothly falling dilepton mass spectrum. This search has a clean experimental signature with a fully reconstructable final state and excellent detection efficiency.

This Letter presents a search for a new resonance decaying into two electrons or two muons in 139 fb\(^{-1}\) of data collected in proton–proton (\(pp\)) collisions at the LHC at a centre-of-mass energy \(\sqrt{s} = 13\) TeV. Previous searches with 36.1 fb\(^{-1}\) of \(pp\) collision data at \(\sqrt{s} = 13\) TeV conducted by the ATLAS and CMS experiments \([11,12]\) showed no significant excess and led to lower limits of up to 3.8 TeV for the mass of the \(Z'_J\) boson. The analysis presented in this Letter, compared with that published in Ref. \([11]\), benefits from: a factor of four increase in integrated luminosity; several improvements in the reconstruction software; including the use of a new dynamical, topological cell-clustering algorithm for electron reconstruction \([13]\) and an improved treatment of the relative alignment of the inner tracker and the muon tracking detectors in the muon reconstruction; the use of invariant-mass sidebands of the expected signal in data to constrain the fit parameters of the background distribution, which is described by a smooth functional form instead of relying on simulation; and a generic
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signal line shape described by a non-relativistic Breit–Wigner function convolved with the detector resolution, which simplifies reinterpretations of the result.

2. ATLAS detector

ATLAS [14–16] is a multipurpose detector with a forward-backward symmetric cylindrical geometry with respect to the LHC beam axis.\(^1\) The innermost layers consist of tracking detectors in the pseudorapidity range \(|\eta| < 2.5\). This inner detector (ID) is surrounded by a thin superconducting solenoid that provides a 2 T axial magnetic field. It is enclosed by the electromagnetic and hadronic calorimeters, which cover \(|\eta| < 4.9\). The outermost layers of ATLAS consist of an external muon spectrometer (MS) within \(|\eta| < 2.7\), incorporating three large toroidal magnetic assemblies with eight coils each. The field integral of the toroids ranges between 2.0 and 6.0 Tm for most of the acceptance. The MS includes precision tracking chambers and fast detectors for triggering. A two-level trigger system [17] reduces the recorded event rate to an average of 1 kHz.

3. Data and simulation

The dataset used in this analysis was collected during LHC Run 2 in stable beam conditions and with all detector systems operating normally. The event quality was checked to remove events with noise bursts or coherent noise in the calorimeters. Events in the dielectron channel were recorded using a dielectron trigger based on the ‘very loose’ or ‘loose’ identification criteria [17] with transverse energy (\(E_T\)) thresholds between 12 and 24 GeV for both electrons, depending on the data-taking period. Events in the dimuon channel are required to pass at least one of two single-muon triggers: the first requires a transverse momentum (\(p_T\)) of at least 50 GeV, while the second has a threshold lowered to 26 GeV but requires the muon candidate to be isolated [17]. The integrated luminosity of the dataset is determined to be \(139.0 \pm 2.4 \text{ fb}^{-1}\), following a methodology similar to that detailed in Ref. [18], and using the LUCID-2 detector for the baseline luminosity measurements [19], from calibration of the luminosity scale using x-y beam-separation scans.

While the search in this analysis is carried out entirely in a data-driven way, simulated event samples for the signal and background processes are used to determine appropriate functions to fit the data, study background compositions and to evaluate the signal efficiency. The main backgrounds in decreasing order of importance are Drell–Yan (DY), top-quark pair (\(t\bar{t}\)), single-top-quark and diboson production. Multi-jet and W + jets processes in the dielectron channel are estimated with a data-driven method [11]. Multi-jet and W + jets processes in the dimuon channel as well as processes with r-leptons in both channels have a negligible impact and are not considered. The Monte Carlo (MC) event generators for the hard-scatter process, showering and parton distribution functions (PDFs) are listed in Table 1. The ‘afterburner’ generators such as Photos [20] for the final-state photon radiation (FSR) modelling, MadSpin [21] to preserve top-quark spin correlations, and EvtGen [22], used for the modelling of c- and b-hadron decays, are also reported.

The DY [32] and diboson [33] samples are generated in slices of dilepton mass to increase the sample size in the high-mass region. Next-to-next-to-leading-order (NNLO) corrections in quantum chromodynamic (QCD) theory and next-to-leading order (NLO) corrections in electroweak (EW) theory, are calculated and applied to the DY events. The corrections are computed with VRAP v0.9 [34] and the CT14 NNLO PDF set [35] in the case of QCD effects whereas they are computed with MCFM v9.6 [36] in the case of quantum electrodynamics effects due to initial state radiation, interference between initial and final state radiation, and Sudakov logarithm single-loop corrections. The top-quark samples [37] are normalised to the cross-sections calculated at NNLO in QCD including resummation of the next-to-next-to-leading logarithmic soft gluon terms as provided by Top++2.0 [38].

Spin-1 signal templates are obtained by a matrix-element reweighting [11] of the leading-order (LO) DY samples generated in slices of dilepton mass. These signal templates are used only for cross-section and efficiency calculations. The relative natural width (\(1/\Gamma_{Z}^\text{SM}/\Gamma_Z\)) for the benchmark models considered varies between 0.5% for \(Z_{1}^{\prime}\) and 3% for \(Z_{3}^{\text{SM}}\). Interference effects between the resonant signal and the background processes are neglected. Higher-order QCD corrections for all the spin-1 signals are computed with the same methodology as for the DY background. For the HVT model, these corrections are not applied, which ensures consistent treatment with the other signal channels in an eventual combination, similar to that described in Ref. [39]. Electroweak corrections are not applied to the signal samples due to their large model dependence. Spin-0 signal efficiencies are obtained from samples of the MSSM gluon–gluon fusion production of a heavy Higgs boson decaying into dilepton pairs, \(gg \rightarrow H \rightarrow \ell\ell\), produced in the mass range \(m_H = 400–1000\text{ GeV}\) and with relative natural width (\(1/\Gamma_{Z}/\Gamma_Z\)) varying between zero and 20%. Spin-2 signal efficiencies are obtained from Randall–Sundrum graviton \((G^* \rightarrow \ell\ell)\) samples produced in the mass range \(m_{G^*} = 750–5000\text{ GeV}\) and with coupling strengths, \(k/\tan\beta\), of 0.1, 0.2 and 0.3, where \(k\) is a
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\(^1\) ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upwards. Cylindrical coordinates \((r, \phi)\) are used in the transverse plane, \(\phi\) being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle \(\theta\) as \(\eta = \ln \left( \cosh \theta \right) \). Angular distance is measured in units of \(\Delta R = \sqrt{\Delta\phi^2 + \Delta\eta^2}\).
scale that defines the warp factor of the extra dimension and $\mathcal{M}_T$ is the reduced Planck mass.

Simulated event samples include the effect of multiple $pp$ interactions in the same or neighbouring bunch crossings. These effects are collectively referred to as pile-up. The simulation of pile-up collisions was performed with Pythia v8.186 using the ATLAS A3 set of tuned parameters [40] and the NNPDF23LO PDF set, and weighted to reproduce the average number of pile-up interactions per bunch crossing observed in data. The generated events were passed through a full detector simulation [41] based on Geant 4 [42]. Spin-0 and spin-2 MC signal samples were produced with a fast parameterisation of the calorimeter response [43].

Very large generator-level-only MC samples (with more than 55 times the data events) for NLO DY events are used for the background studies described in Section 6. These samples could not be produced with the full detector simulation due to the large number of events required.

4. Event selection

The selection of dilepton events closely follows that described in Ref. [11]. An event is selected if at least one $pp$ interaction vertex is reconstructed. The primary vertex is chosen to be the vertex with the highest summed $p_T^2$ of tracks with transverse momentum $p_T > 0.5$ GeV which are associated with the vertex.

Electron candidates are reconstructed from ID tracks that are matched to clusters of energy deposited in the electromagnetic calorimeter with energy deposition consistent with that of an electromagnetic shower [44]. Reconstructed electrons must have $E_T > 30$ GeV, satisfy $|\eta| < 2.47$ in order to pass through the fine-granularity region of the EM calorimeter, and be outside the range $1.37 < |\eta| < 1.52$ corresponding to the transition region between the barrel and endcap EM calorimeters. The calorimeter granularity and the excluded transition region is reduced, and the presence of significant additional inactive material degrades the electron identification capabilities and energy resolution. The ‘medium’ electron working point used for the final selection has an identification and reconstruction efficiency for prompt electrons above 92% for $E_T > 80$ GeV.

Muon candidates are identified by matching ID tracks to tracks reconstructed in the MS [45]. Muon candidates must have $p_T > 30$ GeV and $|\eta| < 2.5$. To ensure optimal muon momentum resolution at high $p_T$, the ‘high $p_T$’ identification working point is used. It requires at least three hits in each of three layers of precision tracking chambers in the MS, and specific regions of the MS where the alignment is suboptimal are vetoed as a precaution. These requirements reject about 80% (13%) of the muon candidates in (outside) the barrel-endcap overlap region, 1.01 $< |\eta| < 1.1$. The muon ‘high $p_T$’ working point has an $\eta$-averaged efficiency of 69% at 1 TeV which decreases to 64% at 2.5 TeV due to increased occasional catastrophic energy loss at high $p_T$. Additionally, a ‘good muon’ selection requires that the uncertainty in the charge-to-momentum ratio of muon candidates is less than a $p_T$-dependent value. This selection is fully efficient below 1 TeV, but introduces an additional inefficiency of 7% at 2.5 TeV.

Electron (muon) candidate tracks must be consistent with the primary vertex both along the beamline, where the longitudinal impact parameter $z_0$ is required to satisfy $|z_0 \sin\theta| < 0.5$ mm, and in the transverse plane, where the transverse impact parameter significance $|d_0/\sigma(d_0)|$ is required to be less than 5 (3). To reduce background from misidentified jets as well as from light- and heavy-flavour hadron decays inside jets, lepton candidates are required to be isolated. Electrons must pass the ‘gradient’ isolation working point which targets an $E_T$-dependent value of the isolation efficiency, uniform in $\eta$, using a combination of track and calorimeter isolation requirements [44]. For muons, the summed scalar $p_T$ of good-quality tracks with $p_T > 1$ GeV originating from the primary vertex within a cone of variable size $\Delta R$ around the muon, but excluding the muon-candidate track itself, must be less than 6% of the $p_T$ of the muon candidate. The efficiency of this selection is above 99% for both electrons and muons with $p_T > 60$ GeV. Corrections are applied to electron (muon) candidates to match the energy (momentum) scale and resolution between simulation and data. These corrections are derived in an energy independent way for electrons [46]. For muons, the correction is determined as a function of $p_T$ up to 300 GeV, from a fit to $Z \rightarrow \mu\mu$ data with templates derived from simulation [45]. At high transverse momentum, the calibrations are dominated by corrections extracted from alignment studies, using special runs with the toroidal magnetic field off. Corrections to the lepton efficiencies in the simulation are derived from the data for electron $E_T$ (muon $p_T$) up to 150 (200) GeV [44,45]. The simulation is used to extrapolate to higher electron $E_T$ (muon $p_T$) and to study systematic effects.

The events are required to contain at least two same-flavour leptons. If additional leptons are present in the event, the two same-flavour leptons with the largest $E_T$ ($p_T$) in the electron (muon) channel are selected to form the dilepton pair. If two different-flavour pairs are found, the dielectron pair is kept, because of the better resolution and higher efficiency for electrons. A selected muon pair is required to be oppositely charged. For an electron pair, the opposite-charge requirement is not applied because of the higher probability of charge misidentification for high-$E_T$ electrons. The reconstructed mass of the dilepton system after the full analysis selection, $m_{\ell\ell}$, is required to be above 225 GeV to avoid the Z boson peak region, which cannot be described by the same parameterisation as the high-mass part of the dilepton distributions.

5. Reconstructed dilepton mass modelling

The relative dilepton mass resolution is defined as $(m_{\ell\ell} - m_{\ell\ell}^\text{true})/m_{\ell\ell}^\text{true}$, where $m_{\ell\ell}^\text{true}$ is the generated dilepton mass at Born level before PSR. The mass resolution is parameterised as a sum of a Gaussian distribution, which describes the detector response, and a Crystal Ball function composed of a secondary Gaussian distribution with a power-law low-mass tail, which accounts for bremsstrahlung effects in the dielectron channel or for the effect of poorly reconstructed muons. The parameterisation of the relative dilepton mass resolution as a function of $m_{\ell\ell}^\text{true}$ is determined by a simultaneous fit of the function described above to NLO DY MC events. The MC sample is separated in 200 $m_{\ell\ell}^\text{true}$ bins of equal size on a logarithmic scale in the range of 130 GeV to 6 TeV. This procedure is repeated to evaluate the uncertainty on the fit parameters by shifting individually the lepton energy and momentum scale and resolutions by their uncertainties.

6. Signal and background modelling

A resonant signal is searched for by fitting the data dilepton mass distribution. The fit function consists of a smooth functional form for the background, and a generic signal shape. The generic signal shapes are constructed from non-relativistic Breit–Wigner functions of various widths convolved with the detector resolution, obtained as described in the previous section. The shape of $\Delta R$ has a maximum value of 0.3 and decreases as a function of $p_T$ as $10 \text{ GeV}/p_T(\text{GeV})$. 

\[\Delta R = \frac{10 \text{ GeV}}{p_T(\text{GeV})}.\]
the dilepton invariant mass distribution for a signal resonance with intrinsic width that is negligible compared with the detector resolution (zero-width signal) is obtained from the mass resolution only.

To allow for a generic resonance search, a fiducial region at particle level is defined following the selection criteria applied to the reconstructed lepton candidates: each electron and muon candidate needs to pass $|\eta| < 2.5$ and $E_T (p_T) > 30\text{GeV}$, and the dilepton mass has to satisfy $m_{\ell\ell}^{\text{true}} > m_X - 2\Gamma_X$, where $m_X$ and $\Gamma_X$ represent the pole mass and width of a hypothetical resonance $X$, respectively. This selection is added in order to reduce the model dependence from off-shell effects.

The nominal combined reconstruction and identification efficiency in the fiducial region is extracted from the DY sample and thus assumes the kinematics of a spin-1 boson. For the dilepton (dimuon) channels, it varies from 64% (54%) at 225 GeV to 74% (38%) at 6 TeV for the zero-width signals. For a spin-1 signal with 10% relative width, the efficiency changes by less than 0.5% relative to a signal with zero width for both channels over most of the considered invariant-mass range. Only above 5 TeV in the dimuon channel are the variations as large as 2% in absolute efficiency. For the spin-0 and spin-2 samples, width-related variations are below 1%. For the dilepton channel, spin-0 and spin-2 efficiencies are higher than the corresponding spin-1 values by at most 4%. For the dimuon channel, efficiencies for spin-0 and spin-2 signals are at most 1% lower than the corresponding spin-1 values. The systematic uncertainties of the overall efficiency are due to the uncertainties in the trigger, isolation, identification, and reconstruction efficiencies.

The smooth functional form for the background is based on fit performance studies on a MC background template. The associated uncertainties are also estimated through these studies. In order to minimise the statistical uncertainties in this procedure, the background template for DY is produced from large-statistics samples simulated only at generator level and smeared by the experimental dilepton mass resolution, described in the previous section, with mass-dependent acceptance and efficiency corrections applied. A similar procedure is applied to the generator-level dilepton mass distribution in the t$\bar{t}$ sample exploiting the larger number of events from the generator-level mass distribution. The distributions from the diboson and single-top simulated samples and, in the electron channel, a template for multi-jet and $W$ + jet processes are also considered. All MC-based contributions are scaled by their respective cross-sections and summed together to obtain the background template for the choice of the smooth functional form.

In order to select the background functional form, a fit to the dilepton mass background template is performed, under the signal plus background hypothesis, for various functional forms, following the procedure outlined in Ref. [47]. The chosen functional form is the one with the smallest absolute number of fitted signal events (‘spurious signal’), which are determined as a function of $m_{\ell\ell}:

$$f_{\ell\ell}(m_{\ell\ell}) = f_{\text{BW}}(m_{\ell\ell}) \cdot (1 - x^{b})^{b} \exp \left( - \frac{x}{\Gamma_{X}} \right),$n

where $x = m_{\ell\ell} / \sqrt{2}$ and parameters $b$ and $p_1$ with $i = 0, \ldots 3$ are left free in the fit to data and independent for dilepton and dimuon channels. The parameter $c$ is 1 for the dilepton and 1/3 for the dimuon channel. The function $f_{\text{BW}}(m_{\ell\ell})$ is a non-relativistic Breit–Wigner function with $m_Z = 91.1876\text{GeV}$ and $\Gamma_Z = 2.4952\text{GeV}$ [48]. The normalisation of the background function is such that the integral $\alpha$ corresponds to the total number of background events. To further validate this functional form an extra degree of freedom ($i = 4$) is added to the fit function before the final data analysis, to check if it improves the likelihood value of the fit by more than 2$\sigma$. To check the fit stability in the high-mass region, signal injection tests are performed at various mass points. No significant bias in the number of extracted signal events is observed.

Uncertainties related to the background modelling are propagated into the determination of the spurious signal. Smooth templates for systematic shape uncertainties are produced using the same procedure as for the nominal templates. The uncertainties considered include variations due to PDFs [11] and normalisation of the t$\bar{t}$ background component [49]. Uncertainties on the multi-jet and $W$ + jet background contributions [11] are also considered in the dilepton channel. For the selected function, the largest spurious signal (accounting for all systematic variations) is required to be less than 30% of the statistical uncertainty in the fitted signal yield (from the background distribution) for the zero-width signal. This criterion is relaxed to 50% for signals of greater width. The systematic uncertainty of the background estimate is mass dependent and corresponds to a functional interpolation between the highest maxima among the spurious-signal-yield distributions for all systematic variations. The spurious-signal yield is calculated independently for the relative signal width assumptions between zero and 10% in steps of 0.5%.

The impact of systematic uncertainties on the signal yield is shown in Table 2. Only systematic uncertainties which change the fitted signal yield by more than 0.5% at any point in the mass spectrum are considered. The largest systematic uncertainty at low mass in both channels originates from the spurious signals. The

| Table 2 |
|------------------|------------------|------------------|
| Uncertainty source for $m_X$ [GeV] | Dielectron | Dimuon |
| | 300 | 2000 | 5000 | 300 | 2000 | 5000 |
| Spurious signal | $\pm 12.5 (12.0)$ | $\pm 4.6 (10.8)$ | $\pm 0.3 (1.0)$ | $\pm 11.7 (11.0)$ | $\pm 3.8 (3.5)$ | $\pm 2.1 (2.2)$ |
| Lepton identification | $\pm 1.6 (1.6)$ | $\pm 5.6 (5.6)$ | $\pm 5.6 (5.6)$ | $\pm 1.8 (1.8)$ | $\pm 12 (12)$ | $\pm 25 (25)$ |
| Isolation | $\pm 0.3 (0.3)$ | $\pm 1.1 (1.2)$ | $\pm 1.1 (1.1)$ | $\pm 0.4 (0.4)$ | $\pm 0.4 (0.4)$ | $\pm 0.4 (0.5)$ |
| Luminosity | $\pm 1.7 (1.7)$ | $\pm 1.7 (1.7)$ | $\pm 1.7 (1.7)$ | $\pm 1.7 (1.7)$ | $\pm 1.7 (1.7)$ | $\pm 1.7 (1.7)$ |
| Electron energy scale | $\pm 1.7 (1.8)$ | $\pm 1.9 (1.8)$ | $+0.1 (0.8)$ | $\pm 0.1 (0.8)$ | $+0.1 (0.8)$ | $+0.1 (0.8)$ |
| Electron energy resolution | $\pm 0.9 (0.9)$ | $+0.0 (0.7)$ | $+0.4 (0.1)$ | $\pm 0.1 (0.1)$ | $+0.2 (0.2)$ | $+0.2 (0.2)$ |
| Muon ID resolution | $\pm 0.9 (0.9)$ | $+0.0 (0.7)$ | $+0.4 (0.1)$ | $\pm 0.1 (0.1)$ | $+0.2 (0.2)$ | $+0.2 (0.2)$ |
| Muon MS resolution | $\pm 0.9 (0.9)$ | $+0.0 (0.7)$ | $+0.4 (0.1)$ | $\pm 0.1 (0.1)$ | $+0.2 (0.2)$ | $+0.2 (0.2)$ |
| ‘Good muon’ requirement | $\pm 0.9 (0.9)$ | $+0.0 (0.7)$ | $+0.4 (0.1)$ | $\pm 0.1 (0.1)$ | $+0.2 (0.2)$ | $+0.2 (0.2)$ |

largest systematic uncertainty in the dielectron channel at high mass originates from the electron identification efficiency. The uncertainty associated with the ‘good muon’ requirement is dominant in the dimuon channel at high mass. This uncertainty is estimated with a conservative approach in a dataset collected in 2015–2016, corresponding to 36 fb\(^{-1}\), by comparing efficiencies obtained in data and in simulation.

### 7. Statistical analysis

The numbers of signal and background events, as a function of the signal mass and width hypothesis, are estimated from simultaneous maximum-likelihood fits of the signal-plus-background models to the data \(m_{\ell\ell}\) distribution. Systematic uncertainties are included in the fits via nuisance parameters constrained by penalty terms which are either Gaussian (e.g. energy and momentum scale uncertainties) or log-normal (efficiency and resolution uncertainties). Potential mismodelling of the background estimate is accounted for through an additional nuisance parameter allowing non-zero signal normalisation under the null hypothesis constrained by the measured spurious signal. Dielectron and dimuon channels are considered both as independent channels and in a combined approach, under a lepton-flavour universality assumption [7,8].

The significance of a signal is summarised by a \(p\)-value, the probability of observing an excess at least as signal-like as the one observed in data, in the absence of signal. The local \(p\)-value of the background-only hypothesis (\(p_0\)) is determined from a profile-likelihood-ratio-test statistic [50] as detailed in Ref. [51] in the asymptotic approximation. Global significance values are also computed in the asymptotic approximation to account for the trial factors due to scanning the signal mass hypothesis [52]. Upper limits at the 95% confidence level (CL) are set on the fiducial cross-section times branching ratio into the corresponding dilepton final state, given the integrated luminosity of the data and the signal efficiency. The limits are evaluated with the modified frequentist CL\(_S\) method [53] using the asymptotic approximation to the test-statistic distribution [50]. Cross-checks with sampling distributions generated using pseudo-experiments are used to test the accuracy of this approximation for the high-mass part of the dilepton spectra. The approximation is found to lead to limits that are stronger than those obtained with pseudo-experiments above 3 TeV. This effect reaches 25% (35%) at 5 TeV (6 TeV) for the combined dilepton channel. The impact of this approximation on the mass limits is below 100 GeV.

### 8. Results

The dilepton invariant-mass distributions for the events that pass the full analysis selection are shown in Fig. 1. The event with highest reconstructed mass is a dielectron candidate with \(m_{ee} = 4.06\) TeV, formed of two electrons with \(E_T = 2.01\) TeV and \(E_T = 1.92\) TeV in the barrel region of the calorimeter. The event with highest reconstructed mass in the dimuon channel has an invariant mass of \(m_{\mu\mu} = 2.75\) TeV. Both muon candidates are in the barrel section of the muon spectrometer and their transverse momenta are \(p_T = 1.82\) TeV and \(p_T = 1.04\) TeV.

The fit to data\(^{3}\) is performed in bins of 1 GeV and uses the function in Eq. (1). In both channels, validation tests using the extension of the functional form described in Section 6 did not yield any significant improvement, so the function in Eq. (1) is used without modification.

The probability that the data are compatible with the background-only hypothesis is shown in Fig. 2 as a function of pole mass for zero-width signals. No significant excess is observed. The largest deviations from the background-only hypothesis in the dielectron, dimuon and combined dilepton channels are observed at masses of 774 GeV, 267 GeV and 264 GeV for zero-width signals with a local \(p_0\) of 2.9\(\sigma\), 2.4\(\sigma\) and 2.3\(\sigma\) and a global significance of 0.1\(\sigma\), 0.3\(\sigma\), and zero, respectively.

Fig. 3 shows the upper limits on the fiducial cross-section times branching ratio to two leptons of a single flavour for generic resonances of various relative widths as a function of their mass. The observed limits for pole masses ranging from 250 to 750 GeV are obtained with a spacing of 1 GeV. The granularity is reduced above that mass, but remains below the experimental resolution of the ee channel. The observed limit on the fiducial cross-section times branching ratio ranges from 3.6 (13.1) fb at 250 GeV to about 0.014 (0.018) fb at 6 TeV for the zero (1%) relative width signal in the combined dilepton channel. The impact of systematic uncertainties

\(^{3}\) The resulting fit parameters for dielectron channel are: \(a = 178000 \pm 400\), \(b = 1.5 \pm 1.0\), \(p_0 = -12.38 \pm 0.09\), \(p_1 = -4.295 \pm 0.014\), \(p_2 = -0.9191 \pm 0.0027\), \(p_3 = -0.0845 \pm 0.005\); for dimuon channel are: \(a = 138700 \pm 400\), \(b = 11.8 \pm 0.5\), \(p_0 = -7.38 \pm 0.12\), \(p_1 = -4.132 \pm 0.017\), \(p_2 = -1.0637 \pm 0.0029\), \(p_3 = -0.1022 \pm 0.0005\).
on this search is small across all mass and width assumptions, resulting in the expected limits on the fiducial cross-section times branching ratio to dileptons being (4–7)% weaker than those without systematic uncertainties. As all studied signal spin hypotheses (0, 1, 2) have efficiency values which are consistent within 4%, the limits shown above can be used for reinterpretation of models with such new resonances.

The generic cross-section limits at $\Gamma/m = 0.5\%$, 1.2% and 3.0% are compared with the model predictions of $Z_0'$, $Z'$ and $Z_{SSM}$, respectively, to obtain mass limits. The cross-section values for the model predictions are obtained in the fiducial volume, for compatibility with the definition of the generic signal model. Mass limits are calculated as the intersection between the expected limits with the model prediction. Table 3 lists the mass limits for the three tested models in all three channels. These exceed previously reported results [11] by 500–800 GeV.

The generic cross-section limits shown in Fig. 3 are smoothly interpolated via Delaunay triangulation [54] to produce limits in between the tested widths. The results are converted into exclusion contours in the HVT model coupling space presented in Fig. 4, where $g_\ell$, $g_0$ and $g_h$ correspond to the coupling strengths between the triplet field and the lepton, quark and Higgs and vector-boson fields, respectively. In the tested $\{g_h, g_\ell\}$ plane the relative width always remains below 10%, and in the $\{g_h, g_\ell\}$ plane ($g_\ell \equiv g_\ell = g_0$) it only exceeds 10% in regions $|g_\ell| > 0.9$ and $|g_h| > 2.5$ well outside the limit contours. The observed limits can be compared with the limits obtained for the combination of the $e\ell$ and $\ell\nu$ channels in Ref. [39] (provided in brackets): for $g_\ell = 0$ and $m_{Z_{NEW}} = 3$ TeV, 4 TeV and 5 TeV the $|g_\ell|$ values above 0.07 (0.06), 0.23 (0.15) and 0.49 (0.42) are excluded at 95% CL, respectively. The resulting dilepton-only limits are slightly weaker than those for the $e\ell$ and $\ell\nu$ channels combined, even with a four times larger dataset, because of the higher $W_{HVT} \to e\nu$ cross-section in this model.

A complete set of tables and figures (including additional results for the dilepton and dimuon channels) are available at the Durham HepData repository [55].

9. Conclusions

The ATLAS detector at LHC is used to search for new resonances with mass larger than 250 GeV decaying into a pair of electrons or muons in 139 fb$^{-1}$ of proton–proton collision data at a centre-of-mass energy $\sqrt{s} = 13$ TeV. A functional form is fitted to the dilepton invariant-mass distribution in data events to model the contribution from background processes. A generic signal shape is used to determine the significance of observed deviations from the background estimate. No significant deviation is observed. Limits are set on the fiducial cross-section times branching ratio to dielectrons and dimuons for generic resonances with a relative natural width in the range of zero to 10%. These limits are shown to be applicable to spin-0, spin-1 and spin-2 signal hypotheses. Limits on the Heavy Vector Triplet model couplings and on the masses of vector resonances are inferred. In particular, the results imply a lower limit of 4.5 (5.1) TeV on $M_{Z'}$ for the $Z_0'$ ($Z_{SSM}$) boson at 95% confidence level. These are the most stringent limits to date.

![Fig. 3](image)

Fig. 3. Upper limits at 95% CL on the fiducial cross-section times branching ratio as a function of pole mass for (a) the zero-width, 3%, 10% and (b) 0.5%, 1.2%, 6% relative width signals for the combined dilepton channel. Observed limits are shown as a solid line and expected limits as a dotted/dashed line. Also shown are theoretical cross-sections for (a) $Z_{SSM}$ ($\Gamma/m = 3.0\%$) and (b) $Z'_0$ ($\Gamma/m = 1.2\%$) and $Z'_0$ ($\Gamma/m = 0.5\%$) in the fiducial region. The signal theoretical uncertainties are shown as a band on the $Z_{SSM}$ theory line and are derived as in Ref. [11]. They are shown for illustration purposes, but are not included in the limit calculation.
Fig. 4. Observed 95% exclusion contours in the HVT parameter space (a) $|g_b, g_f|$ with $g_f = g_t = g_q$ and (b) $|g_q, g_f|$ with $g_b$ set to zero, for resonance masses of 3, 4, and 5 TeV for the diphoton channel. The area outside the curves is excluded.
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