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1 Introduction

In spite of its successes in describing the phenomenology of the fundamental particles and
the corresponding interactions, the Standard Model (SM) can be considered as a low-energy
approximation of a more fundamental theory with new degrees of freedom and symmetries
that would become manifest at a higher energy.

One argument supporting the idea that new particles beyond the SM might exist arises
from astrophysical measurements, such as the rotational speed of stars in galaxies and
gravitational lensing [1–3]. These observations point to the existence of non-light-emitting
matter, a dominant fraction of which is of non-baryonic form, usually referred to as dark
matter (DM). Even if there are no viable candidates in the SM for particles which could
explain DM, proton–proton collisions at the Large Hadron Collider (LHC) may possibly
produce new particles that couple both to SM particles and to these DM candidates. While
such candidates are not expected to interact significantly with detectors, the SM particles
produced in association with the unobserved DM particles could allow these processes to be detected. Search strategies depend on the type of particle or system that is recoiling against the unseen particle. Both ATLAS and CMS have carried out searches for invisible particles produced in association with jets [4–7], photons [8, 9], W or Z bosons [5, 10, 11] and Higgs bosons [12–15], significantly constraining the allowed parameter space for different classes of models predicting DM candidates.

This paper describes a search for the production of invisible particles in association with a single top-quark in proton–proton collisions produced at the LHC with a centre-of-mass energy of $\sqrt{s} = 13$ TeV and detected using the ATLAS detector. Such a final state, commonly referred to as “mono-top”, is characterised by a top-quark and significant missing transverse momentum, which is due to the undetected particles. Background contributions from SM processes [16] are expected to be small. In addition, this search is sensitive to specific DM models, since the presence of top-quarks in the final state constrains the flavour structure of the considered couplings [17, 18]. Similar searches were previously conducted by the CDF Collaboration using 7.7 fb$^{-1}$ of Tevatron $p\bar{p}$ collisions at $\sqrt{s} = 1.96$ TeV [19] and by the ATLAS and CMS collaborations using $\sqrt{s} = 8$ TeV [20, 21] and $\sqrt{s} = 13$ TeV [22] LHC data. Searches for new phenomena in events with same-charge leptons and $b$-tagged jets [23] provide information complementary to the results from mono-top searches and exclude new vector resonances with masses up to 3 TeV, assuming a dark-sector coupling of 1.0 and a coupling to SM particles above 0.3.

A final state with a top-quark and missing transverse momentum can also originate from the single production of new vector-like quarks if these decay into a top-quark and a Z boson that decays invisibly into two neutrinos. Vector-like quarks are colour-triplet spin-1/2 fermions in which, in contrast to the SM quarks, the left- and right-handed components have the same properties under transformations of the electroweak symmetry group SU(2)$_L \times$ U(1)$_Y$. Such new particles are predicted in SM extensions, such as Little Higgs [24, 25] and Composite Higgs [26, 27] models, and are expected to mix with SM quarks [28]. In order to preserve gauge invariance, only a limited set of possible representations exist [29, 30] and their electric charge can be $+2/3e$ (T quark), $-1/3e$ (B quark), $+5/3e$ (X quark) or $-4/3e$ (Y quark), with $e$ being the elementary charge. In this paper, only the single production of vector-like T quarks (VLT) via an electroweak interaction is considered. Although couplings of T quarks to first- and second-generation SM quarks are not excluded [31, 32], it is common to assume that they couple exclusively to third-generation SM quarks [33]. Such couplings can be described in terms of $\sin \theta_L$ [34], where $\theta_L$ is the mixing angle of the T quark with the top-quark, or in terms of a generalised coupling $\kappa_T$ [35, 36]. The T quarks can decay either via the charged current, i.e. $T \rightarrow Wb$, or via flavour-changing neutral currents [37], i.e. $T \rightarrow Zt$ and $T \rightarrow Ht$. The $T \rightarrow Zt \rightarrow \nu\bar{\nu}Wb$ decay is considered in the present search.

The ATLAS and CMS collaborations have sought pair production of T quarks decaying into third-generation quarks in $pp$ collisions at a centre-of-mass energy of 8 TeV [38–41], targeting all three possible decay modes. Searches at 13 TeV have aimed at final states with leptons, targeting the $T \rightarrow Zt$ decay [42, 43], the $T \rightarrow Wb$ decay [44, 45], as well as general single-lepton and fully hadronic final states with boosted bosons [46, 47] and multiple $b$-
tagged jets [46, 48, 49]. The most stringent mass limit for an isospin singlet $T$ is 1.3 TeV [50].

For such large $T$ masses, the cross-section for single $T$ production may be larger than the pair-production cross-section because of the larger available phase space. Nonetheless, the comparison of single- and pair-production cross-sections depends on the assumed coupling to the SM quarks. Single production of $T$ quarks was sought at 8 TeV [40, 51, 52] by the ATLAS Collaboration. At 13 TeV, the ATLAS and CMS collaborations have sought the decays $T \to Wb$ [53, 54], $T \to Ht$ [55, 56] and $T \to Zt$ [43, 57, 58].

In this paper, two channels for the mono-top signature are considered, targeting the case in which the $W$ boson originating from the top-quark decays into an electron or muon and a neutrino (leptonic channel) and the case in which it decays into a pair of quarks (hadronic channel). These analyses define different signal regions, maximising the signal discovery sensitivity, and control regions, enriched with the dominant background processes. The statistical interpretation of the results is based on a simultaneous fit to the signal and control regions to determine a possible signal contribution and constrain the main backgrounds with data, taking into account experimental and theoretical systematic uncertainties.

The paper is organised as follows. The signal models are introduced in section 2. After a brief introduction to the ATLAS detector, given in section 3, the data samples and samples of simulated signal and background events are described in section 4. The algorithms for the reconstruction and identification of final-state particles are summarised in section 5. Section 6 describes the criteria for the selection of candidate signal events. This section also describes the estimation of the background contribution with the help of dedicated control regions in data. The experimental and theoretical systematic uncertainties (section 7) are taken into account in the statistical interpretation of data, with the results presented in section 8. Concluding remarks are given in section 9.

2 Signal phenomenology

This paper presents a search for two different signals: DM candidates produced in association with top-quarks and single production of vector-like $T$ quarks decaying into a top-quark and a $Z$ boson.

2.1 DM candidates associated with top-quarks

In this search the resonant and non-resonant production of DM particles associated with a top-quark are considered. The non-resonant case, represented in figure 1(a) and figure 1(b), corresponds to a flavour-changing neutral-current interaction, producing a top-quark and a new vector particle $V$, which in turn decays invisibly into a pair of DM particles. Such a process can be parameterised through a general Lagrangian [16, 59]:

$$\mathcal{L}_{\text{int}} = aV_\mu \bar{u} \gamma^\mu P_R t + g_\chi V_\mu \bar{\chi} \gamma^\mu \chi + \text{h.c.},$$

where a massive vector boson $V$ is coupled to a DM particle (represented by a Dirac fermion $\chi$) with a strength controlled by the parameter $g_\chi$. The term $P_R$ is the right-handed chirality projector. The parameter $a$ stands for the coupling constant between the
massive vector boson $V$ and the $t$- and $u$-quarks, and $\gamma^\mu$ are the Dirac matrices. Another possibility is the resonant case, corresponding to the production of a coloured charge-$2/3$ scalar ($\phi$) decaying into a top-quark and a spin-$1/2$ DM particle ($\chi$) [60]. This process, represented in figure 1(c), is described by the following Lagrangian [16, 59]:

$$\mathcal{L}_{\text{int}} = \lambda d^c \bar{d}^R s + y \phi \bar{\chi} P_R t + \text{h.c.},$$

where the parameters $\lambda$ and $y$ represent the couplings of the charged scalar to the $d$- and $s$-quarks and to the top-quark and the DM particle $\chi$, respectively.

### 2.2 Single production of vector-like $T$ quarks

The single production of $T$ quarks can occur via a charged $WTb$ or a neutral $ZTt$ vertex. However, $ZTt$ production is suppressed because of the required top quark in the initial state. For this reason, $ZTt$ production is not considered in this analysis and single VLT production refers to $T$ production via the $WTb$ vertex throughout this paper. The $T$ quarks can decay into $bW$, $tH$ and $tZ$, with the corresponding branching ratios ($B$) depending on the specific model considered [33, 36].

The specific case of single production of vector-like $T$ quarks decaying into $tZ$, followed by the $Z$ boson decaying into neutrinos, results in a mono-top signature. As can be seen in

---

Figure 1. Representative leading-order diagrams corresponding to the signals sought in this paper: non-resonant (a) $t$-channel and (b) $s$-channel production of a top-quark in association with a vector boson $V$ which decays into two DM particles; (c) resonant production of a coloured scalar $\phi$ that decays into a DM particle and a top-quark; and (d) single production of a vector-like $T$ quark decaying into $Zt (\rightarrow \nu \bar{b}W)$.
figure 1(d), one important difference between DM production and vector-like $T$-quark production is the presence of additional quarks in the single production of $T$ quarks, which will lead to at least one jet being detected at a small angle relative to the beam line. Similarly to the DM case, the topology of the VLT signal has a distinctive signature, characterized by the presence of a top-quark and missing transverse momentum, arising from the $Z \to \nu\bar{\nu}$ decay (and from the $t \to bW \to t\nu$ decay in the single-lepton channel case).

3 ATLAS detector

The ATLAS experiment [61] at the LHC is a multipurpose particle detector with nearly $4\pi$ coverage around the collision point.\footnote{ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upwards. Cylindrical coordinates $(r, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$. Angular distance is measured in units of $\Delta R \equiv \sqrt{(\Delta\eta)^2 + (\Delta\phi)^2}$.} It consists of an inner tracking detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic and hadron calorimeters, and a muon spectrometer. The inner tracking detector covers the pseudorapidity range $|\eta| < 2.5$. It consists of a silicon pixel detector, including the insertable B-layer [62, 63] installed after Run 1 of the LHC, a silicon microstrip detector, and a transition-radiation tracking detector. Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements with high granularity for $|\eta| < 3.2$. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range $(|\eta| < 1.7)$. The endcap and forward regions are instrumented with LAr calorimeters for both the EM and hadronic energy measurements up to $|\eta| = 4.9$. The outer part of the detector includes a muon spectrometer with high-precision tracking chambers providing coverage up to $|\eta| = 2.7$, fast detectors for triggering over $|\eta| < 2.4$, and three large air-core toroidal superconducting magnets with eight coils each. A two-level trigger system [64], using custom hardware followed by a software-based trigger level, is used to select events of interest at an average rate of 1 kHz.

4 Data and simulation samples

This analysis is performed using $pp$ collision data recorded at a centre-of-mass energy of $\sqrt{s} = 13$ TeV with the ATLAS detector during 2015 and 2016 in the periods when the LHC was operating with 25 ns bunch spacing and with an average number of collisions per bunch crossing $\langle \mu \rangle$ of around 23. Only periods in which all detector components necessary for this analysis were functional are considered, resulting in a data sample with a total integrated luminosity of 36.1 fb$^{-1}$.

In the single-lepton channel, events are required to pass at least one of the single-muon or single-electron triggers [64]. The triggers require a $p_T$ of at least 20 GeV (26 GeV) for muons and 24 GeV (26 GeV) for electrons for the 2015 (2016) data sets, and also have requirements on lepton reconstruction and isolation. These are complemented by triggers
with higher $p_T$ thresholds and relaxed isolation and identification requirements to ensure maximum efficiency at higher lepton $p_T$. In the hadronic channel, events are considered if they are accepted by triggers that select events with high missing transverse momentum, with online thresholds of 70 GeV in 2015 and 90 GeV to 110 GeV in 2016.

For all signal and background processes of interest, Monte Carlo (MC) events were simulated.

Signal events for both the resonant and non-resonant DM scenarios were generated according to a simplified model [65] described in section 1, implemented in MADGRAPH5_aMC@NLOv2.3.2 [66] through FeynRules 2.0 [67, 68]. Such generation was done at leading order (LO) using the NNPDF3.0LO [69] parton distribution function (PDF) set. Parton showering, hadronisation and underlying-event modelling were handled using the PYTHIA 8.212 [70] event generator with the A14 [71] set of tuned parameters, using the NNPDF2.3LO PDF set [72]. Signal samples for the resonant model were generated assuming a DM mass of $m_\chi = 10$ GeV and a range of the new scalar masses, $m_{\phi}$, between 1 TeV and 5 TeV, representing two different kinematic regimes. The kinematic distributions predicted by the model have only a small dependence on the coupling parameters and therefore all samples were generated using a coupling constant of $\lambda = 0.2$ and a mixing parameter of $y = 0.4$. The remaining kinematic dependence on the different couplings and masses was accounted for by means of a reweighting procedure (see section 8 for details).

Similarly, the signal samples for the non-resonant model were generated for values of $m_V$ between 500 GeV and 3 TeV, corresponding to the expected sensitivity of the analysis, and a benchmark DM mass $m_\chi = 1$ GeV. The values of the couplings were set to $a = 0.5$ and $g_\chi = 1.0$. The kinematic effect of changing the coupling values was taken into account by using the previously mentioned reweighting procedure. The samples were normalised to the theoretical LO cross-sections, computed with MADGRAPH5_aMC@NLO.

The single production of $T$ quarks was generated using the Feynrules 2.0 implementation of a general model [35] interfaced to MADGRAPH5_aMC@NLOv2.3.2. The NNPDF2.3 LO PDF set and PYTHIA 8.212 with the A14 set of tuned parameters were used. Since the current analysis targets a final state with large missing transverse momentum, only the $T \rightarrow Zt$ decay, with $Z$ decaying invisibly, was considered, as represented in figure 1(d). Samples were generated for $T$ masses in the range from 700 to 2000 GeV with a benchmark coupling of $\kappa_T = 0.5$ in the $WTb$ production vertex. Additional samples were generated with alternative values of $\kappa_T = 0.1$ and 1.0 in order to study the effect of a varying $T$-quark width on kinematic distributions. The samples were normalised to the next-to-leading-order (NLO) cross-section by correcting the LO cross-sections calculated with MADGRAPH5_aMC@NLO for the difference between the NLO and LO cross-sections reported for the neutral single-$T$ production process via a $ZTt$ coupling [36]. For large values of the coupling the narrow-width approximation used in the cross-section calculation does not apply, so the cross-sections were corrected to include width effects, using a reweighting procedure similar to that previously mentioned, in order to account for the corresponding kinematic effects.

For the background samples, several matrix element (ME) event generators were combined with parton shower and hadronisation programs. POWHEG-BOX v2 [73–79] interfaced
to Pythia 8.210 using the A14 set of tuned parameters was used to simulate $t\bar{t}$ production at NLO. Single top production was generated at NLO with POWHEG-Box v1 for the $t$-, $Wt$- and $s$-channels and at LO with MadGraph5_aMC@NLO for the $tZq$ process, interfaced to Pythia 6.428 [80].

The CTEQ6L1 PDF set [81] and the Perugia 2012 set of tuned parameters [82] were used in the parton shower, hadronisation, and underlying-event simulation. The CT10f4 (CT10) PDF set [83] was used in the matrix element calculations for the $t$-channel ($Wt$- and $s$-channels). To model the $W$+ jets and $Z$+ jets background the SHERPA v2.2.1 [84] generator was used. Matrix elements were calculated for up to two partons at NLO and up to four partons at LO using the COMIX [85] and OPENLOOPS [86] ME generators, and merged with the SHERPA parton shower [87] according to the ME+PS@NLO prescription [88]. The NNPDF3.0 next-to-NLO (NNLO) PDF set [89] was used in conjunction with a SHERPA parton shower tuning from the authors. Diboson processes were simulated with POWHEG-Box v2 interfaced to Pythia 8.186. The CT10nlo PDF set was used for the hard process while the CTEQ6L1 PDF set was used for the parton shower. For the simulation of $t\bar{t}$ events with additional bosons $t\bar{t} + X$ ($X = W, Z, Higgs$), MadGraph5_aMC@NLO v2.3.2 interfaced to Pythia 8.186 was used at NLO in QCD. Non-perturbative effects were modelled with the AZNLO set of tuned parameters [90].

The considered cross-sections for the dominant backgrounds, $t\bar{t}$ and $W/Z + j$ets, were evaluated at NNLO in quantum chromodynamics (QCD) [91, 92]. The calculation for $t\bar{t}$ also includes next-to-next-to-leading logarithmic soft gluon terms.

The EvtGen v1.2.0 program [93] was used to simulate properties of the bottom and charmed hadron decays except for samples generated with SHERPA. All simulated samples except the DM non-resonant signal in the leptonic channel and $t\bar{t} + X$ processes were processed with the full simulation of the ATLAS detector [94] using GEANT4 [95]. Additional samples used in the estimation of systematic uncertainties were instead produced using ATLFAST2 [96], in which a parameterised detector simulation was used for the calorimeter responses. This simulation was also used for the generation of the DM non-resonant signal in the leptonic channel and $t\bar{t} + X$ processes. All samples were simulated with a varying number of minimum-bias interactions generated with PYTHIA 8.186 using the A2 set of tuned parameters [97], overlaid on the hard-scattering event to account for the multiple $pp$ interactions in the same or nearby bunch crossings (pile-up). Simulated events were corrected using per-event weights to describe the distribution of the average number of interactions per proton bunch-crossing as observed in data.

### 5 Event reconstruction and object selection

Events are required to have at least one vertex candidate with at least two tracks with $p_T > 400\text{MeV}$. The primary vertex is taken to be the vertex candidate with the largest sum of squared transverse momenta of all associated tracks.

Electron candidates are reconstructed from an isolated electromagnetic calorimeter energy deposit matched to a track in the inner detector passing tight likelihood-based requirements [98]. They are required to have a transverse energy $E_T > 30\text{GeV}$ and pseudorapidity $|\eta| < 2.47$, with the transition region between the barrel and endcap electromagnetic...
calorimeters, $1.37 < |\eta| < 1.52$, excluded. Electron candidates must have a track satisfying requirements of $|d_0|/\sigma_{d_0} < 5$ for the transverse impact parameter significance relative to the beamline and $|\Delta z_0 \sin \theta| < 0.5 \text{ mm}$ for the longitudinal impact parameter calculated relative to the primary vertex. Furthermore, electrons must satisfy isolation requirements based on inner detector tracks and topological clusters in the calorimeter [99], with an isolation efficiency of 90% (99%) for electrons from $Z \rightarrow ee$ decays with $p_T = 25(60) \text{ GeV}$. Correction factors are applied to simulated electrons to take into account the small differences in reconstruction, identification, and isolation efficiencies between data and MC simulation.

Muon candidates are reconstructed by combining tracks reconstructed in the inner detector with matching tracks reconstructed in the muon spectrometer, and are required to satisfy $p_T > 30 \text{ GeV}$ and $|\eta| < 2.5$ [100]. Muon candidates must satisfy requirements of $|d_0|/\sigma_{d_0} < 3$ and $|\Delta z_0 \sin \theta| < 0.5 \text{ mm}$ for the transverse impact parameter significance and the longitudinal impact parameter, respectively. An isolation requirement based on inner detector tracks and topological clusters in the calorimeters is imposed, which achieves an isolation efficiency of 90% (99%) for muons from $Z \rightarrow \mu\mu$ decays with $p_T = 25(60) \text{ GeV}$. Similarly to electrons, correction factors are applied to muons to account for the small differences between data and simulation [100].

Jets are reconstructed from topological clusters of energy deposited in the calorimeter [99] using the anti-$k_t$ algorithm [101] with a radius parameter of 0.4 (1.0) for small-$R$ (large-$R$) jets, as implemented in the FastJet package [102].

Small-$R$ jets are calibrated using an energy- and $\eta$-dependent simulation-based calibration scheme with corrections derived from data [103]. Jets are accepted within the fiducial region $|\eta| < 2.5$ and $p_T > 30 \text{ GeV}$ ($p_T > 25 \text{ GeV}$) for the leptonic (hadronic) analysis. In the hadronic channel this threshold has been relaxed to increase forward-jet acceptance. Forward jets in the region $2.5 < |\eta| < 4.5$ are also considered in the vector-like $T$-quark search analysis. Quality criteria are imposed to reject events that contain any jets arising from non-collision sources or detector noise [104]. To reduce the contribution from jets associated with pile-up, jets with $p_T < 60 \text{ GeV}$ and $|\eta| < 2.4$ must satisfy a criterion that matches them to the hard-scatter vertex using information from tracks reconstructed in the inner tracking detector [105].

To prevent double counting of electron energy deposits as small-$R$ jets, the closest jet with distance $\Delta R_{y,\phi} \equiv \sqrt{(\Delta y)^2 + (\Delta \phi)^2} < 0.2$ from a reconstructed electron is removed. If the nearest surviving jet is within $\Delta R_{y,\phi} = 0.4$ of the electron, the electron is discarded to ensure it is sufficiently separated from nearby jet activity. Jets with fewer than three tracks and distance $\Delta R_{y,\phi} < 0.2$ from a muon are removed to reduce the number of jet fakes from muons depositing energy in the calorimeters. Muons with a distance $\Delta R_{y,\phi} < 0.4$ from any of the surviving jets are removed to avoid contamination due to non-prompt muons from heavy-flavour hadron decays.

Large-$R$ jets are trimmed [106] to mitigate the impact of initial-state radiation, underlying-event activity and pile-up. The jet energy and pseudorapidity are further calibrated to account for residual detector effects using energy- and $\eta$-dependent calibration factors derived from simulation, with uncertainties derived from data [107]. Trimmed large-
jets are considered if they fulfil \( p_T > 250 \) GeV and \(|\eta| < 2.0\). To identify large-\( R \) jets that are more likely to have originated from hadronically decaying top-quarks than from the fragmentation of other quarks and gluons, jet substructure information is exploited.

In the trimming procedure, sub-jets, with radius \( R_{\text{sub}} = 0.2 \), are clustered starting from the large-\( R \) jet constituents using a \( k_t \) algorithm. A sub-jet is retained only if it contains at least 5\% of the total large-\( R \) jet transverse momentum, thereby removing the soft constituents from the large-\( R \) jet. A top-tagging algorithm [108] is applied, corresponding to a loose working point with an approximately constant top-tagging efficiency of 80\% above \( p_T \) of 400 GeV. The algorithm depends on the calibrated jet mass, measured from clusters in the calorimeter, and the \( N \)-subjetiness ratio \( \tau_3 \) [109]. The \( N \)-subjetiness \( \tau_N \) [109] expresses how well a jet can be described as containing \( N \) or fewer sub-jets. The ratio \( \tau_{32} = \tau_3/\tau_2 \) allows discrimination between jets containing a three-prong structure and jets containing a two-prong structure.

In addition to calorimeter-based jets, jets reconstructed from inner detector tracks using the anti-\( k_t \) algorithm with a radius parameter of 0.2 are also used in the hadronic channel, following a similar strategy as in [110]. They are referred to as track-based jets and are required to satisfy \( p_T > 10 \) GeV and \(|\eta| < 2.5\).

Small-\( R \) calorimeter-based and track-based jets with \(|\eta| < 2.5 \) are \( b \)-tagged as likely to contain \( b \)-hadrons using multivariate techniques which exploit the long lifetime of \( b \)-hadrons and large invariant mass of their decay products relative to \( c \)- and light hadrons [111, 112]. The working point used provides an average tagging efficiency of 70\% for \( b \)-jets and a rejection factor of 12.2 (7.1) against calorimeter-based (track-based) jets initiated by \( c \)-quarks and 381 (120) against calorimeter-based (track-based) jets initiated by light-flavour quarks, in simulated \( t\bar{t} \) events. Correction factors are derived and applied to correct for the small differences in \( b \)-quark selection efficiency between data and MC simulation [111, 113, 114].

The missing transverse momentum is calculated as the negative vector sum of the transverse momenta of particles in the event, and its magnitude is denoted \( E_T^{\text{miss}} \). In addition to the identified jets, electrons, muons, hadronically decaying \( \tau \)-leptons and photons, a track-based soft term is included in the \( E_T^{\text{miss}} \) calculation by considering tracks associated with the hard-scattering vertex in the event which are not also associated with an identified jet, electron, muon, hadronically decaying \( \tau \)-lepton, or photon [115, 116].

### 6 Event selection and background estimation

The experimental signature of mono-top events expected in the DM (resonant and non-resonant) and vector-like \( T \)-quark models considered is the presence of a top-quark and significant missing transverse momentum, as seen in section 2. For the case of single VLT production, at least one additional forward jet is also expected.

The leptonic channel is only considered in order to target the non-resonant DM model. In this model, the \( u \)-quark-initiated production of top-quarks is favoured over anti-top-quark production, due to the PDF structure of the proton. Therefore, positively charged leptons are favoured in the final state. Events that pass preselection are required to contain
exactly one positively charged lepton and one $b$-tagged jet with $p_T > 30$ GeV. In order to reduce the number of multijet background events, which are characterised by low $E^\text{miss}_T$ and low $W$ boson transverse mass\footnote{The transverse mass of the lepton and $E^\text{miss}_T$ system is defined as $m^W_T = \sqrt{2p_T(l)E^\text{miss}_T(1 - \cos \Delta \phi(p_T(l), E^\text{miss}_T))}$, where $p_T(l)$ denotes the modulus of the lepton transverse momentum, and $\Delta \phi(p_T(l), E^\text{miss}_T)$ the azimuthal angle between the missing transverse momentum and the lepton directions.} $m^W_T$, it is also required that $E^\text{miss}_T > 50$ GeV and $m^W_T + E^\text{miss}_T > 60$ GeV.

In the hadronic channel, because of the large expected Lorentz boost of the top-quarks produced in the signal events, the top-quark decay products can be collimated into a large-$R$ jet. This signature is used in both the non-resonant and resonant DM models and the VLT models. Preselected events are then required to contain zero leptons, one large-$R$ jet with $p_T > 250$ GeV and $|\eta| < 2.0$. In order to suppress the multijet background contribution, $E^\text{miss}_T > 200$ GeV is also required.

6.1 Signal region definition

The signal region selection is optimised for the different considered benchmarks with simulated data, using variables tested and found to be well-modelled. In the optimisation the sensitivity is estimated by performing a fit to the shape of the most discriminating observable including systematic uncertainties (see section 8 for details). These observables are $E^\text{miss}_T$ in the leptonic channel and the transverse mass of the top-tagged large-$R$ jet ($J$) and the $E^\text{miss}_T$ system, $m_T(E^\text{miss}_T, J)$\footnote{The transverse mass of the large-$R$ jet and $E^\text{miss}_T$ is defined as $m_T(E^\text{miss}_T, J) = \sqrt{m(J)^2 + 2E^\text{miss}_T(E_T(J) - p_T(J) \cos(\Phi(J) - \Phi(E^\text{miss}_T)))}$, where $m_T(J)$ is the reconstructed invariant mass of the calibrated calorimeter-cluster constituents of a large-$R$ jet and $E_T(J)$ is the projection of its energy in the transverse plane.}, in the hadronic channel. For the tested mass hypothesis, the resulting best-performing selections lead to three signal regions: 1L-DM-SR for the non-resonant DM search in the leptonic channel and 0L-DM-SR and 0L-VLT-SR targeting the search in the hadronic channel for DM and VLT quarks, respectively.

In the leptonic channel, the mono-top signal is enhanced in regions of phase space characterised by high $m^W_T$ values. In addition, the lepton and $b$-tagged jet are closer to each other when originating from the decay of a top-quark than in the case of $W$+jets and multijet background events. Hence, in addition to the preselection described previously, the region 1L-DM-SR is defined by requiring $m^W_T > 260$ GeV and $|\Delta \phi(l, b)| < 1.2$.

In the hadronic channel, events in 0L-DM-SR and 0L-VLT-SR are required to contain exactly one top-tagged large-$R$ jet with $p_T > 250$ GeV and one $b$-tagged track-based jet, in addition to the preselection criteria. The distance between the top-tagged large-$R$ jet and the $E^\text{miss}_T$ in the transverse plane, $\Delta \Phi(E^\text{miss}_T, J)$, is required to fulfil $\Delta \Phi(E^\text{miss}_T, J) \geq \pi/2$ since for signal events they are more likely to be produced back-to-back. In order to suppress background events due to fake $E^\text{miss}_T$ mostly coming from jet mis-reconstruction in multijet production, the asymmetry between $E^\text{miss}_T$ and the $p_T$ of the top-tagged large-$R$ jet defined as $\Omega = (E^\text{miss}_T - p_T(J))/(E^\text{miss}_T + p_T(J))$ is required to be $\Omega > -0.3$. The multijet background is additionally suppressed by requiring the minimum distance between
the $E_T^{\text{miss}}$ and any small-$R$ jet in the transverse plane to be $\Delta \Phi_{\text{min}} > 1.0$. The signal region 0L-VLT-SR is defined by requiring in addition at least one forward jet with $p_T > 25$ GeV. The signal region requirements are summarised in table 1.

6.2 Background estimation

Dedicated control regions enriched in the dominant backgrounds are included in the fit to constrain these backgrounds with data. Multijet production background is estimated from data, while the rest of background processes are taken from simulation.

The dominant background in the signal regions is due to $t\bar{t}$ production in both channels, representing 78\% of the total background in the leptonic and 55\% (64\%) in the DM (VLT) hadronic channels. This is followed by contributions from $W$+jets (13\%) and single top production (6.8\%) in the leptonic channel and from $W$+jets and $Z$+jets production, at the level of 12\% (13\%) for $W$+jets and 14\% (15\%) for $Z$+jets in the DM (VLT) signal regions, in the hadronic channel. A minor background in the signal region with a non-negligible contribution in the control regions is multijet production. The rest of the backgrounds considered in the analysis are diboson production as well as $t\bar{t}$ production in association with a $Z$, $W$ or Higgs boson.

The estimation of the multijet background is in particularly important in the control regions used to estimate the main backgrounds. In the leptonic channel the multijet background originates from either misidentification of a jet as a lepton candidate (fake lepton) or from the presence of a non-prompt lepton (e.g., from a semileptonic $b$- or $c$-hadron decay) that passes the isolation requirement. The shape and the normalisation of the relevant distributions in multijet events and related systematic uncertainties are estimated using a matrix method in the electron channel and the anti-muon method in the muon channel [117]. The matrix method exploits differences in efficiencies to pass loose or tight quality requirements [98] between prompt leptons, obtained from $W$ and $Z$ decays, and non-prompt or fake lepton candidates, from the misidentification of photons or jets. These efficiencies are measured in dedicated control regions. The prompt lepton efficiencies are measured as a function of the $p_T$ of the leading jet and the angular distance between the lepton and its nearest jet, while the non-prompt or fake efficiencies are parameterised in terms of the $p_T$ of the leading jet, the angle in the transverse plane between the lepton and the $E_T^{\text{miss}}$ and the $b$-tagged jet multiplicity. Multijet background events containing non-prompt muons are modelled with the anti-muon method using a sample of events enriched in non-isolated muons [117]. Most of these events originate from $b$- or $c$-hadron decays in jets. These events pass the kinematic requirements of the selections described in section 5. Only some of the muon identification criteria are modified, ensuring there is no overlap with the signal selection. The normalisation is determined using a binned maximum-likelihood fit to the number of events observed in data in a control region dominated by multijet events. This region is defined with the preselection criteria, but removing the requirement on $E_T^{\text{miss}}$ and requiring $m_W^W < 60$ GeV.

In the hadronic channel the estimation of the multijet background is performed using a set of control regions (B,C and D) dominated by multijet background and defined to be orthogonal to the considered signal region (0L-DM-SR or 0L-VLT-SR). The shape of the
multijet background is estimated from the control region B, which differs from the signal region by requiring zero top-tagged large-R jets. This shape is normalised by a factor which is calculated as the ratio of the numbers of multijet events in regions C and D. Region C (region D) differs from the signal region (B region) by requiring $(E_{\text{miss}}^T; J) \leq 2$.

In regions B and D, with zero top-tagged large-R jets, $J$ is a large-R jet chosen randomly from the selected large-R jets. The multijet contribution in these control regions is determined from the difference between data and the residual contribution of other background processes evaluated from simulation assuming the theoretical predictions for the corresponding cross-sections.

The control regions are defined to be orthogonal to each other and to the signal region. They are required to fulfil the preselection criteria. In the leptonic channel, control regions enriched in $t\bar{t}$ and $W^+\text{ jets}$ processes are used (referred to as 1L-TCR and 1L-WCR, respectively). In the hadronic channel, a control region enriched in $t\bar{t}$ production (referred to as 0L-TCR) and a region enriched in both the $W^+\text{ jets}$ and $Z+\text{ jets}$ processes (referred to as 0L-VCR) are defined.

The control regions in the leptonic channel, 1L-TCR and 1L-WCR, are defined by modifying the requirement on $m_T^W$ to a window around the $W$ mass, $60 \text{ GeV} < m_T^W < 100 \text{ GeV}$.

<table>
<thead>
<tr>
<th>Selections (leptonic channel)</th>
<th>1L-DM-SR</th>
<th>1L-TCR</th>
<th>1L-WCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of leptons</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$p_T(\ell)$ [GeV]</td>
<td>&gt; 30</td>
<td>&gt; 30</td>
<td>&gt; 30</td>
</tr>
<tr>
<td>Lepton charge</td>
<td>&gt; 0</td>
<td>&gt; 0</td>
<td>&gt; 0</td>
</tr>
<tr>
<td>Number of jets</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Number of $b$-tagged jets</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>$p_T(\text{b-tagged jet})$ [GeV]</td>
<td>&gt; 30</td>
<td>&gt; 30</td>
<td>&gt; 30</td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$ [GeV]</td>
<td>&gt; 50</td>
<td>&gt; 50</td>
<td>&gt; 50</td>
</tr>
<tr>
<td>$m_T^W + E_T^{\text{miss}}$ [GeV]</td>
<td>&gt; 60</td>
<td>&gt; 60</td>
<td>&gt; 60</td>
</tr>
<tr>
<td>$m_T^W$ [GeV]</td>
<td>&gt; 260</td>
<td>60 &lt; $m_T^W &lt; 100$</td>
<td>60 &lt; $m_T^W &lt; 100$</td>
</tr>
<tr>
<td>$</td>
<td>\Delta\phi(\ell, b)</td>
<td>$</td>
<td>&lt; 1.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Selections (hadronic channel)</th>
<th>0L-DM-SR</th>
<th>0L-VLT-SR</th>
<th>0L-TCR</th>
<th>0L-VCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of forward jets</td>
<td>0</td>
<td>&gt; 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of leptons</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$ [GeV]</td>
<td>&gt; 200</td>
<td>&gt; 200</td>
<td>&gt; 200</td>
<td></td>
</tr>
<tr>
<td>Number of large-R jets</td>
<td>≥ 1</td>
<td>≥ 1</td>
<td>≥ 1</td>
<td></td>
</tr>
<tr>
<td>Number of top-tagged jets</td>
<td>≥ 1</td>
<td>≥ 1</td>
<td>≥ 1</td>
<td></td>
</tr>
<tr>
<td>$\Delta\Phi(E_T^{\text{miss}}, J)$</td>
<td>&gt; $\pi/7$</td>
<td>&gt; $\pi/7$</td>
<td>&gt; $\pi/7$</td>
<td></td>
</tr>
<tr>
<td>Number of track-jets</td>
<td>≥ 1</td>
<td>≥ 1</td>
<td>≥ 1</td>
<td></td>
</tr>
<tr>
<td>Number of $b$-tagged track-jets</td>
<td>1</td>
<td>≥ 2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Veto jet (masked tile-calorimeter)</td>
<td>applied</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Omega = \frac{E_{\text{miss}}^T - p_T(J)}{E_{\text{miss}}^T + p_T(J)}$</td>
<td>&gt; -0.3</td>
<td>&gt; -0.3</td>
<td>&gt; -0.3</td>
<td></td>
</tr>
<tr>
<td>$\Delta\Phi_{\text{min}}(E_{\text{miss}}, \text{calo jets})$</td>
<td>&gt; 1.0</td>
<td>0.2 &lt; $\Delta\Phi_{\text{min}} &lt; 1.0$</td>
<td>&gt; 1.0</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Overview of the event selections used to define the signal and control regions.
100 GeV, and removing the requirement on $|\Delta \phi(\ell, b)|$. For the 1L-TCR, events are also required to contain a second $b$-tagged jet. The $t\bar{t}$ control region in the hadronic channel, 0L-TCR, is defined by requiring two $b$-tagged track-based jets and the minimum distance between the $E_T^{\text{miss}}$ and any small-$R$ jet in the transverse plane to satisfy $\Delta \Phi_{\text{min}} < 1$ (in order to reduce the signal contribution) and $\Delta \Phi_{\text{min}} > 0.2$ in order to suppress the multijet background). Events with calorimeter-based jets located close to disabled modules of the hadronic calorimeter are vetoed. In the 0L-VCR control region a veto on $b$-tagged track-based jets is applied.

Table 1 details the control region selection in comparison with the signal region requirements. A comparison of the observed and expected distributions for $E_T^{\text{miss}}$ and $m_T(E_T^{\text{miss}}, J)$ in the control regions is shown in figure 2 for the leptonic and hadronic channel, respectively. The expectations in the leptonic (hadronic) channel are obtained from a fit of the background-only hypothesis to data in the 1L (0L) control regions, where the normalisations of the $t\bar{t}$ and $W$+jets ($t\bar{t}$ and $W/Z$+jets) processes are treated as nuisance parameters in the fit (see section 8 for details of the fit).

7 Systematic uncertainties

The normalisation and shapes of the signal and background estimates are affected by systematic uncertainties from experimental sources and theoretical predictions. Each source of uncertainty is included as a nuisance parameter in the likelihood fit that determines the possible signal contribution. The analysis is limited by statistical uncertainties, thus the inclusion of systematic uncertainties leads to only a small degradation of the expected sensitivity.

The sources of experimental uncertainty include the uncertainty in the lepton trigger, identification and isolation efficiencies, the lepton energy and momentum scale and resolution [98–100], the $E_T^{\text{miss}}$ trigger and track-based soft-term scale and resolution [115, 116], the jet pile-up rejection requirement, energy scale and resolution [118], resolutions for relevant large-$R$ jet properties (mass, transverse momentum and the $N$-subjettiness ratio $\tau_3$), the $b$-tagging efficiency [111, 112], the pile-up reweighting, and the luminosity.

The uncertainty in the combined 2015+2016 integrated luminosity is 2.1%, derived following a methodology similar to that detailed in ref. [119], using a calibration of the luminosity scale through $x$–$y$ beam-separation scans and using the LUCID-2 detector for the baseline luminosity measurements [120]. This systematic uncertainty is applied to all backgrounds and signals that are estimated using MC events, which are normalised to the measured integrated luminosity.

Theoretical cross-section uncertainties are applied to the normalisation of the simulated processes. Additional shape uncertainties stemming from theoretical estimations are calculated by comparing samples simulated with different assumptions and are estimated for the dominant backgrounds.

Uncertainties in the modelling of the $t\bar{t}$ and $t$-channel single top background come from the choice of NLO-matching method, the parton shower and hadronisation modelling, and the amount of additional gluon radiation. The NLO-matching uncertainty is estimated by comparing events produced with POWHEG-BOX and MadGraph5_aMC@NLO [66], both
Figure 2. Comparison of data and SM prediction for the $E_T^{\text{miss}}$ distribution in (a) the $t\bar{t}$ and (b) $W+$jets control regions; and for the transverse mass of the top-tagged large-$R$ jet and $E_T^{\text{miss}}$ system, $m_T(E_T^{\text{miss}}, J)$, distribution in the (c) $t\bar{t}$ and (d) $W/Z+$jet control regions used for the dark-matter search ((a) and (b)) and vector-like $T$-quark search ((c) and (d)). Other backgrounds in the 1L regions include multi-jet, $Z+$jets and diboson contributions, while in the 0L regions it is composed of diboson, $t\bar{t}+X$ and multi-jet contributions. The expectations in the leptonic (hadronic) channel are obtained from a fit of the background-only hypothesis to data in the 1L (0L) control regions, where the normalisations of the $t\bar{t}$ and $W+$jets ($t\bar{t}$ and $W/Z+$jets) processes are treated as nuisance parameters in the fit. The error bands include statistical and systematic uncertainties. The last bin contains the overflow events.
interfaced with Herwig++ [121]. The parton shower, hadronisation, and underlying-event model uncertainty is estimated by comparing two parton shower models, PYTHIA and Herwig++, while keeping the same hard-scatter matrix element generator. Variations of the amount of additional gluon radiation are estimated by comparing simulated samples with enhanced or reduced radiation and different values of tunable parameters related to additional radiation [122]. The choice of scheme to account for the interference between the $Wt$ and $tt$ processes constitutes another source of systematic uncertainty that is estimated by comparing samples using either the diagram removal scheme or the diagram subtraction scheme [123].

Modelling uncertainties affecting the shape of the $W/Z + \text{jets}$ background are estimated in the hadronic channel, where these processes constitute an important background. 

An uncertainty in the modelling of $W/Z + \text{jets}$ is estimated by comparing the nominal simulation with a MadGraph5_aMC@NLO simulation in which matrix elements were calculated at LO for up to four partons. In addition, the effects of independently varying the scales for the renormalisation, factorisation, and resummation by factors of 0.5 and 2 are used. Since the $W/Z + \text{jets}$ background is constrained by a control region with a veto on $b$-tagged jets, an additional uncertainty related to the $b$-flavour content in the $W/Z + \text{jets}$ background is taken into account by varying the number of events containing $b$-hadrons by 50% [124, 125]. Uncertainties in the modelling of the signal samples have been evaluated for signal points close to the expected exclusion mass limits and found to be negligible.

The effects of parton distribution function (PDF) uncertainties on the acceptance of the $tt$ and $W/Z + \text{jets}$ backgrounds are estimated following the PDF4LHC prescription [126].

The systematic uncertainty of 50% associated with the data-driven modelling of the multijet events is estimated in the leptonic channel, based on comparisons of the rates obtained using alternative methods, as described in previous analyses [117]. In the case of the hadronic channel, this systematic is derived from a closure test of the data-driven method in a multijet-dominated validation region using simulated dijet samples.

A breakdown of the effects of the various sources of systematic uncertainty on the background prediction is presented in table 2 and table 3 for the two searches. The relative effects on the background yields in the signal region after the simultaneous fit to data in the signal and control regions are shown. The dominant background modelling uncertainties are due to the modelling of single top $Wt$ production for the leptonic channel and the modelling of the $b$-flavour content in the $W/Z + \text{jets}$ backgrounds.

8 Results

In order to test for the presence of a signal, a simultaneous fit to data in the signal and control regions is performed. The fit is based on a profile-likelihood technique, where systematic uncertainties are allowed to vary as Gaussian-distributed nuisance parameters (NP) and subsequently acquire their best-fit values. Additionally, the dominant backgrounds are constrained by treating their normalisation as NP in the fit. The calculation of confidence
intervals and hypothesis testing is performed using a frequentist method as implemented in RooStats [127] using the asymptotic approximation [128].

The $E_T^{\text{miss}}$ distribution is used in the 1L signal region and the number of events is used instead in the control regions, while for the case of the 0L regions the distribution of the transverse mass of the top-tagged large-$R$ jet and $E_T^{\text{miss}}$ system, $m_T(E_T^{\text{miss}}, J)$, is used in signal and control regions. For each of the three fits the binning of the distributions is optimised separately to obtain the highest expected sensitivity. For the testing of the non-resonant DM signal, both the 1L and 0L regions are used simultaneously in the fit (two signal regions and four control regions). For the resonant DM and VLT tests the fits are performed in the corresponding 0L regions, one signal region and two control regions for each fit. Uncertainties due to the limited size of the simulated samples are taken into account in each bin of the fitted distributions. Nuisance parameters accounting for systematic uncertainties are not considered in the fit if they have an impact on either normalisation or shape which is below 1%. The systematic uncertainties are symmetrised

Table 2. Relative effect (in %) of various sources of systematic uncertainty on the predicted background yields in the signal regions used for the dark-matter search, obtained after the fit to data. Individual sources of uncertainties are correlated, and their sum in quadrature is not necessarily equal to the total background uncertainty.

<table>
<thead>
<tr>
<th>Source</th>
<th>1L-DM-SR</th>
<th>0L-DM-SR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>tt</td>
<td>Single top</td>
</tr>
<tr>
<td>$b$-tagging</td>
<td>4.8</td>
<td>4.1</td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$</td>
<td>12</td>
<td>2.2</td>
</tr>
<tr>
<td>Large-$R$ jets</td>
<td>—</td>
<td>9.0</td>
</tr>
<tr>
<td>Small-$R$ jets</td>
<td>9.9</td>
<td>1.3</td>
</tr>
<tr>
<td>Lepton</td>
<td>1.2</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>Luminosity</td>
<td>2.0</td>
<td>2.1</td>
</tr>
<tr>
<td>Pile-up</td>
<td>5.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Background modelling</td>
<td>15</td>
<td>8.9</td>
</tr>
<tr>
<td>Total systematic</td>
<td>18</td>
<td>6.8</td>
</tr>
</tbody>
</table>

Table 3. Relative effect (in %) of various sources of systematic uncertainty on the predicted background yields in the signal region used for the vector-like $T$-quark search, obtained after the fit to data. Individual sources of uncertainties are correlated, and their sum in quadrature is not necessarily equal to the total background uncertainty.

<table>
<thead>
<tr>
<th>Source</th>
<th>0L-VLT-SR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>tt</td>
</tr>
<tr>
<td>$b$-tagging</td>
<td>3.9</td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$</td>
<td>1.4</td>
</tr>
<tr>
<td>Large-$R$ jets</td>
<td>11</td>
</tr>
<tr>
<td>Small-$R$ jets</td>
<td>7.3</td>
</tr>
<tr>
<td>Lepton</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>Luminosity</td>
<td>2.2</td>
</tr>
<tr>
<td>Pile-up</td>
<td>1.3</td>
</tr>
<tr>
<td>Background modelling</td>
<td>14</td>
</tr>
<tr>
<td>Total systematic</td>
<td>7.9</td>
</tr>
</tbody>
</table>
and also smoothed if the bin-to-bin statistical variation is significant. Most uncertainties are found to be neither significantly constrained nor pulled from their initial values. Small variations are observed in the $t\bar{t}$ modelling and multijet background uncertainties due to the mis-modelling observed in the shape of the transverse momentum distribution of top-quarks [129, 130]. Small variations are also observed in the large-$R$ jet and $Z/W +$jets modelling uncertainties. The results of the fit show that the data are compatible with the background-only hypothesis.

The numbers of events in the signal and control regions are presented in table 4, together with the backgrounds estimated prior to the simultaneous fit. The distribution of the observable used in the fit ($E_{T}^{\text{miss}}$ or $m_{T}(E_{T}^{\text{miss}}, J)$) in the signal regions for data and the fitted SM expectation under the background-only hypothesis are shown in figure 3. In these plots, the expected contribution from a benchmark signal is also shown for comparison. No significant excess above the SM expectation is found in any of the signal regions.

Since there is no evidence of a signal, expected and observed upper limits on the signal cross-section as a function of the $V$ mass for the non-resonant model, the mass of the scalar particle $\phi$ for the resonant model and the VLT mass are derived at 95% confidence level (CL) and are shown in figure 4. Comparing the cross-section limits with the theoretical expectation, lower limits on the invisible particle and VLT masses can be derived. The LO values of the cross-section for non-resonant (resonant) DM production are evaluated using MadGraph5_aMC@NLO, as detailed in section 4, assuming $m_{\chi} = 1$ GeV, $a = 0.5$ and $g_{V} = 1$ ($m_{\chi} = 10$ GeV, $\lambda = 0.2$ and $y = 0.4$). For the VLT interpretation, the single-$T$ production cross-section is taken from the NLO calculations for $c_{W} = 1$, with the coupling $c_{W}$ defined in ref. [36]. The narrow-width approximation is used [36]. For the current analysis, it was checked using dedicated Monte Carlo samples that the chirality of

<table>
<thead>
<tr>
<th>$m_{V}$</th>
<th>1L-DM-SR</th>
<th>1L-TCR</th>
<th>1L-WCR</th>
<th>0L-DM-SR</th>
<th>0L-VLT-SR</th>
<th>0L-TCR</th>
<th>0L-VCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>TeV</td>
<td>1 TeV</td>
<td>2 TeV</td>
<td>1 TeV</td>
<td>2 TeV</td>
<td>0.9 TeV</td>
<td>2 TeV</td>
<td>0.9 TeV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>511</td>
<td>17662</td>
<td>127296</td>
<td>15784</td>
<td>5454</td>
<td>8493</td>
<td>62304</td>
</tr>
<tr>
<td>R DM $m_{a} = 1$ TeV</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>R DM $m_{a} = 2$ TeV</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>NR DM $m_{a} = 1$ TeV</td>
<td>165 ± 23</td>
<td>1.01 ± 0.47</td>
<td>20.2 ± 2.8</td>
<td>2099 ± 280</td>
<td>--</td>
<td>29.0 ± 5.9</td>
<td>1600 ± 320</td>
</tr>
<tr>
<td>NR DM $m_{a} = 2$ TeV</td>
<td>6.5 ± 2.7</td>
<td>0.027 ± 0.013</td>
<td>0.436 ± 0.007</td>
<td>95 ± 13</td>
<td>--</td>
<td>1.08 ± 0.21</td>
<td>75 ± 15</td>
</tr>
<tr>
<td>VLT $m_{VLT} = 0.9$ TeV</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

Table 4. Numbers of events observed in the signal and control regions, together with the estimated SM backgrounds before the fit to data. The uncertainties include statistical and systematic uncertainties. The expected numbers of events for benchmark signals normalised to the theoretical prediction are also shown. The benchmark signals correspond to: the non-resonant (NR) DM model with $m_{V} = 1$ TeV and 2 TeV, $m_{\chi} = 1$ GeV, $a = 0.5$ and $g_{V} = 1$; the resonant (R) DM model with $m_{\phi} = 1$ TeV and 2 TeV, $m_{\chi} = 10$ GeV, $\lambda = 0.2$ and $y = 0.4$; and a VLT with a mass of 0.9 TeV.
Figure 3. Comparison of data and fitted expectations for the $E_T^{\text{miss}}$ and the transverse mass of the top-tagged large-$R$ jet and $E_T^{\text{miss}}$ system, $m_T(E_T^{\text{miss}}, J)$, distributions in the signal regions. Other backgrounds in the 1L regions include multi-jet, $Z$+jets and diboson contributions, while in the 0L regions it is composed of diboson and $t\bar{t}+X$ contributions. The background-only hypothesis is used in the fit: (a) and (b) including the 1L and 0L DM signal regions as well as the 1L and 0L control regions; (c) 0L DM signal and control regions; (d) 0L VLT signal and control regions. The error bands include statistical and systematic uncertainties. The expected shape of a benchmark signal normalised to the theoretical prediction is added on top of the SM prediction. The benchmark signals correspond to: the non-resonant (NR) DM model with $m_V = 1$ TeV and 2 TeV, $m_X = 1$ GeV, $a = 0.5$ and $g_X = 1$; the resonant (R) DM model with $m_\phi = 1$ TeV and 2 TeV, $m_X = 10$ GeV, $\lambda = 0.2$ and $\gamma = 0.4$; and a VLT with a mass of 0.9 TeV.
the coupling has negligible impact on the considered observables. The cross-section is also corrected for width effects calculated with MadGraph5_aMC@NLO, assuming that the ratio of NLO to LO cross-sections remains approximately the same for a non-vanishing $T$-quark width. The computed cross-section is then multiplied by the value of $\mathcal{B}(T \to Zt)$ in the singlet model, which is $\approx 25\%$ in the range of VLT masses investigated in this analysis. The considered benchmark coupling of $\kappa_T = 0.5$ corresponds to $c_W = 0.45$. The observed (expected) mass limits at 95% CL are 2.0 (1.9) TeV and 3.4 (3.3) TeV for the non-resonant and resonant dark-matter models, respectively. For the VLT case, there is no observed or expected mass exclusion for the considered reference benchmark coupling.

Two-dimensional exclusion regions in the planes formed by the mediator masses, the DM particle mass, and couplings between the DM, the new heavy particle and the SM fermions are obtained by reweighting the events using the transverse momentum from the vector sum of the momenta of the DM candidates. This procedure is validated with dedicated samples and allows reproduction of the correct event kinematics for the masses and couplings required for the multidimensional scans. The observed (expected) 95% CL upper limit contours for the signal strength $\sigma/\sigma_{\text{theory}}$ are shown in figures 5(a)–5(c) for the non-resonant model, in which $\sigma$ is the observed (expected) limit on the model cross-section at a given point of the parameter space and $\sigma_{\text{theory}}$ is the predicted cross-section in the model at the same point. The corresponding results for the resonant model are shown in figures 5(d) and 5(e). Since a reweighting procedure was used to obtain the required signal points, the results shown in figure 5 include a systematic uncertainty in the signal normalisation associated with this procedure. This uncertainty was estimated from dedicated MC samples to be 10% and 25% for the non-resonant and resonant case, respectively, by comparing reweighted samples with those generated with the corresponding signal masses and couplings.

The limited sensitivity of the current analysis to single VLT production for low $T$ masses (cf. figure 4(c)) implies that there is also less sensitivity to the corresponding coupling. This can be seen in figure 6(a), which shows the expected and observed 95% CL upper limits on $c_W$, taken as the sum in quadrature of the left- and right-handed couplings $c_{L,W}$ and $c_{R,W}$, as a function of the VLT mass. Nonetheless, the sensitivity remains approximately constant for masses up to 1.4 TeV. A singlet $T$, which corresponds to $\mathcal{B}(T \to Zt) \approx 25\%$ over the mass range studied in this analysis, was assumed. The obtained limits on $c_W$ can also be translated into expected and observed 95% CL upper limits for the mixing angle of a singlet $T$ with the SM top-quark, as shown in figure 6(b). For these results, a signal reweighting procedure was adopted in order to take into account the width effects induced by the variation of the $c_W$ coupling. The systematic uncertainty in the signal normalisation was estimated to be 3% from dedicated MC samples and was considered when deriving the limits shown in figure 6. In the range $m(T) > 1.1$ TeV, the obtained exclusion limit on the $c_W$ coupling improves on the previous results [43].
Figure 4. 95% CL upper limits on the signal cross-section as a function of (a) the $V$ mass in the non-resonant (NR) model, (b) the mass of the scalar particle $\phi$ in the resonant (R) model and (c) the VLT mass. LO values for the production cross-section were computed for the non-resonant (resonant) DM production modes assuming $m_\chi = 1$ GeV, $a = 0.5$ and $g_\chi = 1$ ($m_\chi = 10$ GeV, $\lambda = 0.2$ and $y = 0.4$).
Figure 5. The 95% CL upper limit contours on the signal strength $\sigma/\sigma_{\text{theory}}$ are shown for the non-resonant (NR) and resonant (R) DM production models. Non-resonant model: (a) $V$ mass vs $a$; (b) $V$ mass vs $g_\chi$ and (c) $V$ mass vs mass of the DM candidate $\chi$. Resonant model: (d) mass of the scalar $\phi$ vs $\lambda$; (e) mass of the scalar $\phi$ vs $y$. The solid (dashed) lines correspond to the observed (median expected and corresponding $\pm 1\sigma$ and $\pm 2\sigma$ bands) limits for $\sigma/\sigma_{\text{theory}} = 1$. The predicted cross-sections were computed with MadGraph5_aMC@NLO.
Figure 6. Expected and observed 95% CL limits from the combination of the single-production channels on (a) the coupling of the $T$ quark to SM particles, $c_W = \sqrt{c_{2L,W}^2 + c_{2R,W}^2}$ assuming a singlet $T$, corresponding to a $B$ of $\approx 25\%$; and (b) the absolute value of $\sin \theta_L$, with $\theta_L$ being the mixing angle of a singlet $T$ with the SM top-quark.

9 Conclusions

This analysis seeks anomalous production of events with large $E_T^{\text{miss}}$ and a single top-quark in LHC $pp$ data at $\sqrt{s} = 13$ TeV collected by the ATLAS detector in 2015 and 2016, corresponding to an integrated luminosity of 36.1 fb$^{-1}$. No deviations with respect to SM predictions are observed and 95% CL upper limits on the production cross-section of three BSM processes are obtained: resonant and non-resonant production of dark matter (DM) in association with single top-quarks, and single production of vector-like $T$ quarks decaying into $tZ (\rightarrow \tau \nu \bar{\nu})$.

These limits are also interpreted in terms of the excluded regions in the parameter space of the considered BSM scenarios. For DM production in the non-resonant scenario,
masses of a new vector particle coupling to the DM candidate up to 2 TeV are excluded at 95% CL for $m_\chi = 1$ GeV, $g_\chi = 1.0$ and $a = 0.5$, while in the resonant case, masses of a new scalar particle coupling to DM up to 3.4 TeV are excluded at 95% CL for $m_\chi = 10$ GeV, $y = 0.4$ and $\lambda = 0.2$. For the production of $T$ singlets, couplings of these new quarks to $t$op-quarks and $W$ bosons, $c_W$, above 0.7 are excluded for $m_T = 1.4$ TeV and below.

A Event yields in the signal and control regions after the fit to data

The numbers of events observed in the signal and control regions are presented in tables 5, 6 and 7, together with the backgrounds estimated in the simultaneous fit to data in the corresponding regions under the background-only hypothesis. In table 5, 1L and 0L DM signal regions as well as the 1L and 0L control regions are included in the fit. Table 6 includes 0L DM signal and control regions, while VLT signal and control regions are considered for table 7.

<table>
<thead>
<tr>
<th>Leptonic channel</th>
<th>1L-DM-SR</th>
<th>1L-TCR</th>
<th>1L-WCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$</td>
<td>385 ± 41</td>
<td>12 100 ± 2000</td>
<td>8 470 ± 800</td>
</tr>
<tr>
<td>Non-$t\bar{t}$</td>
<td>117 ± 17</td>
<td>5 540 ± 960</td>
<td>119 000 ± 26 000</td>
</tr>
<tr>
<td>Total</td>
<td>502 ± 62</td>
<td>17 700 ± 3100</td>
<td>127 000 ± 26 000</td>
</tr>
<tr>
<td>Data</td>
<td>511</td>
<td>17 662</td>
<td>127 286</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hadronic channel</th>
<th>0L-DM-SR</th>
<th>0L-TCR</th>
<th>0L-VCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$</td>
<td>9 900 ± 870</td>
<td>7 160 ± 620</td>
<td>5 900 ± 250</td>
</tr>
<tr>
<td>Single top</td>
<td>990 ± 110</td>
<td>273 ± 36</td>
<td>879 ± 98</td>
</tr>
<tr>
<td>$W$+jets</td>
<td>2 050 ± 520</td>
<td>119 ± 65</td>
<td>23 100 ± 4900</td>
</tr>
<tr>
<td>$Z$+jets</td>
<td>2 460 ± 460</td>
<td>135 ± 61</td>
<td>29 900 ± 4600</td>
</tr>
<tr>
<td>Multijet</td>
<td>87 ± 90</td>
<td>760 ± 350</td>
<td>0 ± 0</td>
</tr>
<tr>
<td>Other</td>
<td>328 ± 41</td>
<td>50.1 ± 5.6</td>
<td>2670 ± 310</td>
</tr>
<tr>
<td>Total</td>
<td>15 800 ± 1200</td>
<td>8 490 ± 760</td>
<td>62 400 ± 1500</td>
</tr>
<tr>
<td>Data</td>
<td>15 781</td>
<td>8 493</td>
<td>62 304</td>
</tr>
</tbody>
</table>

*Table 5.* Numbers of events observed in the signal and control regions used for the non-resonant dark-matter search, together with the estimated SM backgrounds in the fit to data, under the background-only hypothesis. The uncertainties include statistical and systematic uncertainties. The uncertainties in the individual backgrounds are correlated, and do not necessarily add in quadrature to the total background uncertainty.
Table 6. Numbers of events observed in the signal and control regions used for the resonant dark-matter search, together with the estimated SM backgrounds in the fit to data, under the background-only hypothesis. The uncertainties include statistical and systematic uncertainties. The uncertainties in the individual backgrounds are correlated, and do not necessarily add in quadrature to the total background uncertainty.

<table>
<thead>
<tr>
<th></th>
<th>0L-DM-SR</th>
<th>0L-TCR</th>
<th>0L-VCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$</td>
<td>9690 ± 620</td>
<td>7110 ± 460</td>
<td>5710 ± 580</td>
</tr>
<tr>
<td>Single top</td>
<td>990 ± 110</td>
<td>282 ± 40</td>
<td>870 ± 110</td>
</tr>
<tr>
<td>$W+$jets</td>
<td>2070 ± 540</td>
<td>121 ± 67</td>
<td>23000 ± 5000</td>
</tr>
<tr>
<td>$Z+$jets</td>
<td>2610 ± 530</td>
<td>149 ± 61</td>
<td>30100 ± 4700</td>
</tr>
<tr>
<td>Other</td>
<td>330 ± 44</td>
<td>51.4 ± 6.1</td>
<td>2670 ± 310</td>
</tr>
<tr>
<td>Multijet</td>
<td>92 ± 88</td>
<td>800 ± 360</td>
<td>0 ± 0</td>
</tr>
<tr>
<td>Total</td>
<td>15800 ± 370</td>
<td>8510 ± 280</td>
<td>62300 ± 1400</td>
</tr>
<tr>
<td>Data</td>
<td>15781</td>
<td>8493</td>
<td>62304</td>
</tr>
</tbody>
</table>

Table 7. Numbers of events observed in the signal and control regions used for the vector-like top-quark search, together with the estimated SM backgrounds in the fit to data, under the background-only hypothesis. The uncertainties include statistical and systematic uncertainties. The uncertainties in the individual backgrounds are correlated, and do not necessarily add in quadrature to the total background uncertainty.

<table>
<thead>
<tr>
<th></th>
<th>0L-VLT-SR</th>
<th>0L-TCR</th>
<th>0L-VCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$</td>
<td>3560 ± 280</td>
<td>7160 ± 370</td>
<td>5310 ± 740</td>
</tr>
<tr>
<td>Single top</td>
<td>323 ± 45</td>
<td>278 ± 37</td>
<td>820 ± 120</td>
</tr>
<tr>
<td>$W+$jets</td>
<td>660 ± 200</td>
<td>126 ± 72</td>
<td>21900 ± 5900</td>
</tr>
<tr>
<td>$Z+$jets</td>
<td>830 ± 180</td>
<td>160 ± 64</td>
<td>31800 ± 4800</td>
</tr>
<tr>
<td>Other</td>
<td>82 ± 14</td>
<td>800 ± 320</td>
<td>2590 ± 340</td>
</tr>
<tr>
<td>Total</td>
<td>5460 ± 160</td>
<td>8530 ± 270</td>
<td>62300 ± 1400</td>
</tr>
<tr>
<td>Data</td>
<td>5454</td>
<td>8493</td>
<td>62304</td>
</tr>
</tbody>
</table>
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