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Abstract

The Blandford-Znajek mechanism is the continuous extraction of energy from a rotating black hole via plasma currents flowing on magnetic field lines threading the horizon. In the discovery paper, Blandford and Znajek demonstrated the mechanism by solving the equations of force-free electrodynamics in a perturbative expansion valid at small black hole spin. Attempts to extend this perturbation analysis to higher order have encountered inconsistencies. We overcome this problem using the method of matched asymptotic expansions, taking care to resolve all of the singular surfaces (light surfaces) in the problem. Working with the monopole field configuration, we show explicitly how the inconsistencies are resolved in this framework and calculate the field configuration to one order higher than previously known. However, there is no correction to the energy extraction rate at this order. These results confirm the basic consistency of the split monopole at small spin and lay a foundation for further perturbative studies of the Blandford-Znajek mechanism.
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1 Introduction

In 1977 Blandford and Znajek (BZ) [1] discovered that magnetized plasma can continuously extract rotational energy from black holes, even in a steady state configuration. They proposed this process as the basic engine for relativistic jets from active galaxies, with the magnetic field provided by an accretion disk and the plasma generated self-consistently by particle acceleration and collision in rotation-induced electric fields. Large-scale numerical simulations support the basic features of this model [2, 3], which remains the leading candidate for the power source of relativistic jets.

The simplest setting for studying the BZ mechanism is the “split monopole” configuration, where the accretion disk is replaced by a thin current sheet in the equatorial plane of the black hole, and one considers surrounding force-free plasma with asymptotically radial magnetic field lines. BZ found an approximate analytic solution valid at small spin [1], and the finite-spin version has been studied numerically [4–6]. However, attempts to extend the BZ perturbation analysis to higher order have been only partially successful. Tanabe and Nagataki [7] computed the subleading correction to the energy extraction rate, but noted the full subleading solution could not be determined from their method. More recently, there have been conflicting claims of a high-order solution [8, 9] and that the expansion is inconsistent [10, 11].

In this paper we introduce an approximation method for the split monopole that resolves all previous difficulties and appears to extend to arbitrary perturbative order and to any magnetic field configuration. Building on analogous work on the pulsar magnetosphere [12, 13], we use the method of matched asymptotic expansions to resolve the important physical scales in the problem. In particular, a black hole magnetosphere has both an inner and an outer light surface [14], which approach the boundaries of the physical domain (the event horizon and infinity) in the original BZ expansion. This necessitates the introduction of two additional small-spin expansions (one resolving each light surface), and matching the three expansions together provides the self-consistent solution to the problem, order by order in spin. Although only one extra expansion (resolving the outer light surface) is needed at the perturbative order we consider, we discuss all three in order to lay a foundation for higher-order studies or studies involving other magnetic field configurations.

We carry out the approach to three perturbative orders higher than leading and explore some aspects of the next correction. At leading order we reproduce the BZ solution. At next order all corrections vanish. At second relative order we confirm the subleading energy extraction rate of Ref. [7]. At third relative order we resolve the issues with previous approaches, showing that the perturbation analysis produces consistent equations with solutions we find numerically. Interestingly, while the field configuration is corrected at this order, a simple analytic argument shows that the total energy extraction rate is not. We explore some aspects of the next relative order, finding that logarithms will appear.

Although current astrophysical questions do not demand the calculation of high-order corrections, we have undertaken this calculation on the principle that a fundamental mechanism in relativistic astrophysics deserves a correspondingly thorough treatment. In addition, the perturbative results may help benchmark high-accuracy codes at small spin where the separation of scales makes numerical work challenging, and the perturbative method may prove useful for other magnetic field calculations. Finally, by clarifying the consistency of the small-spin expansion, our results should remove any lingering doubts about the consistency of the BZ mechanism itself.

In Sec. 2 we formulate the problem at finite spin, and in Sec. 3 we introduce the perturbation method. We apply the method in Sec. 4 and compare with previous work in Sec. 5. We follow the conventions of [15].
2 Statement of the Problem

We work in Boyer-Lindquist coordinates for the Kerr spacetime, expressing the metric as
\[ ds^2 = -\alpha^2 dt^2 + \rho^2 (d\phi - \Omega_Z dt)^2 + \Sigma \left( \frac{dr^2}{\Delta} + d\theta^2 \right), \]  
(2.1)
where
\[ \alpha^2 = \Sigma \Delta / A, \quad \rho^2 = A / \Sigma, \quad \Omega_Z = 2Mar / A \]  
(2.2)
with
\[ \Delta = r^2 - 2Mr + a^2 \]  
(2.3)
\[ \Sigma = r^2 + a^2 \cos^2 \theta \]  
(2.4)
\[ A = (r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta. \]  
(2.5)
Note that \( \alpha \) and \( \Omega_Z \) are the redshift factor and angular velocity of observers with zero angular momentum. The outer root of \( \Delta \) is the event horizon,
\[ r_H = M + \sqrt{M^2 - a^2}, \]  
(2.6)
which rotates with angular velocity
\[ \Omega_H = \frac{a}{r_H^2 + a^2}. \]  
(2.7)

2.1 Stream Equation

We now summarize the standard approach to stationary, axisymmetric, force-free fields, using the approach and conventions of [15]. A stationary, axisymmetric, closed two-form \( F \) defines a flux function \( \psi(r, \theta) \) by
\[ \psi(r, \theta) = \frac{1}{2\pi} \int F, \]  
(2.8)
where the integral is over a surface that is bounded by a loop of revolution at \( (r, \theta) \), remains outside the black hole, and pierces the northern symmetry axis \( \theta = 0 \) exactly once. This implies that
\[ \psi(r, 0) = 0, \quad \psi(r, \pi) = 2\psi_0, \]  
(2.9)
where \( \psi_0 \) is the monopole charge of the configuration.

When the field is furthermore degenerate \( (F \wedge F = 0) \), it defines magnetic field line worldsheets that rotate with an angular velocity \( \Omega(\psi) \). It is useful to introduce a “co-rotation one-form”
\[ \eta = d\phi - \Omega dt, \quad |\eta|^2 = \frac{1}{\rho^2} - \frac{(\Omega - \Omega_Z)^2}{\alpha^2}. \]  
(2.10)
Where \( |\eta|^2 = 0 \) an observer co-rotating with the field lines would move at the speed of light. These “light surfaces” will play an important role in our analysis.
A field that is furthermore force-free defines a “polar current” $I(\psi)$ giving the current flowing through the loop of revolution. The force-free condition implies that $\psi$ satisfies the “stream equation”,

$$ \nabla_a (|\eta|^2 \nabla^a \psi) + \frac{\Omega'(\Omega - \Omega_Z)}{\alpha^2} \nabla_a \psi \nabla^a \psi + \frac{II'}{4\pi^2 \alpha^2 \rho^2} = 0, \quad (2.11) $$

where a prime denotes derivative with respect to $\psi$. The requirements that $I = I(\psi)$ and $\Omega = \Omega(\psi)$ may be expressed as

$$ dI \wedge d\psi = 0, \quad d\Omega \wedge d\psi = 0. \quad (2.12) $$

After solving Eqs. (2.11) and (2.12) for $\psi$, $I$, and $\Omega$, the field strength may be reconstructed as

$$ F = \frac{I}{2\pi} \frac{r^2 + a^2 \cos^2 \theta}{(r^2 + a^2 - 2Mr) \sin \theta} dr \wedge d\theta + d\psi \wedge \eta. \quad (2.13) $$

Note that every stationary, axisymmetric, degenerate, closed two-form with non-zero poloidal magnetic field ($F \cdot \partial_\phi \neq 0$) can be expressed in this form. Thus, apart from trivial cases of purely toroidal magnetic field, every stationary, axisymmetric force-free solution can be found by this method.

Surfaces $\psi = \text{const}$ are called “poloidal field lines”. Energy flows only along these surfaces, with the power per field line given by

$$ dP = -I\Omega d\psi. \quad (2.14) $$

### 2.2 Boundary Conditions

Eqs. (2.11) and (2.12) are of a rather non-standard form, and little is known about the boundary value problem in general. However, actionable understanding has been obtained for the main cases of interest via heuristic arguments and numerical experimentation—see e.g. [6, 15] for discussion. For the monopole solution we seek, it appears that the relevant boundary conditions are simply

1. The field $F$ is finite on the Kerr exterior and future event horizon.
2. As $r \to \infty$, the flux $\psi(r, \theta)$ remains bounded and the energy is outgoing ($dP \geq 0$).

The first condition implies that the solution can occur in a black hole formed from collapse (i.e. an astrophysical black hole), while the second corresponds to an isolated black hole (no external source of magnetic field or energy).

We conjecture that these conditions give rise to a unique solution up to an overall constant factor, which can be taken to be the monopole charge. This conjecture is consistent with numerical studies and supported by our perturbative analysis. A proof would in effect generalize the no-hair theorem to include black holes immersed in force-free plasma.\(^1\)

\(^1\)An astrophysical black hole cannot carry monopole charge, so the theorem would imply that there is no isolated black hole magnetosphere. This would give rigorous mathematical expression to the well-established idea that an external magnetic field is required to support a black hole magnetosphere. A uniqueness theorem would also inform discussion of the status of the split monopole as a kind of metastable ground state, decaying according to the lifetime of the current sheet that supports it [16].
For use in practice, we now note three consequences of these assumptions. First, assumption 1 implies a relationship among $I$, $\Omega$, and $\psi$ at the horizon $r = r_H$ (e.g. [15]),

$$I = 2\pi(\Omega - \Omega_H)\frac{r_H^2 + a^2}{r_H^2 + a^2\cos^2\theta}\sin \theta \partial_\theta \psi, \quad r = r_H. \tag{2.15}$$

This relationship is called the Znajek condition [17]. It may be derived by changing to regular coordinates in Eq. (2.13). Similarly, assumption 2 implies

$$I = -2\pi\Omega \sin \theta \partial_\theta \psi, \quad r \to \infty, \tag{2.16}$$

which can be thought of as a Znajek condition at infinity. It may be derived from assumption 2 by solving the stream equation (2.11) at large $r$ [6]. Alternatively, it follows from regularity conditions at future null infinity [18].

Finally, regularity of $F$ on the symmetry axis (part of assumption 1) requires that $\partial_\theta \psi$ vanish there. Combined with Eqs. (2.9), we have

$$\psi|_{\theta=0} = 0, \quad \psi|_{\theta=\pi} = 2\psi_0, \quad \partial_\theta \psi|_{\theta=0} = \partial_\theta \psi|_{\theta=\pi} = 0. \tag{2.17}$$

The constant $\psi_0$ fixes the overall normalization and is proportional to the magnetic monopole charge of the configuration. However, in the astrophysical application we would “split” the monopole by multiplying the electromagnetic field $F$ (2.13) by an overall factor of sign($\cos \theta$). This procedure makes sense because the non-split monopole solution for $F$ is odd under equatorial reflections, so that the split monopole is even, and the magnetic charge is eliminated. The resulting equatorial discontinuity corresponds to a thin sheet of charge and current that may be viewed as the source of the magnetic field. In the split monopole $\psi_0$ stands for the total magnetic flux per hemisphere. In this paper we will always discuss the non-split monopole; the split case follows straightforwardly as described. In particular, the power radiated is the same for the non-split and the split monopoles.

Notice that the equations and boundary conditions for $(\psi, I, \Omega)$ are invariant under the simultaneous operation $a \to -a$, $I \to -I$, and $\Omega \to -\Omega$. This implies in particular that the power (2.14) can depend only on $|a|$. We will assume $a > 0$ without loss of generality.

### 3 Perturbation Method

We now seek a perturbative solution in the dimensionless spin of the black hole,

$$\epsilon = \frac{a}{M} > 0. \tag{3.1}$$

We can anticipate some non-uniformity in the expansion based on the intuition that important physics occurs near light surfaces, which are horizons for particles moving on field lines [14, 15]. A black hole magnetosphere generically has two such surfaces, which we expect to scale as

$$r - r_H \sim M \epsilon^2, \quad \text{Inner light surface (ILS)} \tag{3.2}$$

$$r \sim M/\epsilon, \quad \text{Outer light surface (OLS)}. \tag{3.3}$$

---

2 We assume a smooth expansion at infinity, $\psi(\theta) = \psi_\infty(\theta) + O(1/r)$, which is consistent with known properties of the solution.

3 The equations and boundary conditions for $(\psi, I, \Omega)$ are invariant under $\theta \to \pi - \theta$ and $\psi \to 2\psi_0 - \psi$, meaning that $d\psi$ flips sign under equatorial reflection. It then follows from Eq. (2.13) that $F$ is odd under reflection.

4 The boundary condition (2.15) suggests that $\Omega \sim \Omega_H$. Choosing $\Omega$ to be a constant proportional to $\Omega_H$ for simplicity, solving $|\eta|^2 = 0$ yields the scalings shown.
As we take $\epsilon \to 0$ fixing $r$ and $M$ (the usual expansion considered previously), the ILS approaches the horizon, while the OLS approaches infinity. That is, the light surfaces approach the boundaries of the problem. This perturbative expansion will invariably miss physics occurring on the light surface scales, and its individual terms will (in general) fail to display the boundary behavior of the exact solution. Additional $\epsilon \to 0$ expansions resolving the ILS and OLS will in general be required to resolve the physics and recover the proper boundary behavior.

In the perturbative solution of the equations, the need for additional expansions is seen directly by the inability to satisfy all boundary conditions within a single expansion. This difficulty was discovered by Tanabe and Nagatake in 2008 \cite{7}, who found an inconsistency at fourth order in $\epsilon$. In 2018 the authors of Ref. \cite{10} showed that there is a problem already at second order, since the approximate solution is not consistent with the exact stream equation expanded at large $r$.

To rectify these problems we consider three distinct expansions: near, mid, and far. The near expansion resolves the ILS; the far expansion resolves the OLS; and the mid expansion is the usual one previously considered (which resolves neither). We define characteristic scales associated with each limit,

$$R_{\text{near}} = \frac{a^2}{M}, \quad R_{\text{mid}} = M, \quad R_{\text{far}} = \frac{M^2}{a}, \quad (3.4)$$

and introduce associated dimensionless coordinates,

$$y = \frac{r - r_H}{R_{\text{near}}} = \frac{M(r - r_H)}{a^2} \quad (3.5)$$
$$x = \frac{r}{R_{\text{mid}}} = \frac{r}{M} \quad (3.6)$$
$$\bar{x} = \frac{r}{R_{\text{far}}} = \frac{ar}{M^2}. \quad (3.7)$$

We define the near/mid/far expansions as $\epsilon \to 0$ fixing $R_{\text{near}}/R_{\text{mid}}/R_{\text{far}}$ and $y/x/\bar{x}$, where $\theta$ is also fixed in all limits. Noting that $R_{\text{near}} = M^2$, $R_{\text{mid}} = M$, and $R_{\text{far}} = M/\epsilon$, we have a hierarchy of scales $R_{\text{near}} \ll R_{\text{mid}} \ll R_{\text{far}}$ as $\epsilon \to 0$. We may therefore associate overlapping regimes of validity to the expansions:

- near expansion: $\epsilon \to 0$ fixed $R_{\text{near}}$, $y \quad r - r_H \ll R_{\text{mid}} \quad (3.8)$
- mid expansion: $\epsilon \to 0$ fixed $R_{\text{mid}}$, $x \quad R_{\text{near}} \ll r \ll R_{\text{far}} \quad (3.9)$
- far expansion: $\epsilon \to 0$ fixed $R_{\text{far}}$, $\bar{x} \quad r \gg R_{\text{mid}} \quad (3.10)$

We introduce order symbols $O_{\text{near}}, O_{\text{mid}},$ and $O_{\text{far}}$ representing scalings with $\epsilon$ in each limit. Since these can be counter-intuitive, we list some common scalings here:

$$M = O_{\text{near}}(\epsilon^{-2}) = O_{\text{mid}}(1) = O_{\text{far}}(\epsilon) \quad (3.11a)$$
$$a = O_{\text{near}}(\epsilon^{-1}) = O_{\text{mid}}(\epsilon) = O_{\text{far}}(\epsilon^2) \quad (3.11b)$$
$$r_H = O_{\text{near}}(\epsilon^{-2}) = O_{\text{mid}}(1) = O_{\text{far}}(\epsilon) \quad (3.11c)$$
$$\Omega_H = O_{\text{near}}(\epsilon^{-3}) = O_{\text{mid}}(\epsilon) = O_{\text{far}}(1). \quad (3.11d)$$

\hline
\end{tabular}
\end{multicols}

\footnote{The problems occur at large $r$, suggesting that only the far expansion is require to cure them. This is in fact the case, but we will consider all three limits in order to establish a formalism that should work at any perturbative order, for any magnetic field configuration.}
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For expansions in the various limits, we will use a superscript for the order and a subscript for the limit,

\[ Q = Q_{\text{lim}}^{(0)} + \varepsilon Q_{\text{lim}}^{(1)} + \varepsilon^2 Q_{\text{lim}}^{(2)} + O_{\text{lim}}(\varepsilon^3). \]  

(3.12)

Here \( Q \) is any quantity and \( \text{lim} \) stands for near, mid, or far. This simple form of the expansion presumes the lack of fractional powers or logs (or worse). We will see that it suffices at the perturbative order we consider.

The method of matched asymptotic expansions requires that the various expansions agree in the regimes of overlapping validity. The near expansion at large \( y \) must agree, order by order, with the mid expansion at small \( x \). Similarly, the mid expansion at large \( x \) must agree, order by order, with the far expansion at small \( \bar{x} \). One proceeds by guessing the form of the three expansions and modifying as necessary to attain proper matching. It is difficult to prove uniqueness in such a guess-and-check context, but we can provide some evidence by systematically searching the typical types of expansions. We will use a “reluctant log” strategy, where all expansions are assumed smooth in \( \varepsilon \) until the presence of logs becomes unavoidable to ensure consistent matching. We will find that logs are not necessary to resolve previous inconsistencies, but they do appear at one order higher than we consider (App. A).

4 Perturbative Solution

The method outlined in Sec. 3 above should work for any physical configuration. In this paper we apply it systematically to the monopole configuration, as defined by the boundary conditions of Sec. 2.2. We treat each order in perturbation theory in a separate subsection, in each of which we first state the results and then proceed to derive them.

4.1 Leading scalings

We can establish certain scalings by a general argument. We first note that the “no ingrown hair” theorem [15, 19] guarantees that all poloidal field lines (\( \psi = \text{const} \) surfaces) link the horizon to infinity. Thus the flux function must appear at lowest order in all three limits,

\[ \psi = O_{\text{near}}(1) = O_{\text{mid}}(1) = O_{\text{far}}(1). \]  

(4.1)

However, let \( \theta_H \) denote the angle of intersection of a poloidal field line with the horizon, and let \( \theta_\infty \) denote its angle of intersection with infinity. Then the Znajek conditions (2.15) and (2.16) can be solved to yield [20]

\[ \frac{\Omega_H}{\Omega} = -1 - \frac{(\sin \theta \partial_\theta \psi)|_{r=\infty,\theta=\theta_\infty}}{(r_H^2 + a^2 \sin^2 \theta)|_{r=r_H,\theta=\theta_H}}. \]  

(4.2)

Since the right-hand side is \( O(1) \) (in all three limits), we learn that \( \Omega \) scales the same way as \( \Omega_H \). From Eq. (3.11) we thus have

\[ \Omega = O_{\text{near}}(\varepsilon^3) = O_{\text{mid}}(\varepsilon) = O_{\text{far}}(1). \]  

(4.3)
The Znajek conditions (2.15) and (2.16) now imply the same scalings for $I$,

$$I = O_{\text{near}}(\epsilon^3) = O_{\text{mid}}(\epsilon) = O_{\text{far}}(1). \quad (4.4)$$

When possible, we will discuss “relative order” instead of these detailed scalings. For example, the leading order flux function in the far limit refers to $\psi_{\text{far}}^{(0)}$, while the leading order polar current in the near limit refers to $\epsilon^3 I_{\text{near}}^{(3)}$. For corrections we discuss the $n^{th}$ relative order, defined as $n$ powers of $\epsilon$ higher than the leading behavior. For example, second relative order refers to $\psi_{\text{far}}^{(2)}$, $I_{\text{near}}^{(5)}$, and $\Omega_{\text{mid}}^{(3)}$.

### 4.2 Leading Order

We now determine the leading order behavior of $\psi$, $I$, and $\Omega$ in each of the limits. The results take an identical form in all limits, but to illustrate the method we present full details:

$$\psi_{\text{near}}^{(0)} = \psi_{\text{mid}}^{(0)} = \psi_{\text{far}}^{(0)} = \psi_0(1 - \cos \theta), \quad (4.5a)$$

$$\epsilon^3 \Omega_{\text{near}}^{(3)} = \epsilon \Omega_{\text{mid}}^{(1)} = \Omega_{\text{far}}^{(0)} = \frac{a}{8M^2}. \quad (4.5b)$$

$$\epsilon^3 I_{\text{near}}^{(3)} = \epsilon I_{\text{mid}}^{(1)} = I_{\text{far}}^{(0)} = -2\pi \frac{a}{8M^2} \psi_0 \sin^2 \theta. \quad (4.5c)$$

This reproduces the original Blandford-Znajek result in our formal scheme. The total power may be computed from (2.14) using any of the three limits. We will use the far limit so that the energy extraction occurs at zeroth order. One finds\(^6\)

$$P_{\text{far}}^{(0)} = 2\pi \left(\frac{a}{8M}\right)^2 \int_0^\pi \sin^3 \theta \, d\theta = \frac{\pi a^2 \psi_0^2}{24 M^4}. \quad (4.6)$$

This is the famous electromagnetic extraction of energy \cite{1}. Noting that $\Omega_{H,\text{far}}^{(0)} = a/(4M^2)$, we may also write

$$\psi \approx \psi_0(1 - \cos \theta), \quad \Omega \approx \frac{\Omega_H}{2}, \quad I \approx -2\pi \frac{\Omega_H}{2} \psi_0 \sin^2 \theta, \quad P \approx \frac{2\pi}{3} \psi_0 \Omega_H^2, \quad (4.7)$$

where $\approx$ means valid to leading order in any of the limits. Using $M\Omega_H$ as the perturbation parameter performs better in comparisons to numerical results at finite spin \cite{21}, but we will continue to use $\epsilon = a/M$ for simplicity; the results are easily converted if desired. We now derive Eqs. (4.5) by working to leading order in all three limits.

#### 4.2.1 Mid limit

We begin with the mid limit. Since $I$ and $\Omega$ are $O_{\text{mid}}(\epsilon)$, these quantities do not appear in the stream equation (2.11) at leading order. Instead, we have the simple linear equation

$$L_{\text{mid}}[\psi_{\text{mid}}^{(0)}] = 0, \quad (4.8)$$

\(^6\)If one prefers to consider the split monopole, the integral is replaced by twice the integral from zero to $\pi/2$, giving the same result.
where in terms of $x = r/M$ we have

$$L_{\text{mid}} = \partial_x \left( \left[ 1 - \frac{2}{x} \right] \partial_x \right) + \frac{\sin \theta}{x^2} \partial_\theta \left( \frac{1}{\sin \theta} \partial_\theta \right). \quad (4.9)$$

This is the stream equation in Schwarzschild spacetime with $I = \Omega = 0$, which corresponds to stationary, axisymmetric vacuum magnetic fields in Schwarzschild. The general solution satisfying the conditions \((2.17)\) at the poles is given in a multipole expansion as (App. B),

$$\psi^{(0)}_{\text{mid}} = \psi_0 (1 - \cos \theta) + \sum_{\ell=1}^\infty \left( B^<_{\ell} R^<_{\ell}(x) + B^>_{\ell} R^>_{\ell}(x) \right) \Theta_{\ell}(\theta), \quad (4.10)$$

where $B^<_{\ell}$ and $B^>_{\ell}$ are numbers. The boundary conditions are a smooth match to the near and far expansions, which requires finiteness of $\psi^{(0)}_{\text{mid}}$ as $x \to 2$ and $x \to \infty$.\footnote{Changing to near coordinates $y = \epsilon^{-2} (x - r/\mu) \approx (x - 2)/\epsilon^2$, we see that any term in the mid expansion that blows up as $x \to 2$ will require a term in the near expansion that blows up as $\epsilon \to 0$, which violates the scalings \((4.1)\). Changing to far coordinates $\bar{x} = \epsilon x$, we see that any term in the mid expansion that blows up as $x \to \infty$ would similarly require a term in the far expansion that blows up as $\epsilon \to 0$.} This sets $B^<_{\ell} = B^>_{\ell} = 0$, since $R^<_{\ell}$ blows up as $x \to 2$, while $R^>_{\ell}$ blows up as $x \to \infty$. Thus the unique solution is simply

$$\psi^{(0)}_{\text{mid}} = \psi_0 (1 - \cos \theta), \quad (4.11)$$

i.e., a pure monopole.

### 4.2.2 Far limit

As all quantities are $O(1)$ in the far limit, Eqs. \((2.11)\) and \((2.12)\) retain their form as $\epsilon \to 0$, with the only modification being that $a$ and $M$ are set to zero. That is, the far limit of the problem is just the stream equation in flat spacetime. The boundary conditions are assumption 2 (finite flux at infinity and outgoing energy flux) as well as matching to the mid region \((4.11)\),

$$\psi^{(0)}_{\text{far}} \sim \psi_0 (1 - \cos \theta), \quad \bar{x} \to 0. \quad (4.12)$$

That is, we consider an isolated magnetosphere that becomes monopolar near the origin. (Note that \((4.12)\) represents a singularity at the origin—a point monopole—since the flux does not vanish there.) This case was analyzed by Michel \cite{22}, who found a large class of solutions,

$$\begin{align*}
\psi^{(0)}_{\text{far}} &= \psi_0 (1 - \cos \theta), \quad (4.13a) \\
\Omega^{(0)}_{\text{far}} &= \frac{a}{M^2} \omega_0(\theta), \quad (4.13b) \\
I^{(0)}_{\text{far}} &= -2\pi \frac{a}{M^2} \omega_0(\theta) \psi_0 \sin^2 \theta, \quad (4.13c)
\end{align*}$$

where $\omega_0(\theta)$ is a free function that was made dimensionless using the far lengthscale $R_{\text{far}} = M^2/a$.

Although we give no rigorous proof, we expect that the solution family \((4.13)\) is unique, i.e., there are no further solutions satisfying the boundary conditions. This is supported by numerical experience (e.g., \cite{6, 23}) suggesting the following general picture: (1) One may choose the value of $\psi$ on one inner boundary surface (such as a neutron star), but at infinity (and on event horizons) it must be left free; (2) Each light surface in the problem contributes a matching condition that
fixes one free function \((I(\psi), \Omega(\psi)\) or some combination). Here the condition \((4.12)\) is equivalent to choosing \(\psi\) on an arbitrarily small sphere, the value at infinity is left free (assumption 2 in Sec. 2.2 above), and the far equation (the stream equation in flat spacetime) has only a single light surface, so we expect to fix only one of the two free functions \(I(\psi)\) and \(\Omega(\psi)\). Thus we expect the general solution to have a single free function, as in Eqs. \((4.13)\).

4.2.3 Near limit

Letting \(\psi = \psi_{\text{near}}(0) + O_{\text{near}}(\epsilon), I = \epsilon^3 I_{\text{near}}^{(3)} + O_{\text{near}}(\epsilon^4), \) and \(\Omega = \epsilon^3 \Omega_{\text{near}}^{(3)} + O_{\text{near}}(\epsilon^4)\) in accordance with the scalings \((4.1), (4.3)\) and \((4.4)\), we find the stream equation \((2.11)\) at leading order in the near limit to be

\[
(csc^2 \theta + 2(1 - 4\hat{\Omega}) \partial_y \hat{\Omega})\partial_y \psi_{\text{near}}^{(0)} + \left( -\frac{1}{2} + y csc^2 \theta + 4\hat{\Omega} - 8\hat{\Omega}^2 \right) \partial_y^2 \psi_{\text{near}}^{(0)} = 0,
\]

where we use \(y = (r - r_H)/R_{\text{near}}\) and introduce

\[
\hat{\Omega}(y, \theta) = R_{\text{near}} \Omega_{\text{near}}^{(3)},
\]

recalling that \(R_{\text{near}} = a^2/M\). In obtaining Eq. \((4.14)\) we have used Eq. \((2.12)\) to replace \(\partial_\theta \hat{\Omega}\) by \(\partial_y \hat{\Omega} \partial_y \psi_{\text{near}}^{(0)} / \partial_y \psi_{\text{near}}^{(0)}\). All \(\theta\)-derivatives have dropped out, so we in effect have an ordinary differential equation in \(y\). The solution for \(\psi_{\text{near}}^{(0)}\) must match the mid solution \((4.11)\) at large \(y\),

\[
\psi_{\text{near}}^{(0)} \sim \psi_0(1 - \cos \theta), \quad y \to \infty.
\]

A simple solution is just

\[
\psi_{\text{near}}^{(0)} = \psi_0(1 - \cos \theta).
\]

We do not prove uniqueness here.

4.2.4 Znajek condition

Since \(\psi^{(0)}\) depends only on \(\theta\) in all three regions (in fact it is identical), the leading order \(I\) and \(\Omega\) must also pure functions of \(\theta\) in all three regions. (This follows from \(I = I(\psi)\) and \(\Omega = \Omega(\psi)\), or more formally from Eqs. \((2.12)\).) Thus the matching is exact,

\[
\epsilon^3 \Omega_{\text{near}}^{(3)} = \epsilon \Omega_{\text{mid}}^{(1)} = \Omega_{\text{far}}^{(0)} = \frac{a}{M^2} \omega_0(\theta).
\]

\[
\epsilon^3 I_{\text{near}}^{(3)} = \epsilon I_{\text{mid}}^{(1)} = I_{\text{far}}^{(0)} = -2\pi \frac{a}{M^2} \psi_0 \sin^2 \theta \omega_0(\theta).
\]

In the near expansion we may apply the Znajek condition \((2.15)\) at the horizon. This equation is non-trivial first at \(\epsilon^3\), where it states

\[
I_{\text{near}}^{(3)}(\theta) = 2\pi \left( \Omega_{\text{near}}^{(3)}(\theta) - \frac{M}{4a^2} \right) \sin \theta \partial_\theta \psi_{\text{near}}^{(0)}(\theta).
\]

(We need not evaluate at the horizon explicitly, since all quantities above depend only on \(\theta\).) Plugging in using Eqs. \((4.17)\), \((4.18)\) and \((4.19)\) then fixes the free function as \(\omega_0(\theta)\) to be a constant,

\[
\omega_0 = \frac{1}{8}.
\]

This completes the solution of the problem at leading order [Eqs. \((4.5)\) above].
4.3 First relative order

We now proceed to the next relative order in $\epsilon$. We will find that all quantities vanish,

$$
\psi_{\text{near}}^{(1)} = \psi_{\text{mid}}^{(1)} = \psi_{\text{far}}^{(1)} = \Omega_{\text{near}}^{(4)} = \Omega_{\text{mid}}^{(2)} = \Omega_{\text{far}}^{(1)} = I_{\text{near}}^{(4)} = I_{\text{mid}}^{(2)} = I_{\text{far}}^{(1)} = 0.
$$

(4.22)

The correction to the power then vanishes as well,

$$
P_{\text{far}}^{(1)} = 0.
$$

(4.23)

That is, the leading results are not corrected at first relative order in $\epsilon$. Although we could straightforwardly check that all equations are satisfied, we will instead proceed systematically in order to elucidate the method and inform the question of uniqueness.

In the mid limit, the current and angular velocity are $O(\epsilon)$ and hence do not contribute to the stream equation until $O(\epsilon^2)$. Thus the mid equation is identical to the leading order equation,

$$
L_{\text{mid}}[\psi_{\text{mid}}^{(1)}] = 0
$$

(4.24)

The general solution for $\psi_{\text{mid}}^{(1)}$ is the right-hand-side of (4.10) without the $\psi_0$ term, since $\psi_{\text{mid}}^{(1)}$ must vanish at both poles to preserve the conditions (2.17). However, the remaining terms are also disallowed by matching to the other expansions, and the only solution is vanishing $\psi_{\text{mid}}^{(1)}$,

$$
\psi_{\text{mid}}^{(1)} = 0.
$$

(4.25)

At first relative order in the near limit, we find

$$
L_{\text{near}}[\psi_{\text{near}}^{(1)}] = 0
$$

(4.26)

with

$$
L_{\text{near}} = 16\partial_y + (-1 + 16y + \cos 2\theta)\partial_y^2.
$$

(4.27)

The general solution is

$$
\psi_{\text{near}}^{(1)} = a(\theta) + b(\theta)\log(-1 + 16y + \cos 2\theta),
$$

(4.28)

for arbitrary functions $a(\theta)$ and $b(\theta)$. However, the second term blows up on the poles when $y = 0$ (the horizon), violating the conditions (2.17). Thus the general solution is a free function $a(\theta)$.

However, this function must vanish to match the vanishing mid solution, so we also have $\psi_{\text{near}}^{(1)} = 0$. That is, the only allowed solutions are

$$
\psi_{\text{mid}}^{(1)} = \psi_{\text{near}}^{(1)} = 0.
$$

(4.29)

Eq. (2.12) now implies that the current and angular velocity only depend on $\theta$ in this regime,

$$
\epsilon^2 \Omega_{\text{near}}^{(4)} = \Omega_{\text{mid}}^{(2)} = \frac{1}{M} \omega_1(\theta), \quad \epsilon^2 I_{\text{near}}^{(4)} = I_{\text{mid}}^{(2)} = \frac{\psi_0}{M} \omega_1(\theta),
$$

(4.30)

Since $R^< \sim x^{\ell+1}$ as $x \to \infty$, it contributes a term of order $\epsilon x^{\ell+1}$ to the expansion of $\psi$. This reads $\epsilon^{-\ell} x^{\ell+1}$ in the far coordinate $\bar{x} = \epsilon x$, and hence would require an inverse power of $\epsilon$ in the far expansion, which we do not allow. Similarly, $R^> \sim \log(x-2)$ as $x \to 2$, contributing $\epsilon \log(x-2)$ to the expansion. This scales as $\epsilon \log(\epsilon^2 y)$ in the near coordinate $y \approx (x-2)/\epsilon^2$, generating an $\epsilon \log \epsilon$ term in the near expansion, which is excluded by the reluctant log strategy (see discussion at the conclusion of Sec. 3.)
where $\omega_1$ and $i_1$ are dimensionless. The Znajek condition at the horizon (2.15) may be applied in the near limit. This yields the restriction

$$i_1(\theta) = 2\pi \sin^2 \theta \omega_1(\theta).$$  \hfill (4.31)

In the far limit $I$, $\Omega$, and $\psi$ all appear at the same order. Using Eq. (2.12) and matching to Eqs. (4.25) and (4.30), we learn that

$$\Omega^{(1)}_{\text{far}} = \frac{a}{M^2} \omega_1(\theta) \quad \hfill (4.32)$$

$$I^{(1)}_{\text{far}} = \frac{a}{M^2} \left( -\frac{\pi}{2} \psi^{(1)}_{\text{far}} \cos \theta + \psi_0 i_1(\theta) \right) \quad \hfill (4.33)$$

$$\psi^{(1)}_{\text{far}} \sim 0, \quad \bar{x} \to 0.$$ \hfill (4.34)

Plugging in to the stream equation (2.11), we find

$$L_{\text{far}}[\psi^{(1)}_{\text{far}}] - \frac{\psi_0}{16\pi \sin \theta} \partial_\theta \left( \sin^2 \theta g_1(\theta) \right) = 0, \quad \hfill (4.35)$$

where

$$L_{\text{far}} = \sin \theta \partial_\theta \left( \sin \theta \chi^2 \partial_\theta \right) + \sin^2 \theta \partial_{\bar{x}} \left( \bar{x}^2 \chi^2 \partial_{\bar{x}} \right) + \frac{1}{32} \left( 2 - 3 \sin^2 \theta \right),$$ \hfill (4.36)$$

$$\chi^2 = \frac{1}{\bar{x}^2 \sin^2 \theta} - \frac{1}{64},$$ \hfill (4.37)

and

$$g_1(\theta) = i_1(\theta) + 2\pi \sin^2 \theta \omega_1(\theta) = 4\pi \sin^2 \theta \omega_1(\theta),$$ \hfill (4.38)

where we use (4.31) in the last step.

The boundary conditions are that $\psi^{(1)}$ vanishes at the origin $\bar{x} = 0$ [Eq. (4.34)] and is finite as $\bar{x} \to \infty$ (to continue to satisfy assumption 2). A simple solution satisfying these conditions is simply $\psi^{(1)}_{\text{far}} = 0$ with $\omega_1(\theta) = 0$. We expect that this solution is unique by similar reasoning to that given at leading order in the far zone below Eqs. (4.13): we have specified $\psi^{(1)}_{\text{far}}$ at small $\bar{x}$, we have left it free at infinity, and the differential equation (4.35) contains a single light surface $\bar{x} \sin \theta = 8$ that is expected to fix the free function $\omega_1(\theta)$.

Independently of the question of uniqueness, the solution $\psi^{(1)}_{\text{far}} = 0$ and $\omega_1(\theta) = 0$ also requires $i_1(\theta) = 0$ by (4.31), completing the derivation of Eqs. (4.22).

### 4.4 Second relative order

At second relative order we find non-trivial corrections. For the flux function we will find

$$\psi^{(2)}_{\text{near}} = \psi_0 \hat{R}(2) \sin^2 \theta \cos \theta, \quad \psi^{(2)}_{\text{mid}} = \psi_0 \hat{R}(x) \sin^2 \theta \cos \theta, \quad \psi^{(2)}_{\text{far}} = 0,$$ \hfill (4.39)

where $\hat{R}(x)$ is a function that vanishes at large $x$, given below in (4.49). For the rotation we find,

$$\epsilon^3 \Omega^{(5)}_{\text{near}} = \epsilon \Omega^{(3)}_{\text{mid}} = \Omega^{(2)}_{\text{far}} = \frac{a}{M^2} \omega_2(\theta),$$ \hfill (4.40)
where $\omega_2(\theta)$ is given below in Eq. (4.71). Finally, the current is given by

\begin{align*}
\epsilon^3 I^{(5)}_{\text{near}} &= -2\pi \psi_0 \frac{a}{M^2} \sin^2 \theta \left( \omega_2(\theta) + \frac{1}{4} \dot{R}(2) \cos^2 \theta \right), \\
\epsilon I^{(3)}_{\text{mid}} &= -2\pi \psi_0 \frac{a}{M^2} \sin^2 \theta \left( \omega_2(\theta) + \frac{1}{4} \dot{R}(x) \cos^2 \theta \right), \\
I^{(2)}_{\text{far}} &= -2\pi \psi_0 \frac{a}{M^2} \sin^2 \theta \omega_2(\theta).
\end{align*}

(4.41)  
(4.42)  
(4.43)

Notice that the near and far expansions are still essentially trivial, just reproducing the asymptotic value of the mid function. This is why previous work using a single expansion did not encounter any inconsistency at this order. The correction to the energy flux is

\begin{equation}
P^{(2)}_{\text{far}} = \pi \frac{(56 - 3\pi^2) a^2 \psi_0^2}{1080 M^4}.
\end{equation}

(4.44)

These expressions have all appeared before in the literature [1,7,8]; see Sec. 5 for detailed discussion. We now derive these results.

## 4.4.1 Mid limit

We again begin in the mid expansion, where the flux function is decoupled from $I$ and $\Omega$ order by order in the expansion. At second order, we now find a source term,

\begin{equation}
L_{\text{mid}}[\psi^{(2)}_{\text{mid}}] = s^{(2)}_{\text{mid}},
\end{equation}

(4.45)

with

\begin{equation}
s^{(2)}_{\text{mid}} = -\psi_0 \frac{(2 + x)}{x^4} \Theta_2(\theta),
\end{equation}

(4.46)

where we remind the reader that $\Theta_2(\theta) = \cos \theta \sin^2 \theta$. We require that $\psi^{(2)}_{\text{mid}}$ vanish at both poles to preserve the conditions (2.17). Decomposing into the eigenmodes $\Theta_\ell$, the general such solution is

\begin{equation}
\psi^{(2)}_{\text{mid}} = \psi_0 \hat{R}(x) \Theta_2(\theta) + \sum_{\ell=1}^{\infty} \left( B^<_\ell R^>_\ell(x) + B^>_\ell R^<_\ell(x) \right) \Theta_\ell(\theta),
\end{equation}

(4.47)

where $\psi_0 \hat{R}$ is any particular solution to the $\ell = 2$ equation. A particular solution may be found by variation of parameters as

\begin{equation}
\psi_0 \hat{R} = -2 R^<_2(x) \int R^>_2(x)s^{(2)}_{\text{mid}}(x)dx + 2 R^>_2(x) \int R^<_2(x)s^{(2)}_{\text{mid}}(x)dx,
\end{equation}

(4.48)

Performing the integrals and choosing the free constants for regularity of $\hat{R}$ at $x = 2$ and $x = \infty$, we have

\begin{equation}
\hat{R}(x) = \frac{1}{72x} \left[ 24 + 11x + 36x^2 - 36x^3 + (6x + 18x^2 - 36x^3) \log \left( \frac{x}{2} \right) \\
+ (27x^3 - 18x^4) \log \left( \frac{x}{2} \right) \log \left( \frac{x-2}{x} \right) + 9x^3(-3 + 2x)\text{Li}_2 \left( \frac{2}{x} \right) \right],
\end{equation}

(4.49)
where the dilog \( \text{Li}_2 \) is defined as
\[
\text{Li}_2(z) = -\int_0^1 \frac{\log(1-zt)}{t} dt.
\] (4.50)

The asymptotic behavior is
\[
\hat{R}(2) = \frac{1}{72}(-49 + 6\pi^2),
\] (4.51a)
\[
\hat{R} \sim \frac{1}{4x}, \quad x \to \infty.
\] (4.51b)

Eq. (4.47) with Eq. (4.49) constitute the general solution satisfying the pole conditions (2.17). However, matching to the near and far regions again sets \( B_\ell^< = B_\ell^> = 0 \). Thus the unique solution is
\[
\psi^{(2)} = \psi_0 \hat{R}(x) \Theta_2(\theta).
\] (4.52)

This solution provides boundary conditions for the near and far expansions via matching its asymptotic behavior. As this is the first order where position-dependence appears, we will devote more explanation to the matching. At small \( x \) we have
\[
\psi \sim \psi_0 (1 - \cos \theta) + \epsilon^2 \psi_0 \hat{R}(2) \Theta_2(\theta), \quad \epsilon \to 0 \text{ then } x \to 2.
\] (4.53)

The method of matched asymptotic expansions demands agreement with the large-\( y \) behavior of the near limit. Thus to achieve a match we require
\[
\psi^{(2)}_{\text{near}} \sim \psi_0 \hat{R}(2) \Theta_2(\theta), \quad y \to \infty.
\] (4.54)

To understand the role of the large-\( x \) behavior, we note that
\[
\psi \sim \psi_0 (1 - \cos \theta) + \epsilon^2 \psi_0 \frac{1}{4x} \Theta_2(\theta), \quad \epsilon \to 0 \text{ then } x \to \infty.
\] (4.55)

This must agree with the small-\( \bar{x} \) behavior of the far limit. Noting \( \bar{x} = xe \), we therefore need
\[
\psi^{(2)}_{\text{far}} \sim 0, \quad \bar{x} \to 0.
\] (4.56)

This is all that is required for the second relative order, but note that (4.55) also imposes a condition at the next order,
\[
\psi^{(3)}_{\text{far}} \sim \frac{\psi_0}{4\bar{x}} \Theta_2(\theta), \quad \bar{x} \to 0.
\] (4.57)

We display this condition here because of its importance in resolving previous inconsistencies.

We finally consider the form of \( I \) and \( \Omega \). From Eq. (2.12) we have
\[
\Omega^{(3)}_{\text{mid}} = \frac{1}{M} \omega_2(\theta),
\] (4.58)
\[
I^{(3)}_{\text{mid}} = \frac{-\pi}{2M} \psi^{(2)}_{\text{mid}} \cos \theta + \frac{\psi_0}{M} i_2(\theta),
\] (4.59)

where \( \omega_2(\theta) \) and \( i_2(\theta) \) are dimensionless.

---

9Since \( R^< \sim x^{\ell+1} \) as \( x \to \infty \), it contributes a term of order \( \epsilon^2 x^{\ell+1} \) to the mid expansion at large \( x \). This reads \( \epsilon^{-\ell+1} \bar{x}^{-\ell} \) in the far coordinate \( \bar{x} = \epsilon x \), which has an illegal inverse power of \( \epsilon \) except when \( \ell = 1 \). In the \( \ell = 1 \) case we have \( \epsilon^0 \bar{x} \), which would match to a term that grows like \( \bar{x} \) at small \( \bar{x} \) in the far expansion at zeroth order. However, such a term is not present in the solution \( \psi^{(0)}_{\text{far}} = \psi_0 (1 - \cos \theta) \). For the other boundary \( x \to 2 \), we note that \( R^> \sim \log(x-2) \) as \( x \to 2 \), contributing \( \epsilon^2 \log(x-2) \) to the mid expansion. This reads \( \epsilon^2 \log(\epsilon^2 y) \) in the near coordinate \( y = (x-2)/\epsilon^2 \), generating an illegal \( \epsilon^2 \log \epsilon \) term in the near expansion.
4.4.2 Near limit

At second relative order in the near limit, we again find

\[ L_{\text{near}}[\psi_{\text{near}}^{(2)}] = 0, \tag{4.60} \]

where \( L_{\text{near}} \) was given in Eq. (4.27) above. As before, the general solution is a free function of \( \theta \). This must match the small-\( x \) value of the mid limit by Eq. (4.54), so we have

\[ \psi_{\text{near}}^{(2)} = \psi_0 \hat{R}(2) \Theta_2(\theta). \tag{4.61} \]

Eq. (2.12) implies that \( I \) and \( \Omega \) depend only on \( \theta \) at this order, and matching to the mid limit (4.58)-(4.59) gives

\[ \Omega^{(5)}_{\text{near}} = \epsilon^{-2} \Omega^{(3)}_{\text{mid}} = \frac{M}{a^2} \omega_2(\theta) \tag{4.62} \]

\[ I^{(5)}_{\text{near}} = \epsilon^{-2} I^{(3)}_{\text{mid}}|_{x=2} = -\frac{\pi M}{2a^2} \psi_0 \hat{R}(2) \Theta_2(\theta) \cos \theta + \frac{\psi_0 M}{a^2} i_2(\theta). \tag{4.63} \]

The horizon Znajek condition (2.15) then yields

\[ i_2(\theta) = 2\pi \sin^2 \theta \left( \omega_2(\theta) - \frac{1}{16} + \frac{4 \hat{R}(2) - 1}{32} \sin^2 \theta \right). \tag{4.64} \]

4.4.3 Far limit

From (2.12) in the far limit at \( O(\epsilon^2) \) we find

\[ \Omega^{(2)}_{\text{far}} = \frac{a}{M^2} \omega_2(\theta) \tag{4.65} \]

\[ I^{(2)}_{\text{far}} = \frac{a}{M^2} \left( -\frac{\pi}{2} \psi_{\text{far}}^{(2)} \cos \theta + \psi_0 i_2(\theta) \right), \tag{4.66} \]

where we have used (4.56), (4.58), and (4.59) to match to the mid limit. The far equation takes an identical form to the first order equation (4.35),

\[ L_{\text{far}}[\psi_{\text{far}}^{(2)}] - \frac{\psi_0}{16\pi \sin \theta} \partial_\theta (\sin^2 \theta g_2(\theta)) = 0, \tag{4.67} \]

with

\[ g_2(\theta) = i_2(\theta) + 2\pi \sin^2 \theta \omega_2(\theta) \]

\[ = 4\pi \sin^2 \theta \left( \omega_2(\theta) - \frac{1}{32} + \frac{4 \hat{R}(2) - 1}{64} \sin^2 \theta \right), \tag{4.69} \]

where we use (4.64) in the second line. As in first order, Eq. (4.67) has a single light surface and a single free function \( \omega_2(\theta) \), so we expect a unique solution for \( \psi_{\text{far}}^{(2)} \) and \( \omega_2 \) given the boundary condition (4.56). One simple solution is where \( \psi_{\text{far}}^{(2)} \) and \( g_2(\theta) \) both vanish, giving

\[ \psi_{\text{far}}^{(2)} = 0 \tag{4.70} \]
and

\[ \omega_2(\theta) = \frac{1}{32} - \frac{4\dot{R}(2) - 1}{64} \sin^2 \theta. \] (4.71)

As a consistency check, notice that Eqs. (4.64) and (4.71) imply

\[ i_2(\theta) = -2\pi \omega_2(\theta) \sin^2 \theta, \] (4.72)

which is equivalent to the infinity Znajek condition (2.16) given \( \psi_{\text{far}}^{(2)} = 0 \).

### 4.5 Third relative order

At third relative order, we find

\[ \psi_{\text{near}}^{(3)} = \psi_{\text{mid}}^{(3)} = 0, \quad \psi_{\text{far}}^{(3)} \neq 0. \] (4.73)

We derive the partial differential equation obeyed by \( \psi_{\text{far}}^{(3)} \) and solve it numerically (Fig. 2 below). The angular velocity and current are given in the far region as

\[ \Omega_{\text{far}}^{(3)} = \frac{a}{M^2} \omega_3(\theta), \quad I_{\text{far}}^{(3)} = -\frac{\pi}{2} \frac{a}{M^2} \psi_{\text{far}}^{(3)} \cos \theta + \frac{a}{M^2} 2\pi \psi_0 \sin^2 \theta \omega_3(\theta), \] (4.74)

where \( \omega_3(\theta) \) is known numerically [Eq. (4.98) below]. The contribution to the total energy flux turns out to vanish at this order,

\[ P_{\text{far}}^{(3)} = 0. \] (4.75)

Mathematically, this result follows from an integrand being a total derivative (Eq. (4.94) below); we have not identified any deeper reason for the vanishing of this correction.

#### 4.5.1 Mid and near limits

At third relative order in the mid limit, we have no source term (like the first relative order),

\[ L_{\text{mid}}[\psi_{\text{mid}}^{(3)}] = 0. \] (4.76)

The general solution for \( \psi_{\text{mid}}^{(3)} \) is again the right-hand-side of (4.10) without the \( \psi_0 \) term. However, as before we may exclude the homogeneous terms based on their failure to match to the near and far expansions,\(^\text{10}\) and the only solution is trivial,

\[ \psi_{\text{mid}}^{(3)} = 0. \] (4.77)

In the near limit at third relative order we again find

\[ L_{\text{near}}[\psi_{\text{near}}^{(3)}] = 0, \] (4.78)

---

\( ^{10} \)The argument is identical for \( R_{\ell}^\infty \), which would introduce \( \epsilon^3 \log \epsilon \) terms into the near expansion. The \( R_{\ell}^\infty \) terms behave as \( x^{2+1} \) at large \( x \), and hence contribute \( \epsilon^3 x^{\ell+1} = \epsilon^{2-\ell} x^{2+1} \) to the expansion. The \( \ell > 2 \) terms would introduce inverse powers of \( \epsilon \) to the far expansion, while the \( \ell = 1 \) and \( \ell = 2 \) terms do not match the first and zeroth order far expansions (respectively), which have already been determined.
and again the only regular solution is a free function of $\theta$. To match to the mid solution (4.77) this function must vanish,

$$\psi_{\text{near}}^{(3)} = 0.$$  \hfill (4.79)

Eq. (2.12) implies that $I$ and $\Omega$ are just functions of $\theta$ at this order, which match as

$$\epsilon^2 \Omega^{(6)}_{\text{near}} = \Omega^{(4)}_{\text{mid}} = \frac{1}{M} \omega_3(\theta), \quad \epsilon^2 I^{(6)}_{\text{near}} = I^{(4)}_{\text{mid}} = \frac{\psi_0}{M} i_3(\theta).$$ \hfill (4.80)

The Znajek condition at the horizon (2.15) now says

$$i_3(\theta) = 2\pi \sin^2 \theta \omega_3(\theta).$$ \hfill (4.81)

### 4.5.2 Far limit

At third order in the far limit, Eq. (2.12) requires

$$\Omega^{(3)}_{\text{far}} = \frac{a}{M^2} \omega_3(\theta) \hfill (4.82)$$

$$I^{(3)}_{\text{far}} = \frac{a}{M^2} \left( -\frac{\pi}{2} \psi^{(3)}_{\text{far}} \cos \theta + \psi_0 i_3(\theta) \right),$$ \hfill (4.83)

where we have also matched to the mid limit using (4.80). (The first term in (4.83) matches to the first term in (4.59) recalling (4.54) and (4.57) as well as $\bar{x} = \epsilon x$.) The stream equation now has a source term,

$$L_{\text{far}}[\psi^{(3)}_{\text{far}}] - \frac{\psi_0}{16\pi \sin \theta} \partial_\theta \left( \sin^2 \theta g_3(\theta) \right) = s^{(3)}_{\text{far}},$$ \hfill (4.84)

with

$$g_3(\theta) = i_3(\theta) + 2\pi \sin^2 \theta \omega_3(\theta) \hfill (4.85)$$

$$= 4\pi \sin^2 \theta \omega_3(\theta),$$ \hfill (4.86)

(using (4.81) in the second step) and

$$s^{(3)}_{\text{far}} = -\frac{\psi_0 \sin^2 \theta \cos \theta}{\bar{x}^3}.$$ \hfill (4.87)

The boundary condition at small $\bar{x}$ is provided by a match to the mid expansion, which has already been determined to be [we copy (4.57) here],

$$\psi^{(3)}_{\text{far}} \sim \frac{\psi_0}{4\bar{x}} \Theta_2(\theta), \quad \bar{x} \to 0.$$ \hfill (4.88)

The boundary condition at large $\bar{x}$ is that we preserve assumption 2,

$$\psi^{(3)}_{\text{far}} \sim \text{finite}, \quad \bar{x} \to \infty.$$ \hfill (4.89)

We again have an equation with a single light surface and a single free function $\omega_3(\theta)$, so we expect a unique solution for $\psi^{(3)}_{\text{far}}(r, \theta)$ and $\omega_3(\theta)$. Our numerical analysis below will bear this out.
Before proceeding to the numerical solution, it is useful to note that the Znajek condition at infinity (2.16) gives

\[ i_3(\theta) + 2\pi \omega_3(\theta) \sin^2 \theta = \frac{\pi}{4\psi_0} \left( 2 \cos \theta \psi_3(\infty) - \sin \theta \partial_{\theta} \psi_3(\infty) \right), \]  

(4.90)

where

\[ \psi_3(\infty)(\theta) = \lim_{\bar{x} \to \infty} \psi_3(\bar{x}). \]  

(4.91)

This can also be derived directly from Eq. (4.84) at large \( r \). Using (4.81) relates \( \omega_3(\theta) \) to \( \psi_3(\infty)(\theta) \) as

\[ \omega_3(\theta) = \frac{1}{16\psi_0 \sin^2 \theta} \left( 2 \cos \theta \psi_3(\infty) - \sin \theta \partial_{\theta} \psi_3(\infty) \right). \]  

(4.92)

Eq. (4.92) allows us to derive analytically that the correction to the total power vanishes at third relative order. From Eq. (2.14) in the far limit as \( r \to \infty \), we have

\[ P^{(3)}_{\text{far}} = -\int_0^\pi \left[ f^{(0)}_{\text{far}} \Omega^{(0)}_{\text{far}} \partial_{\theta} \psi^{(3)}_{\text{far}} + f^{(0)}_{\text{far}} \Omega^{(0)}_{\text{far}} \partial_{\theta} \psi^{(0)}_{\text{far}} + f^{(3)}_{\text{far}} \Omega^{(0)}_{\text{far}} \partial_{\theta} \psi^{(0)}_{\text{far}} \right] d\theta. \]  

(4.93)

This integral may be done at any radius \( r \). Each term contributes a non-zero result, but letting \( r \to \infty \) and using (4.92) shows that the total result vanishes,

\[ P^{(3)}_{\text{far}} = 2\pi \psi_0 \left( \frac{a}{8M^2} \right) 2 \int_0^\pi \partial_{\theta} (\sin^2 \theta \psi_3(\infty)) d\theta = 0. \]  

(4.94)

Note that the flux vanishes separately in each hemisphere provided that \( \psi^{(3)} \) is odd under \( \theta \to \pi - \theta \). It is expected on general grounds that \( \partial_{\theta} \psi \) is even for the monopole solution, since it is even at leading order and nothing in the problem breaks that symmetry. Since the corrections \( \psi^{(n)} \) must vanish at both poles, there is no freedom to add a constant and it follows that \( \psi^{(n)} \) should be odd. That \( \psi^{(3)}_{\text{far}} \) should be odd can also be seen from structure of the equation (4.84), since the source \( s^{(3)}_{\text{far}} \) is odd, while the operator \( L_{\text{far}} \) preserves parity.

We now describe our numerical method and present the results; further details are given in App. C. We regard \( \psi^{(3)}_\infty(\theta) \) as the free function, with \( \omega_3(\theta) \) given by Eq. (4.92). We parameterize \( \psi^{(3)}_\infty(\theta) \) using the \( \Theta_\ell(\theta) \) described in App. B,

\[ \psi^{(3)}_\infty = \psi_0 \sum_{\ell=2,4,6,...} c_\ell \Theta_\ell(\theta), \]  

(4.95)

where we include only even \( \ell \) since \( \psi^{(3)} \) should be odd (see discussion below Eq. (4.94)). For each choice of \( \psi^{(3)}_\infty(\theta) \), we consider the quantity \( W(r, \theta) \equiv \psi^{(3)}_{\text{far}} - \psi^{(3)}_\infty \) and solve Eq. (4.84) for \( W \) separately inside and outside the light surface. These two solutions generally disagree on the light surface, and we measure the amount of this disagreement by \( \| \Delta W \| \), the \( L^2 \) norm on the light surface of the difference between the two values of \( W \). In order to obtain a global solution of Eq. (4.84), we need \( \| \Delta W \| \) to vanish, so we minimize \( \| \Delta W \| \) as a function of the \( c_\ell \). We find that the inferred value of \( \psi^{(3)}_\infty \) settles to a fixed function as we increase the number of \( c_\ell \) we consider, demonstrating the existence of a solution and providing support for its uniqueness. In practice, a good fit is provided by including three terms,

\[ \psi^{(3)}_\infty(\theta) \approx \psi_0 \left( c_2 \Theta_2(\theta) + c_4 \Theta_4(\theta) + c_6 \Theta_6(\theta) \right). \]  

(4.96)
Figure 1: Illustration of the parameter optimization. On the left, we show the light surface mismatch $||\Delta W||$ for the initial guess ($c_2 = c_4 = c_6 = 0$), and at each subsequent one dimensional parameter optimization. On the right, we show the two values of $W$ on the light surface as a function of $z \equiv \bar{x} \cos \theta$, for the final iteration where the parameter values are given in Eq. (4.97).

Fig. 1 left shows the behavior of $||\Delta W||$ as a function of the iteration number in parameter optimization, culminating in an optimal set of parameters for which $||\Delta W||$ is very small. The result is

$$c_2 = 0.0218, \quad c_4 = 0.00271, \quad c_6 = -0.000316.$$  (4.97)

Fig. 1 right shows the two values of $W$ on the light surface. Note the excellent agreement between them. Given the definition of $W$ and the boundary conditions used, the agreement of the two values of $W$ leads to agreement of the two values of $\psi$ and the gradient of $\psi$. Thus we have found a numerical global solution of Eq. (4.84) for $\psi_{\text{far}}^{(3)}$. This solution is shown in Fig. 2.

The form of $\psi_{\text{far}}^{(3)}(\theta)$ determines the function $\omega_3(\theta)$ via Eq. (4.92). Plugging Eq. (4.96) into Eq. (4.92) gives

$$\omega_3(\theta) \approx \frac{35c_2}{560} - \frac{14c_4}{80} + \frac{8c_6}{112} \Theta_1(\theta) + \frac{7c_4}{80} - \frac{4c_6}{112} \Theta_3(\theta) + \frac{11c_6}{112} \Theta_5(\theta),$$  (4.98)

$$= .0013\Theta_1(\theta) + .00025\Theta_3(\theta) - .000031\Theta_5(\theta),$$  (4.99)

where we use (4.97) in the second line.

5 Comparison with Previous work

Using what we call the mid expansion, Blandford and Znajek [1] obtained the leading order solution and energy extraction rate. Their strategy was to demand that the solution obey the same relationship between $I$ and $\Omega$ as a corresponding flat spacetime solution (in this case the Michel monopole). Our approach clarifies the meaning of this step: it is imposed by smooth matching to the far limit. Blandford and Znajek also found the first non-vanishing correction to the flux function, which we denote $\psi_{\text{mid}}^{(2)}$.

Tanabe and Nagataki [7] later found a solution for $I_{\text{mid}}^{(3)}$, $\Omega_{\text{mid}}^{(3)}$, and $\psi_{\text{mid}}^{(4)}$ which contained two undetermined parameters. They noted that no value of these parameters could prevent $\psi_{\text{mid}}^{(4)}$ from
diverging at large \( r \), and concluded that a better understanding of boundary conditions at infinity was necessary. Interestingly, they were able to obtain a unique energy extraction rate from their partial solution, apparently due to a coincidental cancelation of terms involving the undetermined parameters. Our work settles the issue of boundary conditions—one must match to the far expansion and then impose finiteness of \( \psi \) at infinity (equivalently \((2.16)\))—and confirms the subleading energy extraction rate first calculated by Tanabe and Nagataki.

Pan and Yu \([8]\) later found the full expression for \( I^{(3)}_{\text{mid}} \) and \( \Omega^{(3)}_{\text{mid}} \) by imposing the condition that the fourth-order source term for the stream equation must vanish at large \( r \) (Eqs. (29) and (30) therein). While this happens gives the correct answer because (as we show) this source does happen to fall off (Eqs. (A.2), (A.5), and (A.6) below), we see no justification for imposing the falloff condition (and none is given in Ref. \([8]\)). Furthermore, to derive results at any given order in perturbation theory, it should never be necessary to appeal to properties at higher order. Indeed, our work shows that \( I^{(3)}_{\text{mid}} \) and \( \Omega^{(3)}_{\text{mid}} \) may be straightforwardly derived using only the relative order to which they belong (as well as lower orders). Our work shows that, despite the flawed derivation in Ref. \([8]\), the results are in fact correct.

Pan and Yu later applied their method at higher order in Ref. \([9]\). This paper contains unjustified assumptions and erroneous claims. The unjustified falloff condition (“convergence condition”) is used at all orders. Expressed in our notation, the authors claim that \( \psi^{(4)}_{\text{mid}} \) vanishes at large \( r \) (Eq. (18) therein). Three independent analyses (Ref. \([7]\), Ref. \([10]\) and Eqs. (A.8) and (A.9) below) have shown that this claim is false: \( \psi^{(4)}_{\text{mid}} \) in fact diverges at large \( r \). The authors then make the same claim at all orders, asserting (in our notation) that \( \psi(r \to \infty) = \psi_0(1 - \cos \theta) \) exactly (see discussion above Eq. (30) therein), or equivalently that all perturbations to \( \psi \) vanish at infinity. This claim is false both in the mid limit they consider (as described above for \( \psi^{(4)}_{\text{mid}} \)) and in the far limit that is necessary to actually access the asymptotic region, as we show by finding a non-zero value for \( \psi^{(3)}_\infty \) in Eq. (4.96).
The perturbative monopole solution was revisited more recently in Ref. [10]. The authors also considered a perturbative approach they termed “matched asymptotic expansions”, and concluded that this approach fails. In terms of our notation, they assume a jointly smooth expansion in \((\epsilon, M/r)\). We would call this an assumption of overlapping regular expansions (large \(r\) and small \(\epsilon\)), rather than the method of matched asymptotic expansions, because there is no “mixing” between the perturbation parameter \(\epsilon\) and the radius \(r\). The analysis of [10] shows that this assumption of overlapping regular expansions is inconsistent, indicating the need for a true matched asymptotic expansions approach like ours. (Ref. [11] further demonstrates the need for matched asymptotic expansions.) Our work shows that the monopole flux function is jointly \(C^3\) in \((\epsilon x, 1/x)\), where \(x = r/M\),\(^{11}\) with similar statements for the other quantities. However, at next order logarithms will appear, and ultimately the near limit may become important, so we make no claims about the behavior of the solution family to higher order. See Sec. II of Ref. [24] for further discussion of the relationship between matched asymptotic expansions and jointly smooth behavior in “mixed” variables.
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A Mid limit at fourth order

We now discuss the mid limit at one order higher than considered in the text. This allows us to connect with previous work and also speculate about the behavior of the solution at higher order. First we note that if there is a smooth expansion through fourth order in \(\epsilon\) in the mid limit, the flux function will satisfy

\[
L_{\text{mid}}[\psi^{(4)}_{\text{mid}}] = s^{(4)}_{\text{mid}},
\]

where the source term is

\[
s^{(4)}_{\text{mid}} = \psi_0 f_2(x)\Theta_2(\theta) + \psi_0 f_4(x)\Theta_4(\theta)
\]

\(^{11}\)Let \(a = \epsilon x\) and \(b = 1/x\). The mid limit \(\epsilon \to 0\) fix \(x\) is equivalent to \(a \to 0\) fix \(b\), and the far limit \(\epsilon \to 0\) fix \(\epsilon x\) is equivalent to \(b \to 0\) fix \(a\). The behavior we find in the overlap region corresponds to Taylor expansion of \(\psi\) in \(a\) and \(b\), demonstrating the joint smoothness.
with

\[ f_2(x) = \frac{1}{112(x-2)x^6}(192(x-2)x^4\hat{R}(x)^2 \]
\[ - 2x^2\hat{R}(x)(-704 + 480x - 64x^2 + 3x^5 + 32(x-2)x^2\hat{R}'(x) + 16(x-2)^2x^3\hat{R}''(x)) \]
\[ + 48\hat{R}(2)x^4 + 2(-288 + 112x + 72x^2 - 16x^4 + x^5) \]
\[ + 2x^2(-384 + 192x - 32x^2 + 16x^3 - 2x^5 + x^6)\hat{R}'(x) \]
\[ + x^3(384 - 288x + 112x^2 - 32x^3 - 2x^5 + x^6)\hat{R}''(x)) \] (A.3)

and

\[ f_4(x) = \frac{3}{448(x-2)x^6}(-1152(x-2)x^4\hat{R}^2(x) \]
\[ - 2x^2\hat{R}(x)(3(512 - 64x - 96x^2 + x^5) - 192(x-2)x^2\hat{R}'(x) - 96(x-2)^2x^3\hat{R}''(x)) \]
\[ + 48\hat{R}(2)x^4 + 2(384 - 96x^2 - 2x^4 + x^5) + 2(x-2)x^2(-256 + 16x^2 + x^5)\hat{R}'(x) \]
\[ + (x - 2)x^3(256 - 64x - 32x^2 + x^5)\hat{R}''(x)) \] (A.4)

The function \( \hat{R}(x) \) was given in Eq. (4.49) above. At large \( x \) we have

\[ f_2(x) \sim -\frac{3}{224x} + O\left(\frac{\log x}{x^2}\right), \quad x \to \infty \] (A.5)
\[ f_4(x) \sim -\frac{9}{896x} + O\left(\frac{\log x}{x^2}\right), \quad x \to \infty. \] (A.6)

Analogously to (4.47), we write the general solution as

\[ \psi_{\text{mid}}^{(4)} = \psi_0\hat{R}_2(x)\Theta_2(\theta) + \psi_0\hat{R}_4(x)\Theta_4(\theta) + \sum_{\ell=1}^{\infty} (B_\ell^< R_\ell^<(x) + B_\ell^> R_\ell^>(x)) \Theta_\ell(\theta), \] (A.7)

where \( \hat{R}_2 \) and \( \hat{R}_4 \) are particular solutions to the \( \ell = 2 \) and \( \ell = 4 \) equations,

\[ \hat{R}_2(x) = -2R_2^<(x) \int R_2^<(x)f_2(x)dx + 2R_2^>(x) \int R_2^<(x)f_2(x)dx, \] (A.8)
\[ \hat{R}_4(x) = -8R_4^<(x) \int R_4^<(x)f_4(x)dx + 8R_4^>(x) \int R_4^<(x)f_4(x)dx. \] (A.9)

Expanding the solutions near infinity gives

\[ \hat{R}_2(x) \sim C_2^a \left( x^3 - \frac{3}{2}x^2 \right) + \frac{x}{448} + \frac{227 - 60\log(2) + 60\log(x)}{100800} + O\left(\frac{\log x}{x}\right), \] (A.10)
\[ \hat{R}_4(x) \sim C_4^a \left( x^5 \frac{5x^3}{6} - \frac{5x^3}{8} + \frac{5x^3}{84} - \frac{5x^2}{21} \right) + \frac{9x}{17920} - \frac{3(-121 + 40\log(2) - 40\log(x))}{896000} + O\left(\frac{\log x}{x}\right), \] (A.11)

where \( C_2^a \) and \( C_4^a \) are constants of integration that are degenerate with \( B_2^< \) and \( B_4^< \) in Eq. (A.7). Even if we set these constants to zero, the solution still blows up like \( x \), as first observed in Ref. [7]. In a mid-only perturbation approach the blowup indicates an inconsistency. Our approach has resolved the inconsistency by including the far limit and noting that there is a contribution at third
relative order, i.e. one order lower than the presumed inconsistency. Note, however, that we infer from the third order far equation (4.84) that
\[
\psi^{(3)}_{\text{far}} \xrightarrow{x \to 0} \frac{\psi_0 \Theta_2(\theta)}{4} \frac{1}{x} + \psi_0 \left( \frac{\Theta_2(\theta)}{448} + \frac{9 \Theta_4(\theta)}{17920} \right) x + O(x^2). \tag{A.12}
\]

We already discussed that the leading $1/x$ term matches with $\psi^{(2)}_{\text{mid}}$ in the matching region between the middle and far region. The subleading $x$ term now matches with the large radius behavior of $\psi^{(4)}_{\text{mid}}$ derived in (A.10)-(A.11) after setting $C^a_2 = C^a_4 = 0$.

In this work we do not go beyond the third relative order. However, we can anticipate already that the next order will involve logarithms, such that the assumption of a smooth expansion that underlies Eq. (A.1) is unlikely to be correct. The reason is that the solutions (A.10) and (A.11) contain $\log x$ terms which contribute terms of order $\epsilon^4 \log x = \epsilon^4 \log(\bar{x}/\epsilon)$ to the flux function, indicating the need for an $\epsilon^4 \log \epsilon$ term in the far expansion. In cases like this one typically circles back and includes logarithms in the next-order ansatz for all expansions in order to consistently derive an $\epsilon^4 \log \epsilon$ relative correction. We leave such analysis for future work.

**B Eigenfunctions of the mid operator**

An important operator that appears in our analysis is
\[
L_{\text{mid}} = \partial_x [(1 - \frac{2}{x}) \partial_x] + \frac{\sin \theta}{x^2} \partial_\theta \left[ \frac{1}{\sin \theta} \partial_\theta \right]. \tag{B.1}
\]

This operator separates into
\[
L^\theta_\ell = \partial_\theta (\frac{1}{\sin \theta} \partial_\theta) + \frac{\ell(\ell + 1)}{\sin \theta} \tag{B.2}
\]
\[
L^x_\ell = \partial_x [(1 - \frac{2}{x}) \partial_x] - \frac{\ell(\ell + 1)}{x^2}. \tag{B.3}
\]

These operators are analyzed in Ref. [25], and we present the needed results here.

**B.1 Angular functions**

Solutions $L^\theta_\ell[\Theta(\theta)] = 0$ that vanish quadratically at both poles only occur for integers $\ell \geq 1$, and are given by (with $k > 0$ a positive integer)
\[
\Theta_{2k-1}(\theta) = 2 F_1[-k, k - \frac{1}{2}; \frac{1}{2}; \cos^2 \theta] \tag{B.4}
\]
\[
\Theta_{2k}(\theta) = 2 F_1[-k, k + \frac{1}{2}; \frac{3}{2}; \cos^2 \theta] \cos \theta. \tag{B.5}
\]

The first several eigenfunctions are
\[
\Theta_1(\theta) = \sin^2 \theta \tag{B.6}
\]
\[
\Theta_2(\theta) = \cos \theta \sin^2 \theta \tag{B.7}
\]
\[
\Theta_3(\theta) = (1 - 5 \cos^2 \theta) \sin^2 \theta \tag{B.8}
\]
\[
\Theta_4(\theta) = (1 - \frac{2}{3} \cos^2 \theta) \cos \theta \sin^2 \theta. \tag{B.9}
\]
These $\Theta_\ell$ are orthogonal with weight $\csc \theta$. We presume they are also complete for functions vanishing at both poles, but the differential operator (B.2) is not sufficiently regular to apply the standard Strum-Liouville theorems.

### B.2 Radial functions

For $\ell > 0$, the general solution $R_\ell$ to the homogeneous radial equation $L_\ell^2 [R_\ell] = 0$ is a linear combination of

$$R_\ell^< (x) = \frac{x^2 \Gamma(\ell + 2)^2}{2 \Gamma(2\ell + 1)} 2F_1[\ell + 2, 1 - \ell; 3; \frac{x}{2}]$$

$$R_\ell^> (x) = -\frac{2}{\sqrt{\pi}} \left( \frac{x}{4} \right)^{\ell} \left\{ 2F_1[\ell + 2, \ell; 1; 1 - \frac{2}{x}] \log \left( 1 - \frac{2}{x} \right) + P_\ell \left( \frac{x}{2} \right) \right\},$$

where the polynomials $P_\ell$ are defined recursively by

$$P_1(x) = x^2 + \frac{x}{2}$$

$$P_2(x) = 4x^4 - x^3 - \frac{x^2}{6}$$

$$P_\ell(x) = \frac{(2\ell - 1)[(\ell - 1)(2x - 1) - 1]xP_{\ell-1}(x) - \ell^2(\ell - 2)x^2P_{\ell-2}(x)}{(\ell + 1)(\ell - 1)^2}.$$  

The normalization has been chosen so that

$$R_\ell^< (x) \sim x^{\ell+1}, \quad x \to \infty$$

$$R_\ell^> (x) \sim x^{-\ell}, \quad x \to \infty.$$  

### C Numerical Methods

We now present the numerical methods used to solve Eq. (4.84) for $\psi^{(3)}_\infty$. We will find it helpful to introduce the quantity $W$ defined by

$$W \equiv \psi^{(3)}_\infty - \psi^{(3)}_\infty.$$

Then Eq. (4.84) becomes

$$L_{\infty}[W] = -\frac{\psi_0 \sin^2 \theta \cos \theta}{x^3} - \frac{\sin \theta}{x^2} \frac{d}{d\theta} \left( \frac{1}{\sin \theta} \frac{d\psi^{(3)}_\infty}{d\theta} \right).$$

Here we have used Eqs. (4.85) and (4.92) to express $g_3(\theta)$ in terms of $\psi^{(3)}_\infty(\theta)$.

We will also find it helpful to introduce cylindrical coordinates $(\rho, z)$ given by

$$\rho \equiv \bar{x} \sin \theta, \quad z \equiv \bar{x} \cos \theta.$$  

Then Eq. (C.2) becomes

$$\frac{(1 - \frac{\rho^2}{64}) [\partial^2 W / \partial \rho^2 + \partial^2 W / \partial z^2]}{\rho} - \left( \frac{1}{\rho} + \frac{\rho}{64} \right) \frac{\partial W}{\partial \rho} + \frac{1}{32} (2 - 3\sin^2 \theta) W$$

$$= -\frac{\psi_0 \sin^2 \theta \cos \theta}{x^3} - \frac{\sin \theta}{x^2} \frac{d}{d\theta} \left( \frac{1}{\sin \theta} \frac{d\psi^{(3)}_\infty}{d\theta} \right).$$
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Here \( \bar{x} \) and \( \theta \) are to be thought of as functions of \( \rho \) and \( z \) given by
\[
\bar{x} = \sqrt{\rho^2 + z^2} \quad \text{and} \quad \theta = \tan^{-1}(\rho/z).
\]

Eq. (C.4) is a singular elliptic equation. That is, this equation is elliptic except at \( \rho = 8 \). Furthermore, it is clear that at \( \rho = 8 \) any nonsingular solution must satisfy
\[
\frac{\partial W}{\partial \rho} - \frac{1}{8}(2 - 3\sin^2 \theta)W = \frac{4\psi_0 \sin^2 \theta \cos \theta}{\bar{x}^3} + \frac{4 \sin \theta}{\bar{x}^2} \frac{d}{d\theta} \left( \frac{1}{\sin \theta} \frac{d\psi(3)}{d\theta} \right). \tag{C.5}
\]

Therefore, one should think of Eq. (C.4) as two singular elliptic equations: one defined on an inner domain where \( 0 \leq \rho \leq 8 \) and one defined on an outer domain where \( 8 \leq \rho < \infty \). In each case \( \rho = 8 \) is a boundary of the domain on which one imposes the boundary condition of Eq. (C.5). We know of no general theorems on singular elliptic equations that would allow us to deduce existence or uniqueness for each of the two singular elliptic problems. Nonetheless, we can apply the standard numerical method of relaxation to the problems and see what happens.

Relaxation is an iterative method that works as follows: The function is represented as a set of values at regularly spaced grid points. Eq. (C.4) then becomes an expression for the value of the function at each grid point in terms of the values at each of its nearest neighbors. This expression is used to give the value of the function at the next iteration. The method computes a residual that is a measure of how badly the function at the current iteration fails to satisfy the finite difference version of the differential equation. Once the residual falls below some preset tolerance, the program declares that it has found a solution and the iteration terminates. If after a preset number of iterations, the specified tolerance is not reached, the program declares failure to find a solution and the program halts. The iteration actually reaching the specified tolerance should be taken as prima facie evidence both that the equation has a solution and that the numerical method has found it.

We now want to be more precise about the boundary conditions for each of the domains. Though \( W \) is defined on an infinite size domain, computer grids are finite. We therefore introduce quantities \( \rho_{\text{max}} \) and \( z_{\text{max}} \) as the maximum values of \( \rho \) and \( z \) respectively. By the definition of \( W \) it follows that \( W \to 0 \) as \( \rho \to \infty \) or \( z \to \infty \). We will implement this condition numerically by requiring that \( W \rightarrow 0 \) at \( \rho = \rho_{\text{max}} \) and at \( z = z_{\text{max}} \). From Eq. (4.88) it follows that \( W \) is singular at small \( \bar{x} \). So we introduce the quantity \( \bar{x}_{\text{min}} \) as the minimum allowed value of \( \bar{x} \) in the domain, and we impose the condition that at that boundary
\[
W = \frac{\psi_0 \sin^2 \theta \cos \theta}{4\bar{x}} - \psi(3)_{\infty} \tag{C.6}
\]
Finally, the angular dependence of \( \psi(3) \) is such that it vanishes at \( \theta = 0 \) and at \( \theta = \pi/2 \), from which we conclude that \( W \) vanishes at \( \rho = 0 \) and at \( z = 0 \). To summarize: the inner domain has boundaries at \( \rho = 0 \), \( z = 0 \) and \( z = z_{\text{max}} \) at which \( W \) vanishes, a boundary at \( \bar{x} = \bar{x}_{\text{min}} \) at which Eq. (C.6) is imposed, and a boundary at \( \rho = 8 \) at which Eq. C.5 is imposed. The outer domain has boundaries at \( z = 0 \), \( z = z_{\text{max}} \) and \( \rho = \rho_{\text{max}} \) at which \( W \) vanishes, and a boundary at \( \rho = 8 \) at which Eq. (C.5) is imposed.

It is clear that this numerical method is making multiple approximations. Thus we expect to obtain a solution of Eq. (C.2) only in the simultaneous limit in which grid spacing goes to zero, \( \bar{x}_{\text{min}} \to 0 \) and \( \rho_{\text{max}} \) and \( z_{\text{max}} \) go to infinity.

Having solved Eq. (C.4) on both the inner domain and the outer domain, subject to the appropriate boundary conditions, we still do not have a global solution to Eq. (C.4). The reason is
that in general the value of $W$ at $\rho = 8$ for the inner domain (which we will call $W_1$) will not be the same as the value of $W$ at $\rho = 8$ for the outer domain (which we will call $W_2$). However, we have at our disposal the function $\psi_{(3)}^\infty$ which we will choose in an attempt to make $W_1$ equal to $W_2$. More precisely, we define $||\Delta W||$ to be the $L^2$ norm of $W_2 - W_1$, and we pick a parametrized space of possible $\psi_{(3)}^\infty$. We then find the value of the parameters that lead to the smallest $||\Delta W||$. As usual with such numerical methods, if we can get $||\Delta W||$ sufficiently small, we declare that we have found an approximate solution. (And if we can’t, then we either declare failure to find a solution, or we look for a better parameter space). We will choose the following parameter space

$$\psi_{(3)}^\infty(\theta) = c_2 \Theta_2(\theta) + c_4 \Theta_4(\theta) + c_6 \Theta_6(\theta)$$ (C.7)

Where $c_2$, $c_4$ and $c_6$ are the parameters. We find the minimum by applying the line minimization method given in Numerical Recipes [26]. That is, we start out with guesses for $c_2$, $c_4$ and $c_6$. Then keeping $c_4$ and $c_6$ fixed we use the Numerical Recipes one dimensional search to find the value of $c_2$ that minimizes $||\Delta W||$. Then with that value of $c_2$, we pick the $c_4$ that gives the smallest $||\Delta W||$. Then on to $c_6$, then back to $c_2$ and so on until $||\Delta W||$ isn’t getting any smaller, at which point we can declare victory if $||\Delta W||$ is sufficiently small.
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