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Abstract

We consider an infinite-server system with as input process a non-homogeneous Poisson process with rate function \( \Lambda(t) = a^\top X(t) \). Here \( \{X(t) : t \geq 0\} \) is a generalized multivariate shot-noise process fed by a Lévy subordinator rather than by just a compound Poisson process. We study the transient behavior of the model, analyzing the joint distribution of the number of customers in the queueing system jointly with the multivariate shot-noise process. We also provide a recursive procedure that explicitly identifies transient as well as stationary moments and correlations. Various heavy-tail and heavy-traffic asymptotic results are also derived, and numerical results are presented to provide further insight into the model behavior.
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1 Introduction

In most queueing models the arrival process of customers is assumed to be a homogeneous Poisson process. However, in many real-world examples, the arrival process is non-homogeneous, and the arrival rate of the Poisson process should even be viewed as a stochastic process. The latter arrival process is called a Cox process [12] or doubly stochastic Poisson process. An interesting example is provided by a popular website, where the arrival process of visitors is a Poisson process whose rate may jump up due to a viral event, decay gradually and jump up again at another event. An important characteristic of this type of processes is that their dispersion index, the ratio of the variance to the mean, is greater than one; for the ordinary Poisson process, this ratio is one. Cox processes are well-known within and outside of the
queueing community, as they arise naturally in many applications and are typically amenable
to exact analysis. In this paper, we consider a Cox arrival process, in which the arrival rate
is a weighted sum of \( d \), possibly correlated, shot-noise processes. This arrival process forms
the input into an infinite-server queue. There is a rich literature on the M/G/\( \infty \) system, see
e.g. [21]. However, the Cox/G/\( \infty \) queue is much less studied. Our objective in this study is to
obtain the joint distribution of the arrival rate and the number of customers in this Cox/G/\( \infty \)

\( \circ \) Related literature. Our work partly builds on the recent paper [6], which focuses on the
same Cox/G/\( \infty \) system. The authors of [6] develop a general framework for the stationary
study of infinite-server queues whose input is a Multivariate Cox process. [6] generalizes [17],
which studies a Cox/G/\( \infty \) system in which the arrival rate is a shot-noise process, where the
jumps of the shot-noise process occur according to a homogeneous Poisson process. A similar
model is studied by Daw and Pender [8], who perform an exact analysis of an infinite-server
queueing system in which the arrivals are driven by a self-exciting Hawkes process and where
service follows a phase-type distribution or is deterministic. Such a Hawkes/G/\( \infty \) system
is also analyzed in [18]. By viewing the Hawkes process as a branching process, it is shown
in [18] that the probability generating function of the number of customers in the system can
be expressed in terms of the solution of a fixed-point equation. Various asymptotic results are
also obtained. Apart from these papers, related work can also be found in [2, 4, 13, 15].

\( \circ \) Main contributions. We are interested in the performance of an infinite-server queue whose
input is a non-homogeneous Poisson process, which is generated by the modulation of a gen-
eralized shot-noise process. The rate function of the generalized shot-noise process is defined
with respect to a Lévy subordinator. One contribution is the development of the framework
of [6] in a more queueing theoretic way. Our second contribution is the derivation of the tran-
sient joint transform of the number of customers jointly with the multivariate shot-noise rate
function. This transform allows us to obtain the joint transform of the number of customers
and the arrival rate. Thirdly, we develop a recursive procedure that explicitly identifies any
transient as well as stationary moments. Finally, we also derive various asymptotic results. In
particular, we obtain the asymptotics of the queue length process, under assumptions regard-
ing the tail behavior of the shot-noise process. Subsequently, we derive a central limit theorem
for the vector of number of customers and arrival rate. We also briefly discuss a functional
central limit theorem for the number of customers in the system.

\( \circ \) Organization of the paper. In Section 2 we describe the model and discuss some prelim-
inary results, which are used in the later sections to obtain the main results of the paper. In
Section 3 we derive the transient joint transform of the number of customers and the input rate
function. In Section 4 we derive a recursive scheme, which allows us to calculate any mixed
transient moments. Section 5 considers the asymptotics of the queue length process, under
assumptions regarding the multi-dimensional tail behavior of the shot-noise process. Addition-
ally, a functional central limit theorem for the number of customers is discussed. In Section
we present several numerical results for the means, variances and correlation coefficients of the arrival rate and the number of customers, for various parameter settings. Section 7 contains conclusions and suggestions for further research.

2 Model description and preliminary results

- **Description.** In this paper we consider an infinite-server queue. We first detail its input process, and then describe the queueing dynamics.

The input process is of Coxian type, i.e., the number of arrivals in $[0, t]$ has a Poisson distribution with a random rate $\Lambda(t)$. To describe how the rate process $\Lambda(\cdot)$ is constructed, we first define the process $X(\cdot)$, as follows. Let $J(\cdot)$ be a $d$-dimensional subordinator, i.e., a $d$-dimensional Lévy process which is non-decreasing in all components. For $z \in \mathbb{R}_+^d$ we define the Laplace exponent $\eta(\cdot)$ of $J(\cdot)$:

$$\eta(z) := -\log \mathbb{E}[e^{-z^\top J(1)}] = c^\top z + \int_0^\infty (1 - e^{-x^\top z}) \nu(dx),$$

where $c \in \mathbb{R}_+^d$ and $\nu$ is an associated Lévy measure satisfying

$$\nu\left((\mathbb{R}_+^d \cup \{0\}) \setminus \{z \in \mathbb{R}_+^d \setminus \{0\} \} \right) = 0 \quad \text{and} \quad \int_{\mathbb{R}_+^d} (\|x\| \land 1) \nu(dx) < \infty.$$  

Let the matrix $Q = (q_{ij})$ be a $(d \times d)$-matrix with non-negative diagonal and non-positive off-diagonal elements, and with all eigenvalues having strictly positive real parts; for more detail see [6]. Now fix the initial state $X(0) = x$, componentwise strictly positive. We then define the process $X(\cdot)$ through

$$X(t) = e^{-Qt}x + \int_0^t e^{Q(t-s)}dJ(s).$$

We thus find that $X(\cdot)$ is the unique solution to the stochastic integral equation

$$X(t) = x + J(t) - Q \int_0^t X(s)ds.$$  

The input rate process, corresponding to our Coxian arrival process, is

$$\Lambda(t) := a^\top X(t),$$

where $a \in \mathbb{R}_+^d$, and $\tau$ denotes the transpose of a vector or matrix.

Now that we have defined the arrival process, we can introduce the queueing model under study. This system is of infinite-server type, meaning that all jobs present are served simultaneously (and obviously leave the system after service completion). It is throughout assumed that the service times $G_1, G_2, \ldots$ are independent and identically distributed non-negative random variables, that are in addition independent of $J(\cdot)$; here $G$ denotes a generic random variable with the same distribution as $G_1$. We let $L(t)$ be the number of customers present at time $t$. 

3
Preliminary results. For the considered model, our first objective is to derive the joint transform of $L(t)$ and $\Lambda(t)$, for any $t \geq 0$. For this purpose, we start with the following lemma, which will be used in the next section.

Lemma 2.1. Let $L(t)$ be the number of customers in the system at time $t$ given that $L(0) = 0$. Then

$$E[w^{L(t)}e^{-b^T X(t)}] = \exp \left( \int_0^t (w-1) \mathbb{P}(G > u) \Lambda(u) du \right).$$

Proof. Using the argument given [17, Section 3.1], conditional on the path of the rate process $\Lambda(\cdot)$ between 0 and $t$, it immediately follows that the number of customers $L(t)$ in the system at time $t$ is Poisson distributed with parameter $\int_0^t \mathbb{P}(G > u) \Lambda(u) du$.

3 Infinite-server system with Lévy shot-noise modulation

In this section we aim at obtaining the joint transform of $L(t)$ and $\Lambda(t)$ at time $t \geq 0$. To this end, we first derive the joint transform of $L(t)$ and $X(t)$.

Derivation of the joint transform of $L(t)$ and $X(t)$. Following the line of reasoning of the proof of Lemma 2.1,

$$E[w^{L(t)}e^{-b^T X(t)}|X(0) = x] = \exp \left( \int_0^t (w-1) \mathbb{P}(G > t-u) \Lambda(u) du - b^T X(t) \right) |X(0) = x.$$  

Let $\phi_w(u) := (w-1) \mathbb{P}(G > u)$, and consider the exponent in (7). It follows from (3) that

$$\int_{u=0}^t \phi_w(t-u) a^T X(u) du - b^T X(t)$$

$$= \int_{u=0}^t \phi_w(t-u) \left( a^T e^{-Qu} X(0) + a^T \int_{s=0}^u e^{-Q(s-u)} dJ(s) \right) du$$

$$- b^T \left( e^{-Qt} X(0) + \int_{s=0}^t e^{-Q(t-s)} dJ(s) \right)$$

$$= - \left( b^T e^{-Qt} - a^T \int_{u=0}^t e^{-Q(t-u)} \phi_w(t-u) du \right) X(0)$$

$$- \int_{s=0}^t \left( b^T - a^T \int_{u=s}^t e^{-Q(t-u)} \phi_w(t-u) du \right) e^{-Q(t-s)} dJ(s).$$  

Combining (7) and (8) and conditioning on $X(0) = x$, we obtain

$$E[w^{L(t)}e^{-b^T X(t)}|X(0) = x]$$
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where

\[r \in \mathbb{L}(0) = \exp \left\{ - \left( b^\top e^{-Qt} - a^\top \int_{t=0}^t e^{-Qu} \phi_w(t-u) \, du \right) x \right\}
- \int_{s=0}^t \left( b^\top - a^\top \int_{u=s}^t e^{-Qu} \phi_w(t-u) \, du \right) e^{-Q(t-s)} \, dJ(s) \right\}.
\]

(9)

Recall that \(\eta(\cdot)\) is the Laplace exponent of the subordinator \(J(\cdot)\) defined by (1). The following fact for a subordinator, cf. [10, Eqn. (4)], is useful for our purpose:

\[E \left[ \exp \left\{ - \int_{0}^{\infty} r^\top(s) \, dJ(s) \right\} \right] = \exp \left( - \int_{0}^{\infty} \eta(r(s)) \, ds \right),\]

(10)

for a vector-valued function \(r(\cdot)\). We define, for a given \(t \geq 0\), the row vector

\[r^\top(t-s) := \left( b^\top - a^\top \int_{s}^{t} e^{-Q(u)} \phi_w(t-u) \, du \right) e^{-Q(t-s)}\]

(11)

if \(s \in [0,t]\), and 0 if \(s > t\). It now follows from (9)-(11) that

\[\mathbb{E}[w_L(t) e^{-b^\top X(t)} | X(0) = x] = \exp \left\{ - \left( b^\top e^{-Qt} - (w-1)a^\top \int_{g=0}^{t} e^{-Q(s-g)} \mathbb{P}(G > g) \, dg \right) x \right\}
- \int_{s=0}^{t} \eta \left( \left( b^\top e^{-Qs} - (w-1)a^\top \int_{g=0}^{s} e^{-Q(s-g)} \mathbb{P}(G > g) \, dg \right)^\top \right) ds \right\}.
\]

(12)

Note that (12) is a generalization of [17, Lemma 2.1]. In [17], the driving Lévy process was compound Poisson, whereas here it is a subordinator. In the compound Poisson case \(\eta(v) = \lambda(1 - \beta(v))\), with \(\lambda\) the arrival rate of jumps, the sizes of which have Laplace-Stieltjes transform \(\beta(\cdot)\).

Recalling the concept of the residual of a random variable, we have for the residual \(G^{\text{res}}\) of \(G\):

\[\int_{g=0}^{y} \mathbb{P}(G > g) \, dg = \mathbb{E}[G] \mathbb{P}(G^{\text{res}} \leq y),\]

(13)

so that

\[\mathbb{E}[G] \mathbb{E}[e^{-Q(y-G^{\text{res}})} 1_{\{G^{\text{res}} \leq y\}}] = \int_{g=0}^{y} e^{-Q(y-g)} \mathbb{P}(G > g) \, dg.\]

(14)

Upon combining the above results, we arrive at

\[\mathbb{E}[w_L(t) e^{-b^\top X(t)} | X(0) = x] = \exp \left\{ - r^\top(t) x - \int_{s=0}^{t} \eta(r(s)) \, ds \right\},\]

(15)

where \(r^\top(s)\) can be written as \(b^\top e^{-Qs} - (w-1) \mathbb{E}[G] a^\top \mathbb{E}[e^{-Q(s-G^{\text{res}})} 1_{\{G^{\text{res}} \leq s\}}].\)
Derivation of the joint transform of \( L(t) \) and \( \Lambda(t) \). The above joint transform of \( L(t) \) and \( X(t) \), conditional on \( X(0) = x \), now leads to the following two theorems. Define
\[
H(v, w, y) := ve^{-Qy} - (w - 1)E[G|\Omega(y)]; \quad \Omega(y) := E[e^{-Q(t-G_{\text{res}})}1_{\{G_{\text{res}} \leq y\}}].
\] (16)

**Theorem 3.1.** Let \( L(0) = 0 \). Then, with \( \tilde{\mathbf{r}}^\top(y) := \mathbf{a}^\top H(v, w, y), \)
\[
E[w^{L(t)}e^{-v\Lambda(t)}|X(0) = x] = \exp \left\{-\tilde{\mathbf{r}}^\top(t)x - \int_{y=0}^{t} \eta(\tilde{\mathbf{r}}(y)) \, dy \right\}. \] (17)

**Proof.** Plug in \( \mathbf{b} = va \) in (15). \( \Box \)

The next two corollaries present extensions of Theorem 3.1 to the case that \( L(0) = n_0 \), taking into account the residual service times of those \( n_0 \) customers. Let \( G_{\text{res}}^{j} \) be the residual service time of the \( j \)-th customer present at time \( t = 0, j = 1, \ldots, n_0 \).

**Corollary 3.2.** Let \( L(0) = n_0 \). Then, with \( \tilde{\mathbf{r}}^\top(y) = \mathbf{a}^\top H(v, w, y), \)
\[
E[w^{L(t)}e^{-v\Lambda(t)}|L(0) = n_0, X(0) = x, G_{\text{res}}^{1} = g_1, \ldots, G_{\text{res}}^{n_0} = g_{n_0}] = \left( \prod_{j=1}^{n_0} w^{1(s_{j} > t)} \right) \exp \left\{-\tilde{\mathbf{r}}^\top(t)x - \int_{y=0}^{t} \eta(\tilde{\mathbf{r}}(y)) \, dy \right\}. \] (18)

**Proof.** Define \( L(t) := L_{\text{old}}(t) + L_{\text{new}}(t) \), where \( L_{\text{old}}(t) \) and \( L_{\text{new}}(t) \) are the numbers of customers still present at time \( t \), that were present in the system at time \( t = 0 \) and that have joined the system in \([0, t]\), respectively. Conditional on \( L(0) = n_0, X(0) = x, G_{\text{res}}^{1} = g_1, \ldots, G_{\text{res}}^{n_0} = g_{n_0} \), the random variables \( L_{\text{old}}(t) \) and \( L_{\text{new}}(t) \) are independent. The corollary now follows immediately from Theorem 3.1. \( \Box \)

We now consider the case of exponential service times with parameter \( \mu \). In this case \( H(v, w, y) \) simplifies to
\[
H_{\text{exp}}(v, w, y) := ve^{-Qy} - (w - 1)(\mu I - Q)^{-1}(e^{-Qy} - e^{-\mu y}I), \] (19)
with \( I \) the \( d \)-dimensional identity matrix.

**Corollary 3.3.** Let \( L(0) = n_0 \), and suppose that \( G \) is exponentially distributed with parameter \( \mu \). Then, with \( \tilde{\mathbf{r}}^\top(y) = \mathbf{a}^\top H_{\text{exp}}(v, w, y), \)
\[
E[w^{L(t)}e^{-v\Lambda(t)}|L(0) = n_0, X(0) = x] = \left( 1 + (w - 1)e^{-\mu t} \right)^{n_0} \exp \left\{-\tilde{\mathbf{r}}^\top(t)x - \int_{y=0}^{t} \eta(\tilde{\mathbf{r}}(y)) \, dy \right\}. \] (20)

**Proof.** First observe that as \( G \) is exponentially distributed with parameter \( \mu \), all \( G_{\text{res}}^{j} \) (for \( j = 1, 2, \ldots, n_0 \)) are i.i.d. and also exponentially distributed with the same parameter \( \mu \); this implies \( E[w^{1(s_{j} > t)}] = 1 + (w - 1)e^{-\mu t} \). After verifying
\[
E[G] E[e^{-Q(t-G_{\text{res}})}1_{\{G_{\text{res}} \leq t\}}] = (\mu I - Q)^{-1}(e^{-Qt} - e^{-\mu t}I), \] (21)
the claim in the corollary follows. \( \Box \)
Remark 1. Taking the limit $t \to \infty$ in Theorem 3.1 gives us the transform of the stationary number of customers jointly with the stationary rate of the shot-noise process, i.e.,

$$\mathbb{E}[w^L(\infty)e^{-v\Lambda(\infty)}|X(0) = x] = \exp \left\{ - \int_{y=0}^{\infty} \eta(\tilde{r}(y)) \, dy \right\}; \quad (22)$$

to see this, observe that $H(v, w, y) \to 0$ as $y \to \infty$. Formula (22) was already derived in [6, Eqn. (62)]. Our Theorem 3.1 generalizes this to the transient case.

### 4 Derivation of recursive moment relations

In this section we provide an iterative scheme to determine mixed moments of $(L(t), \Lambda(t))$ (provided that they exist), under the assumption that $(L(0), X(0)) = (0, x)$. Our starting point is Theorem 3.1, which gives

$$\Phi(w, v) := \mathbb{E}[w^L(t)e^{-v\Lambda(t)}|L(0) = 0, X(0) = x] = e^{g(w,v)}, \quad (23)$$

where, with $\tilde{r}_T(y) = a^T H(v, w, y),

$$g(w, v) := -\tilde{r}_T(t)x - \int_{y=0}^{t} \eta(\tilde{r}(y)) \, dy. \quad (24)$$

We introduce the notation

$$M^r_n(w, v) := \partial_{r,n}\Phi(w, v), \quad \text{where} \quad \partial_{r,n} := \frac{\partial^r}{\partial w^r} \frac{\partial^n}{\partial v^n}. \quad (25)$$

Notice that

$$M^r_n(1, 0) = (-1)^n \mathbb{E}[L(t)(L(t) - 1) \ldots (L(t) - r + 1) (\Lambda(t))^n], \quad (26)$$

so knowledge of these terms leads to expressions for the cross-moments $\mathbb{E}[(L(t))^r(\Lambda(t))^n]$. The nice form of (23) enables us to evaluate the $M^r_n(w, v)$ recursively; plugging in $w = 1$ and $v = 0$ eventually leads to moment expressions. Below we first present and derive the recurrence relations, and then provide explicit expressions for the first two moments.

**Proposition 4.1.** For $n = 0, 1, \ldots$, $r = 0, 1, \ldots$,

$$M^r_{n+1}(w, v) = \sum_{k=0}^{n} \binom{n}{k} \sum_{l=0}^{r+1} \binom{r+1}{l} (\partial_{l,k+1}g(w, v)) \, M^{r+1-l}_{n-k}(w, v), \quad (27)$$

$$M^r_{n+1}(w, v) = \sum_{l=0}^{r} \binom{r}{l} \binom{n+1}{k} (\partial_{l+1,k}g(w, v)) \, M^{r-l}_{n+1-k}(w, v), \quad (28)$$

$$M^r_0(w, v) = \sum_{l=0}^{r} \binom{r}{l} \, (\partial_{l+1,0}g(w, v)) \, M^{r-l}_{0}(w, v), \quad (29)$$

$$M^0_{n+1}(w, v) = \sum_{k=0}^{n} \binom{n}{k} (\partial_{0,k+1}g(w, v)) \, M^0_{n-k}(w, v). \quad (30)$$
Proof. We have, for \( n = 0, 1, \ldots, r = 0, 1, \ldots \):

\[
M_{n+1}^r(w, v) = \left( \frac{\partial^r + 1}{\partial w^{r+1}} \right) \frac{\partial^k + 1}{\partial \mu^{k+1}} \left( M_0^0(w, v) \right)
\]

\[
= \frac{\partial^r + 1}{\partial w^{r+1}} \left( \sum_{k=0}^{r-k} \binom{n}{k} \frac{\partial^k + 1}{\partial \mu^{k+1}} M_0^{n-k}(w, v) \right)
\]

\[
= \sum_{k=0}^{r} \binom{n}{k} \left( \sum_{l=0}^{r+1} \binom{r+1}{l} \frac{\partial^l}{\partial w^{l}} \left( \frac{\partial^k + 1}{\partial \mu^{k+1}} M_0^{r+1-l}(w, v) \right) \right).
\]

This proves (27); (28) follows by symmetry. Eqns. (29) and (30) follow analogously.

Similar recursive relations for higher moments have been derived in, e.g., [1, 19].

4.1 First two transient moments

Relying on Proposition 4.1, we now compute the first and (joint) second moments explicitly. Below \( J \) denotes \( J(1) \). In addition, from the definition of \( \eta(\cdot) \), we have that the gradient vector \( \nabla^{(1)} \eta(0) \) equals \( E[J] \). The Hessian \( \nabla^{(2)} \eta(0) \) is \( -\Sigma \), with \( \Sigma_{ij} := E[J_iJ_j(1)] \).

Corollary 4.2. For \( t \geq 0 \),

\[
E[L(t)] = a^T e^{-Qt} x + a^T Q^{-1} \left( I - e^{-Qt} \right) E[J],
\]

\[
E[L(t)] = E[G] a^T \left( \Omega(t)x + \int_{y=0}^{t} \Omega(y)dy E[J] \right),
\]

where \( I \) is the \( d \times d \) identity matrix.

Proof. See Appendix A.

Remark 2. If the service time \( G \) is exponentially distributed with parameter \( \mu \), then it can be verified that \( \Omega(t) = -\mu Q^{-1} e^{-Qt} - e^{-Qt} \), with \( Q_{\mu}^{-1} := (Q - \mu I)^{-1} \). In addition,

\[
\int_{y=0}^{t} \Omega(y) dy = Q_{\mu}^{-1}(1 - e^{-\mu t}) - \mu Q_{\mu}^{-1} Q^{-1} \left( I - e^{-Qt} \right)
\]

\[
= Q^{-1} + \mu Q_{\mu}^{-1} Q^{-1} e^{-Qt} - Q_{\mu}^{-1} e^{-\mu t} I.
\]

We thus obtain

\[
E[L(t)] = a^T \left( \frac{1}{\mu} Q^{-1} E[J] - Q^{-1} e^{-Qt} - e^{-\mu t} I \right) x + Q_{\mu}^{-1} \left( Q^{-1} e^{-Qt} - \frac{e^{-\mu t}}{\mu} \right) E[J].
\]

Corollary 4.3. For \( t \geq 0 \),

\[
\text{Var}[\Lambda(t)] = a^T \left( \int_{0}^{t} e^{-Qy} \sum e^{-Qy} dy \right) a,
\]

\[
\text{Cov}(\Lambda(t), L(t)) = E[G] a^T \left( \int_{0}^{t} \Omega(y) \sum e^{-Qy} dy \right) a,
\]

\[
\text{Var}[L(t)] = E[L(t)] + (E[G])^2 a^T \left( \int_{0}^{t} \Omega(y) \sum \Omega(y) dy \right) a.
\]
Proof. See Appendix [3].

To obtain explicit expressions for higher moments, we need to assume that $Q$ and $\Sigma$ commute. If $Q$ and $\Sigma$ do not commute, then the integrals appearing in the variances and the covariance do not allow easy computation; see [23].

Remark 3. If the service time $G$ is exponentially distributed with parameter $\mu$ and the matrices $Q$ and $\Sigma$ commute, then straightforward computations reveal that, with $\bar{Q}^{-1} := (Q + \mu I)^{-1}$ and $\bar{Q}^{-1} + := Q + Q^T$,

\[
\begin{align*}
\text{Var}[\Lambda(t)] &= a^T \Sigma \bar{Q}^{-1} (I - e^{-Q^t}) a, \quad (39) \\
\text{Cov}(\Lambda(t), L(t)) &= -a^T Q^{-1} \Sigma \left[ Q^{-1} (I - e^{-Q^t}) - (Q^{-1})^T (I - e^{-Q^t}) \right] a, \quad (40) \\
\text{Var}[L(t)] &= E[L(t)] + a^T \bar{Q}^{-1} \Sigma \left[ Q^{-1} (I - e^{-Q^t}) - \bar{Q}^{-1} (I - e^{-Q^t}) \right] \\
&\quad - (Q^{-1})^T (1 - e^{-Q^t}) + \frac{1 - e^{-2\mu t}}{2\mu I} (Q^{-1})^T a. \quad (41)
\end{align*}
\]

4.2 First two stationary moments

In this subsection we consider stationary moments. Stationary moments can be easily derived from the previous subsection by taking the limit $t \to \infty$. Define by $\Lambda(\infty)$ and $L(\infty)$ the stationary versions of $\Lambda(t)$ and $L(t)$, respectively. The results in the corollaries below agree with those obtained in [6].

Corollary 4.4. In stationarity,

\[
\begin{align*}
E[\Lambda(\infty)] &= a^T Q^{-1} E[J], \quad (42) \\
E[L(\infty)] &= E[G] a^T \left( \int_{y=0}^{\infty} \Omega(y) \, dy \right) E[J] = E[G] a^T Q^{-1} E[J]. \quad (43)
\end{align*}
\]

Proof. Taking the limit $t \to \infty$ in Corollary 4.2 yields the desired results.

Corollary 4.5. In stationarity,

\[
\begin{align*}
\text{Var}[\Lambda(\infty)] &= a^T \left( \int_{y=0}^{\infty} e^{-Q^t y} \Sigma e^{-Q^t y} \, dy \right) a, \quad (44) \\
\text{Cov}(\Lambda(\infty), L(\infty)) &= E[G] a \left( \int_{y=0}^{\infty} \Omega(y) \Sigma e^{-Q^t y} \, dy \right) a, \quad (45) \\
\text{Var}[L(\infty)] &= E[L(\infty)] + (E[G])^2 a^T \left( \int_{y=0}^{\infty} \Omega(y) \Sigma \Omega^T(y) \, dy \right) a. \quad (46)
\end{align*}
\]

Proof. Taking the limit $t \to \infty$ in Corollary 4.3 yields the desired results.

5 Asymptotic analysis

In this section we derive the asymptotics of the queue length process, under assumptions regarding the tail behavior of the shot-noise process. Additionally, we discuss a central limit theorem for $(\Lambda(t), L(t))$ for a given $t \geq 0$, as well as the associated functional central limit theorem.
5.1 Tail asymptotics

In this subsection we show that regularly varying behavior of \( J(\cdot) \) leads to regularly varying behavior of \( L(t) \). To do so, we first give the definition of a regularly varying random variable, cf. [5].

**Definition 5.1.** A random variable \( X \) on \([0, \infty)\) is called regularly varying of index \(-\nu\), denoted by \( \mathcal{R}(-\nu) \), with \( \nu > 0 \), if

\[
\mathbb{P}(X > x) = x^{-\nu} \ell(x), \quad x \geq 0,
\]

with \( \ell(\cdot) \) a slowly varying function at infinity, i.e., \( \ell(\gamma x)/\ell(x) \to 1 \) as \( x \to \infty \) for all \( \gamma > 0 \).

We assume the subordinator \( J \) is multivariate regularly varying at infinity of index \(-\nu \in (1,2)\), in the sense that, for some \( \tilde{c} \in \mathbb{R}^d_{\geq 0}, \) as \( z \downarrow 0 \),

\[
\eta(z) = \tilde{c}^\top z + z_i^\nu \ell(z_i^{-1}) + o(\|z\|^\nu),
\]

for some \( i \in \{1, \ldots, d\} \). Using Theorem 3.1, we thus have that, as \( w \uparrow 1 \),

\[
\mathbb{E}[w^{L(t)}|X(0) = x] - 1 = \exp \left\{ - (1 - w) \mathbb{E}[G] \, a^\top \Omega(t) \, x - \int_{y=0}^t \eta((1 - w) \mathbb{E}[G] \, \Omega^\top(y) a) \, dy \right\} - 1
\]

\[
= - (1 - w) \mathbb{E}[G] \, a^\top \Omega(t) \, x - \int_{y=0}^t (1 - w) \mathbb{E}[G] \, a^\top \Omega(y) \, \tilde{c} \, dy
\]

\[
- (1 - w)^\nu \ell \left( \frac{1}{1 - w} \right) \int_{y=0}^t (\mathbb{E}[G] \, a^\top \Omega(y) \, e_i)^\nu \, dy + o((1 - w)^\nu), \tag{49}
\]

and hence, as \( w \uparrow 1 \),

\[
\mathbb{E}[w^{L(t)}|X(0) = x] - 1 + (1 - w) \mathbb{E}[L(t)|X(0) = x]
\]

\[
= - (1 - w)^\nu \ell \left( \frac{1}{1 - w} \right) \int_{y=0}^t (\mathbb{E}[G] \, a^\top \Omega(y) \, e_i)^\nu \, dy + o((1 - w)^\nu), \tag{50}
\]

with \( e_i \) the \( i \)-th unit vector. Applying a Tauberian theorem, see [5, Thm 8.1.6], yields the following result.

**Proposition 5.1.** Assuming (48), \( L(t) \) has a regularly varying tail at infinity of index \(-\nu\).

We treat two examples, one in which the heaviest component of \( J(\cdot) \) is compound Poisson, and one in which the heaviest component of \( J(\cdot) \) is \( \alpha \)-stable.

We start with the compound Poisson case, in which we assume that \( J_i(\cdot) \) corresponds to a compound Poisson process with arrival rate \( \lambda_i \) and service requirements that are distributed like a random variable \( B_i \) such that \( \mathbb{P}(B_i > x) = x^{-\nu} \ell(x) \). In addition, we assume that the tails of the other components of \( J(\cdot) \) are lighter, so that we can write that \( \eta(z) \) is necessarily of the form, as \( z \downarrow 0 \),

\[
c^\top z + \lambda_i (z_i \mathbb{E}[B_i] + \Gamma(1 - \nu) z_i^\nu \ell(z_i^{-1}) + o(\|z\|^\nu)) = \tilde{c}^\top z + \lambda_i \Gamma(1 - \nu) z_i^\nu \ell(z_i^{-1}) + o(\|z\|^\nu). \tag{51}
\]

We conclude from Proposition 5.1 that \( L(t) \) inherits the regular variation of index \(-\nu\).

In the second example, the heaviest component (say the \( i \)-th) of \( J(\cdot) \) is \( \alpha \)-stable with parameter \( \nu \). As we assumed that \( J \) corresponds to an increasing subordinator, we have to take the
skewness parameter of the stable process (which we refer to as \( \beta \)) equal to 1; as we assumed the subordinator to have finite mean, we take the index of stability (commonly referred to as \( \alpha \)) in \((1, 2)\). We thus have [11, Prop. 2.25] that \( \eta(z) \) is of the form, as \( z \downarrow 0 \),

\[
\tilde{c}^\top z - \frac{1}{\cos(\pi(\alpha/2 - 1))} z_1^\alpha + o(\|z\|^\alpha). 
\] (52)

Again, by Proposition 5.1, \( L(t) \) inherits the regular variation, in this case of index \(-\alpha\).

5.2 Diffusion limits

In this subsection we focus on diffusion limits. First we establish an ordinary central limit theorem (CLT) for the number of customers \( L(t) \) jointly with the shot-noise driven rate \( \Lambda(t) \). Later we point out how to extend this to a functional version.

\(\circ\) **CLT result.** Assuming the first two moments of the subordinator \( J(\cdot) \) are finite (which means \( E[J_i^2] < \infty \) for all \( i = 1, \ldots, d \)), we apply a linear scaling to the initial shot-noise rate and the Lévy exponent, i.e., \( x \mapsto N x \) and \( \eta(\cdot) \mapsto N \eta(\cdot) \) respectively. The scaling of \( \eta(\cdot) \) means that \( c \mapsto N c \) and \( \nu(\cdot) \mapsto N \nu(\cdot) \) in (1). We denote the \( N \)-scaled version of \((L(t), \Lambda(t))\) by \((L_N(t), \Lambda_N(t))\); also, \( X_N(\cdot) \) is the counterpart of \( X(\cdot) \) under the scaling.

By Theorem 3.1, we observe that the transform of \((L_N(t), \Lambda_N(t))\) is exponential in \( N \). In other words, under the scaling imposed, \((L_N(t), \Lambda_N(t))\) can be seen as the sum of \( N \) i.i.d. random vectors. We conclude that we are in the setting of the classical (bivariate version of the) central limit theorem.

More specifically, define

\[
K_N(t) := N^{-1/2} \left( \begin{array}{c} \Lambda_N(t) \\ L_N(t) \end{array} \right) - N \left( \begin{array}{c} E[\Lambda(t)] \\ E[L(t)] \end{array} \right),
\] (53)

and

\[
C(t) := \left( \begin{array}{cc} \text{Var} \Lambda(t) & \text{Cov}(\Lambda(t), L(t)) \\ \text{Cov}(\Lambda(t), L(t)) & \text{Var} L(t) \end{array} \right); \quad (54)
\]

the means, variances, and covariance in these expressions have been determined in Corollaries 4.2 and 4.3. Then the above yields the following result, in self-evident notation.

**Proposition 5.2.** As \( N \to \infty \),

\[
K_N(t) \overset{d}{\to} N \left( \begin{array}{c} 0 \\ C(t) \end{array} \right).
\] (55)

\(\circ\) **CLT results at multiple points in time.** We now point out how the above central limit theorem extends to multiple points in time and to a functional variant. We start by considering times \( t_1 \geq 0 \) and \( t_2 \geq t_1 \). To this end, we first define

\[
\psi_w(u) := (w_1 - 1)P(t_1 - u < G \leq t_2 - u)1_{\{u \in [0, t_1)\}} + (w_1 w_2 - 1)P(G > t_2 - u)1_{\{u \in [0, t_1)\}} + (w_2 - 1)P(G > t_2 - u)1_{\{u \in [t_1, t_2)\}}.
\] (56)
Using the same argumentation as before, for our scaled process,
\[
\mathbb{E}[u_1^{L_N(t_1)} u_2^{L_N(t_2)} e^{-b_1^T X_N(t_1) - b_2^T X_N(t_2)} | X_N(0) = N x] = \mathbb{E} \left[ \exp \left( \int_0^{t_2} \psi_w(u) a^T X_N(u) du - b_1^T X_N(t_1) - b_2^T X_N(t_2) \right) | X_N(0) = N x \right]
\]
\[
= \left( \mathbb{E} \left[ \exp \left( \int_0^{t_2} \psi_w(u) a^T X(u) du - b_1^T X(t_1) - b_2^T X(t_2) \right) | X(0) = x \right) \right)^N.
\]

(57)

We thus conclude that in this setting, corresponding to two time epochs, again the transform is exponential in \( N \). This implies that we can write the random vector under consideration as the sum of \( N \) i.i.d. random vectors. We thus have that, after centering and normalizing by \( \sqrt{N} \), the concatenation of the vectors \( (\Lambda_N(t_1), L_N(t_1))^T \) and \( (\Lambda_N(t_2), L_N(t_2))^T \) converges to a normally distributed vector with the appropriate covariance matrix.

This argument naturally extends to any finite-dimensional distribution. Transforms of the type,
\[
\mathbb{E} \left[ \prod_{i=1}^I w_i^{L(t_i)} \exp \left( - \sum_{i=1}^I b_i^T X(t_i) \right) | X(0) = x \right]
\]

(58)
can be evaluated in the same manner as their single-dimensional counterpart in Section 3 for the \( N \)-scaled model these transforms are exponential in \( N \). By differentiation all covariances, such as \( \text{Cov}(L(t_i), L(t_j)) \) for \( i \neq j \), can be found.

A further extension concerns the functional version of the above central limit theorems. For the case of exponentially distributed service times (say, with parameter \( \mu > 0 \)), this can be done by extending the approach discussed in [17], relying on the martingale central limit theorem and extensive use of Poisson processes with random time change. In the setup of [17] the rate process \( \Lambda(\cdot) \) is (ordinary) shot-noise, whereas in this paper we consider a richer class of rate processes. Just like in [17], the limiting process of the number of customers in the system is an Ornstein–Uhlenbeck process driven by a superposition of a standard Brownian motion and an integrated Ornstein–Uhlenbeck process.

As argued in [17, Remark 3.6], if the service time distribution is not exponential, then the results are less clean; cf. [20] for results on a related model. Then there is convergence to a Gaussian process of the Kiefer type [7]; the underlying covariance structure aligns with the covariances mentioned above when discussing the finite-dimensional central limit theorem.

### 6 Numerical results

In this section we provide some numerical results for the case where the service time distribution is exponential with parameter \( \mu \). In Example 1 we numerically determine the stationary and transient moments of the number of customers and the correlation coefficient between arrival rate and number of customers, for various parameter choices. Example 2 considers the
sensitivity of the distribution of the number of customers for the service time distribution. In Example 3 we numerically verify the accuracy of using the marginal and bivariate CLT approximation for the number of customers and the input rate function.

**Example 1.** In this example we plot the means, the variances and the correlation of the arrival rate and the number of customers in the system, both in the transient and the stationary case. We consider a 2-dimensional shot-noise process in which we choose the parameters such that the marginal shot-noise processes are dependent. We start with an empty system and $X(0) = \mathbf{x}$ and the parameters $\mathbf{x} = (2, 2)^T$, $\mathbf{a} = (1, 1)^T$, $\mu = \frac{3}{2}$, $Q = \begin{bmatrix} 4 & -1 \\ -1 & 4 \end{bmatrix}$, $\Sigma = \begin{bmatrix} 4 & 1 \\ 1 & 4 \end{bmatrix}$, and $\mathbb{E}[J] = (1, 1)^T$. Observe that Remark 3 applies.

![Figure 1](image1.png)

**Numerical observations.** Figure 1 shows how the mean number of customers increases as $t$ grows and converges to the stationary value; the same is true for the variance of the number of customers. The figure also confirms that the number of customers and shot-noise processes are overdispersed (meaning that the variance of the number of arrivals exceeds the mean). Also the transient correlation is plotted; with increasing $t$, it monotonously tends to the stationary value.

In the right part of Figure 1 we display the mean and variance of $\Lambda(t) = X_1(t) + X_2(t)$.

**Example 2.** In this example, we assess the sensitivity of the number of customers in the system with respect to the service time distribution. In an ordinary $M/G/\infty$ system the distribution of the number of customers is insensitive to the service time distribution, given its mean, and therefore we are interested in a quantification of the sensitivity when the input process is Coxian. We compare the variance of $L(t)$ for two choices of the service time distribution: exponential $P(G_1 > t) = e^{-\mu t}$ and hyperexponential $P(G_2 > t) = Pe^{-\mu_1 t} + (1 - P)e^{-\mu_2 t}$. The parameters for the service time distributions are chosen such that the expectations of both distributions are the same, i.e., $\mathbb{E}[G_1] = \mathbb{E}[G_2]$. The parameters of the hyperexponential distribution are $\mu_1 = 2\mu P$ and $\mu_2 = 2\mu (1 - P)$ for $P \in (0, 1)$ (i.e., $P_{\mu_1} = \frac{1-P}{\mu_2}$, which is called balanced means, see [22, p. 359]). The other required parameters are the same as in Example 1.
also observe that the function $G$ and input rate function both converge to a normal distribution with zero means and variances respectively. This means that the distribution of the scaled-normalized number of customers to show the convergence of the function $G_K$ where $K$ the variance as well. For other values of $P$, we observe that the variance of the number of customers in our system varies, despite the fact that the mean service times coincide. In other words: there is no insensitivity (as in the $M/G/\infty$ system). Surprisingly, a higher service time variance seems to lead to a lower variance of the number of customers.

**Example 3.** In this example we numerically verify Proposition 5.2 for the marginal and bivariate CLT approximations for the number of customers and input rate function. From Corollary 3.3, we know an explicit expression for the joint transform of the number of customers and variance seems to lead to a lower variance of the number of customers.

For different values of $P$ and increasing $t$.

**Numerical observations.** In Figure 2 we have plotted the variance of the number of customers for different values of $P$. When $P = 1/2$ both service time distributions match, and hence the variance as well. For other values of $P$, we observe that the variance of the number of customers in our system varies, despite the fact that the mean service times coincide. In other words: there is no insensitivity (as in the $M/G/\infty$ system). Surprisingly, a higher service time variance seems to lead to a lower variance of the number of customers.

**Example 3.** In this example we numerically verify Proposition 5.2 for the marginal and bivariate CLT approximations for the number of customers and input rate function. From Corollary 3.3, we know an explicit expression for the joint transform of the number of customers and variance seems to lead to a lower variance of the number of customers.

For larger values of $N$, from Figures 3a and 3b, we can observe the convergence of the functions $G(N, s_1, 0)$ and $G(N, 0, s_2)$ to $\log[\mathbb{M}(s_1, 0)]$ and $\log[\mathbb{M}(0, s_2)]$, respectively. This means that the distribution of the scaled-normalized number of customers and input rate function both converge to a normal distribution with zero means and variances $\text{Var}[L(t)]$ and $\text{Var}[\Lambda(t)]$, respectively. Similarly, for large $N$, from Figures 4a and 4b we can also observe that the function $G(N, s_1, s_2)$, for some fixed values $s_1$ and $s_2$, converges to the function $\log[\mathbb{M}(s_1, s_2)]$. This supports the proposition that the joint distribution of the scaled-
normalized number of customers in the system and input rate function converges to a bivariate normal distribution with zero mean and covariance matrix $C(t)$.

7 Conclusions and future work

In this paper we have studied an infinite-server queue in which the input is a non-homogeneous Poisson process, which is generated by the modulation of a generalized shot-noise process. The rate function of the generalized shot-noise process is defined with respect to a Lévy subordinator. For this model, we have derived an explicit expression for the joint transient transform of the number of customers and the input rate function. Further, we have formulated a recursive procedure that explicitly identifies any transient as well as stationary moments. As asymptotic results we have studied the tail asymptotics of the queue length process, under the assumption that the heaviest component of subordinator $J(\cdot)$ is compound Poisson or $\alpha$-stable. Additionally, we derived a multivariate central limit theorem for $(\Lambda(t), L(t))$ at multiple points in time. We have also discussed how one can derive the functional central limit theorem for the number of customers in this system. In the end, we have added some numerical examples to provide insight into the behavior of the model.

Finally, we would like to list some suggestions for further research. (i) It would be interesting
to extend the tail asymptotics of Proposition 5.1 to more general multivariate regularly varying subordinators. (ii) One should be able to prove a functional central limit theorem for the number of customers in the system, for general service time distributions. (iii) One could study the large deviations behavior of the system, as in [3, 9].

Acknowledgments

The authors gratefully acknowledge useful discussions with Sem Borst and Offer Kella. The research for this paper is partly funded by the NWO Gravitation Project NETWORKS, Grant Number 024.002.003 (Boxma, Mandjes) and an NWO Top Grant, Grant Number 613.001.352 (Boxma, Mandjes, Saxena).

A Proof of Corollary 4.2

Proof. Letting \( r = 0 \) and \( n = 0 \) in (29) yields

\[
\mathbb{E}[\Lambda(t)] = -\left. \frac{\partial}{\partial v} g(1, v) \right|_{v=0}, \quad \mathbb{E}[L(t)] = \left. \frac{\partial}{\partial w} g(w, 0) \right|_{w=1}.
\]  

Firstly we compute \( \mathbb{E}[\Lambda(t)] \). We obtain

\[
\frac{\partial}{\partial v} g(1, v) = \left( -a^T e^{-Qt} x - \int_{s=0}^{t} \frac{\partial}{\partial v} \eta \left( v e^{-Q^T y} a \right) dy \right)
= -\left( a^T e^{-Qt} x + \int_{s=0}^{t} \left( e^{-Q^T y} a \right)^T \nabla^{(1)} \eta \left( v e^{-Q^T y} a \right) dy \right);
\]

substituting \( v = 0 \) in the above equation yields

\[
\left. \frac{\partial}{\partial v} g(1, v) \right|_{v=0} = -\left( a^T e^{-Qt} x + \int_{s=0}^{t} a^T e^{-Q^T y} dy \right) \nabla^{(1)} \eta(0).
\]

Evaluating the above integral and then combining (63) and (61) yields (32).

We now compute \( \mathbb{E}[L(t)] \). We obtain

\[
\frac{\partial g(w, 0)}{\partial w} = \mathbb{E}[G] a^T \Omega(t) x - \int_{y=0}^{t} \frac{\partial}{\partial w} \eta \left( -w - 1 \right) \mathbb{E}[G] \Omega(t) \mathbb{E}[G] a^T \Omega(t) \mathbb{E}[G] a dy
= \mathbb{E}[G] a^T \Omega(t) x + \int_{y=0}^{t} \mathbb{E}[G] a^T \Omega(t) \mathbb{E}[G] a \cdot \nabla^{(1)} \eta \left( -w - 1 \right) \mathbb{E}[G] \Omega(t) \mathbb{E}[G] a dy.
\]

Substituting \( w = 1 \) in the above equation gives

\[
\left. \frac{\partial}{\partial w} g(w, 0) \right|_{w=1} = \mathbb{E}[G] a^T \Omega(t) x + \mathbb{E}[G] a \int_{y=0}^{t} \Omega(t) \mathbb{E}[G] a \cdot \nabla^{(1)} \eta(0).
\]

This immediately yields (33). \( \square \)
B Proof of Corollary 4.3

Proof. By (30), (27) and (29), respectively, we find
\[
\mathbb{E}[\Lambda^2(t)] = \left. \frac{\partial(1,v)}{\partial v} \right|_{v=0} \mathcal{M}_0^1(0,1) + \left. \frac{\partial^2 g(1,v)}{\partial v^2} \right|_{v=0} \mathcal{M}_0^0(0,1), 
\]
(66)
\[
\mathbb{E}[\Lambda(t)L(t)] = - \left. \frac{\partial g(w,0)}{\partial w} \right|_{w=1} \mathcal{M}_1^0(0,1) - \left. \frac{\partial}{\partial v} \left( \frac{\partial g(w,v)}{\partial w} \right) \right|_{v=0,w=1} \mathcal{M}_0^0(0,1), 
\]
(67)
\[
\mathbb{E}[L(t)(L(t) - 1)] = \left. \frac{\partial g(w,0)}{\partial w} \right|_{w=1} \mathcal{M}_1^0(0,1) + \left. \frac{\partial^2 g(w,0)}{\partial w^2} \right|_{w=1} \mathcal{M}_0^0(0,1). 
\]
(68)
We thus obtain
\[
\mathbb{E}[\Lambda^2(t)] = \left. (\mathbb{E}[\Lambda(t)])^2 + \frac{\partial^2 g(1,v)}{\partial v^2} \right|_{v=0}, 
\]
(69)
\[
\mathbb{E}[\Lambda(t)L(t)] = \left. \mathbb{E}[\Lambda(t)]\mathbb{E}[L(t)] - \frac{\partial}{\partial v} \left( \frac{\partial g(w,v)}{\partial w} \right) \right|_{v=0,w=1}, 
\]
(70)
\[
\mathbb{E}[L(t)(L(t) - 1)] = \left. (\mathbb{E}[L(t)])^2 + \frac{\partial^2 g(w,0)}{\partial w^2} \right|_{w=1}. 
\]
(71)
First we compute the second moment of \( \Lambda(t) \), i.e., \( \mathbb{E}[\Lambda^2(t)] \). Elementary computations yield
\[
\mathbb{E}[\Lambda^2(t)] = \left. (\mathbb{E}[\Lambda(t)])^2 + \frac{\partial^2 g(1,v)}{\partial v^2} \right|_{v=0} 
= \left. (\mathbb{E}[\Lambda(t)])^2 - a^\top \left( \int_{y=0}^t e^{-Qy} (\nabla^{(2)} \eta(0)) e^{-Q^\top y} \, dy \right) a, \right. 
\]
(72)
yielding (36) (recall that \( \nabla^{(2)} \eta(0) = -\Sigma \)). Analogously, we compute the mixed moment of \( \Lambda(t) \) and \( L(t) \), i.e., \( \mathbb{E}[\Lambda(t)L(t)] \). From (70),
\[
\mathbb{E}[\Lambda(t)L(t)] = \left. \mathbb{E}[\Lambda(t)]\mathbb{E}[L(t)] - \frac{\partial}{\partial v} \left( \frac{\partial g(w,v)}{\partial w} \right) \right|_{v=0,w=1} 
= \left. \mathbb{E}[\Lambda(t)]\mathbb{E}[L(t)] - \mathbb{E}[G] a^\top \left( \int_{y=0}^t \mathbb{E}[e^{-Q(y-G^{\text{res}})}1_{(G^{\text{res}}\leq y)}] (\nabla^{(2)} \eta(0)) e^{-Q^\top y} \, dy \right) a, \right. 
\]
(73)
thus yielding (37). Finally, elementary computations reveal that
\[
\mathbb{E}[L(t)(L(t) - 1)] = \left. (\mathbb{E}[L(t)])^2 + \frac{\partial^2 g(w,0)}{\partial w^2} \right|_{w=1} 
= \left. (\mathbb{E}[L(t)])^2 - (\mathbb{E}[G])^2 a^\top \left( \int_{y=0}^t \Omega(y)(\nabla^{(2)} \eta(0))\Omega^\top(y) \, dy \right) a, \right. 
\]
(74)
leading to (38).
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