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ABSTRACT: We study the jet energy drop, which is the relative difference between the
groomed and ungroomed jet energy or transverse momentum. It is one of the fundamental
quantities that characterizes the impact of grooming on jets produced in high energy colli-
sions. We consider three different grooming algorithms i) soft drop, ii) iterated soft drop,
and iii) trimming. We carry out the resummation of large logarithms of the jet energy
drop, the jet radius as well as relevant grooming parameters at next-to-leading logarithmic
(NLL) accuracy. In addition, we account for non-global and clustering logarithms, and
determine the next-to-leading order corrections. For soft drop we perform a joint resum-
mation of the jet energy drop and the groomed jet radius, which is necessary to achieve
the correct all-order structure of the cross section, in particular for the Sudakov-safe case
of soft drop with $\beta = 0$. We present numerical results for LHC energies and compare
to PYTHIA simulations as well as CMS data. Our factorization framework predicts the
onset of nonperturbative effects in the jet energy distribution, in line with what we find
in PYTHIA. The jet energy drop observables stand out because they only probe soft radia-
tion, making them ideal candidates for the tuning of parton shower Monte Carlo event
generators and for probing medium effects in heavy-ion collisions.
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1 Introduction

Jet substructure techniques have become an important part of measurements at high energy particle colliders over the last decade. These techniques are used in searches for physics beyond the Standard Model, e.g. tagging hadronic decays of heavy resonances or discriminating quark/gluon jets, the measurement of fundamental parameters, such as the strong coupling constant, and probing the modification of jets in heavy-ion collisions. See refs. [1–3] for reviews from a theoretical and experimental point of view.
In the past couple of years, precision calculations of jet substructure observables have become available, that allow for direct comparisons of theoretical calculations and data. A crucial ingredient in making this possible, is the development of jet grooming techniques that are compatible with theoretical calculations. Grooming techniques address the highly-contaminated environment at hadron colliders, systematically removing soft wide-angle radiation from the observed jets, see figure 1, thereby also reducing hadronization effects. Examples are trimming [4], pruning [5], soft killer [6], soft drop [7], iterated soft drop [8] and recursive soft drop [9]. Initially, grooming (desirable for experiment) and theoretical precision seemed mutually exclusive, but some of these grooming techniques are quite amenable to calculations in perturbative QCD. Specific examples include: the soft-drop groomed jet mass [10–12], the groomed jet radius [13] and the repositioning of the jet axes due to grooming [14]. Experimental results for soft-drop groomed jet observables can be found in refs. [15–24], and for related recent theoretical calculations of groomed jet substructure observables see refs. [25–42].

In this work, we consider the jet energy drop, which is given by the relative transverse momentum (or energy) difference between the groomed and ungroomed (i.e. original) jet,

$$\Delta E = \frac{p_T^g - p_T}{p_T} = 1 - \frac{p_T^g}{p_T}. \quad (1.1)$$

We consider the jet energy drop for three grooming procedures that have been used by experimental collaborations: i) trimming, ii) soft drop and iii) iterated soft drop. This observable is of great interest for characterizing the impact of grooming on the measured jets. In particular, the soft sensitivity of these observables makes them ideally suited for tuning parton shower event generators, see e.g. refs. [43, 44]. While we focus in this paper on the comparison to Pythia in the perturbative regime, studying the nonperturbative regime requires a field theoretic understanding of the effects on grooming, which have been discussed in refs. [14, 35]. For models describing the nonperturbative effect with grooming, see refs. [10, 27, 29, 34, 45–47]. Similarly, collinear drop [48] also probes soft radiation, by “taking the difference” of two soft drop grooming procedures with different parameters. However, this removes the softest radiation, which is kept in our case.

For each grooming procedure, we develop the factorization formula for jet energy drop within Soft Collinear Effective Theory (SCET) [49–53], which allows for the resummation of large logarithmic corrections to all orders at next-to-leading logarithmic (NLL’) order. The logarithms we resum are those of the jet energy drop, as well as the jet radius and grooming parameters. We will treat all logarithms as independent, but in principle, one can refine predictions (e.g. near the endpoint in $\Delta E$) by considering parametric relations between the jet energy drop and grooming parameters. To obtain our predictions, we included the one-loop expression for the ingredients of the factorization theorem, the one-loop anomalous dimensions, and two-loop cusp anomalous dimension, and the non-global [54] and Abelian logarithms including clustering effects [55]. While there has been significant progress in the study of NGLs [56–66], including clustering effects [67–72], we restrict to their contribution at order $\alpha_s^2$, since the higher order terms are numerically irrelevant for our phenomenological results.
In order to resum the relevant logarithms for soft drop, we perform a joint resum-
mation of logarithms of $\Delta E$ and the soft drop groomed jet radius $R_g$ [7, 13]. For these
two variables, we develop a two-dimensional scale-setting technique in order to perform
numerical calculations. Depending on the relative scaling of $\Delta E$ and $R_g$, a different fac-
torization formula is obtained, which are matched before integrating over a range of $R_g$
or integrating it out completely. For the special case of soft-drop parameter $\beta = 0$, the
corresponding cross section is not infrared safe but Sudakov safe [7], and so resummation
is essential to obtain a prediction. Other examples of Sudakov-safe observables include the
soft-drop momentum sharing fraction $z_g$ [73], ratios of two angularities [74, 75], and the
jet-pull angle [76–78]. In this work, we extend previous results of the jet energy drop for
soft drop with $\beta = 0$ beyond (modified) leading logarithmic accuracy.

The remainder of this paper is organized as follows. In the three subsequent sections 2–
4 we discuss the jet energy drop for the three grooming algorithms: iterated soft drop, soft
drop, and trimming. In each section, we first introduce the grooming procedure (though
soft drop is already described in section 2), and present results at fixed order. We then
factorize the cross section to resum large logarithmic corrections to all orders, and give
expressions for all necessary perturbative ingredients, as well as non-global and clustering
logarithms. In addition, we discuss profile scales and present numerical results for LHC
kinematics, which we compare to PYTHIA. Note that section 2 contains many of the basic
ingredients that are also needed in subsequent sections, such as the collinear factorization
for inclusive jet production. In section 5, we draw conclusions and present an outlook.

2 Iterated soft drop

We start in section 2.1 by reviewing the factorization of the inclusive jet cross section in
terms of PDFs, hard functions, and jet functions. This initial step exploits the collimated
nature of jets, but is independent of further details of the jet measurement. It is therefore
the same for the jet energy drop calculation for all three grooming procedures discussed
in this work. In section 2.2, we review the (iterated) soft drop algorithm, and we present results for the corresponding one-loop jet function in section 2.3. In section 2.4, we discuss the refactorization of this jet function and resummation of the logarithms of the jet energy drop \( \Delta E \) and grooming parameter \( z_{\text{cut}} \). In particular, we include results for all relevant functions at one-loop order, needed for our numerical results at NLL'. Non-global and clustering logarithms are discussed in section 2.5, and section 2.6 describes our central scale choice, as well as the scale variations used to assess the perturbative uncertainty. Finally, in section 2.7 we present numerical studies for LHC kinematics.

2.1 Jet production

We consider generic jet substructure measurements performed on an inclusive jet sample, as the discussion in this section applies to all jet energy drop observables in this paper. To achieve factorization, we assume that the jet is collimated, keeping only terms at leading power in the jet radius \( R \). This allows us to factorize the cross section in terms of parton distribution functions (PDFs), hard-scattering functions, and jet functions, which capture the formation and evolution of the observed jet.¹

The cross section differential in the jet rapidity \( \eta \) and transverse momentum \( p_T \) and the energy drop \( \Delta E \) is given by

\[
\frac{d\sigma}{d\eta\, dp_T\, d\Delta E} = \sum_{ijk} \int \frac{dx_i}{x_i} f_i(x_i, \mu) \int \frac{dx_j}{x_j} f_j(x_j, \mu) \int \frac{dz}{z} \mathcal{H}_{ijk}(x_i, x_j, \eta, p_T/z, \mu) \times \mathcal{G}_k(z, \Delta E, p_T R, \mu)[1 + \mathcal{O}(R^2)].
\]  

(2.1)

Here the PDFs are denoted by \( f_{i,j} \) and we integrate over the momentum fractions \( x_{i,j} \) of the colliding partons with flavor \( i, j \). The hard function \( \mathcal{H}_{ijk} \) captures the hard scattering of the incoming partons \( ij \rightarrow kX \), where we are inclusive over additional hard partons \( X \). The hard function depends on the incoming momentum fractions \( x_{i,j} \), the jet rapidity \( \eta \), and the partonic transverse momentum \( p_T/z \) of the final state parton \( k \). It is independent of the jet algorithm, is the same as for inclusive hadron production, and known analytically at one loop [79, 82, 83]. The produced parton \( k \) subsequently fragments inclusively into the observed jets, which carry a momentum fraction \( z \) and thus have transverse momentum \( p_T = z \times (p_T/z) \). The corresponding dynamics of the formation of inclusive jets is captured by the jet function \( \mathcal{G}_k \), which is convolved with the hard function. The jet function \( \mathcal{G}_k \) also accounts for the jet energy drop \( \Delta E \), and thus depends on the grooming parameters of the algorithm under consideration. Since the discussion so far is independent of the specific grooming procedure we have omitted dependence on the grooming parameters here, but will include them when describing specific cases below. As we focus on this jet function and its refactorization in the remainder of this work, we find it convenient to change the parton flavor index \( \mathcal{G}_k \) to \( \mathcal{G}_i \) from this point on.

The factorization in eq. (2.1) is a generalization of the factorized cross section for inclusive jet production [84–86]. The characteristic scales of the various ingredients are the

¹In many cases it has been observed that the neglected \( \mathcal{O}(R^2) \) power corrections are numerically small, even for relatively large values of the jet radius parameter \( R \), see e.g. refs. [79–81].
same as for inclusive jet production

\[ \mu_f \sim \Lambda_{\text{QCD}}, \quad \mu_H \sim p_T, \quad \mu_G \sim p_T R. \] (2.2)

The resummation of logarithms of the jet radius \( R = \mu_G / \mu_H \) is achieved by evolving the jet function \( G_i \) from the jet scale \( \mu_G \) to the hard scale \( \mu_H \), using the time-like DGLAP evolution equation [87–89]

\[ \mu \frac{d}{d\mu} G_i(z, \Delta_E, p_T R, \mu) = \sum_j \int_1^1 \frac{dz'}{z} \alpha_s P_{ji} \left( \frac{z}{z'}, \Delta_E, p_T R, \mu \right) G_j(z', \Delta_E, p_T R, \mu). \] (2.3)

The relevant Altarelli-Parisi splitting functions \( P_{ji} \) are collected in eq. (A.3).

Integrating the jet function \( G_i \) in eq. (2.1) over the jet energy drop variable \( \Delta_E \), the semi-inclusive jet function \( J_i \) of ref. [85] is obtained

\[ \int_0^1 d\Delta_E G_i(z, \Delta_E, p_T R, \mu) = J_i(z, p_T R, \mu). \] (2.4)

At next-to-leading order (NLO), it is convenient to rewrite the jet function \( G_i \) as

\[ G_i(z, \Delta_E, p_T R, \mu) = J_i(z, p_T R, \mu) \delta(\Delta_E) + \delta(1 - z) \Delta G_i(\Delta_E, p_T R, \alpha_s(\mu)). \] (2.5)

At this order, the initial parton splits into at most two other partons. The distribution in \( \Delta_E \) is encoded in the second term, which only receives a contribution when both partons are inside the jet, so \( z = 1 \). In the following sections, we only report on \( \Delta G_i \), which encodes the dependence on the grooming procedure and only depends on the scale \( \mu \) through the strong coupling. Using eq. (2.5), we write

\[ G_i(z, \Delta_E, p_T R, \mu) = \sum_j J_{ij}(z, p_T R, \mu) \left[ \delta(\Delta_E) + \Delta G_j(\Delta_E, p_T R, \alpha_s(\mu)) \right] + O(\alpha_s^2) \]

\[ \equiv \sum_j J_{ij}(z, p_T R, \mu) \tilde{G}_j(\Delta_E, p_T R, \alpha_s(\mu)), \] (2.6)

conveniently separating the formation process of inclusive jets \( (J_{ij}) \) from the grooming and \( \Delta_E \) measurement \( (\tilde{G}_i) \) [84, 90]. Note that eq. (2.6) is not a separation of physics at different scales. Upon summation over the flavor index \( j \), we recover the semi-inclusive jet function

\[ J_i(z, p_T R, \mu) = \sum_j J_{ij}(z, p_T R, \mu). \] (2.7)
The coefficients $J_{ij}$ are given by \cite{90}

$$J_{qq}(z, p_T R, \mu) = \delta(1 - z) + \frac{\alpha_s}{2\pi} \left\{ \ln \left( \frac{\mu^2}{p_T^2 R^2} \right) P_{qq}(z) \right. \\
+ C_F \left[ -2(1 + z^2) \left( \frac{\ln(1 - z)}{1 - z} \right)_+ + \left( \frac{13}{2} - \frac{2\pi^2}{3} \right) \delta(1 - z) - 1 + z \right] \right\},
$$

$$J_{gg}(z, p_T R, \mu) = \frac{\alpha_s}{2\pi} \left\{ \left( \ln \left( \frac{\mu^2}{p_T^2 R^2} \right) - 2 \ln(1 - z) \right) P_{gg}(z) - C_F z \right\},
$$

$$J_{qg}(z, p_T R, \mu) = \frac{\alpha_s}{2\pi} \left\{ \left( \ln \left( \frac{\mu^2}{p_T^2 R^2} \right) - 2 \ln(1 - z) \right) P_{qg}(z) - T_F 2z(1 - z) \right\},
$$

$$J_{gg}(z, p_T R, \mu) = \delta(1 - z) + \frac{\alpha_s}{2\pi} \left\{ \ln \left( \frac{\mu^2}{p_T^2 R^2} \right) P_{gg}(z) - \frac{4C_A(1 - z + z^2)^2}{z} \left( \frac{\ln(1 - z)}{1 - z} \right)_+ \right. \\
\left. + \left[ C_A \left( \frac{5}{12} - \frac{2\pi^2}{3} \right) + \frac{23}{12} \delta_0 \right] \delta(1 - z) \right\}.
$$

### 2.2 The soft drop grooming algorithm and its variants

We start by reviewing the original soft drop (SD) algorithm, introduced in ref. \cite{7}, which iteratively goes through the clustering history of a jet, eliminating soft branches until the so-called soft drop criterion is satisfied. First, an inclusive jet sample is identified with the anti-$k_T$ algorithm \cite{91}, which clusters particles pairwise according to their geometric distance in the $(\eta, \phi)$ plane and the inverse square of the transverse momenta (relative to the beam). The transverse momenta of these jets correspond to the ungroomed jet $p_T$. Second, each of the obtained jets is reclustered with the Cambridge/Aachen (C/A) algorithm \cite{92, 93}. Different from anti-$k_T$, the C/A algorithm only depends on the pairwise geometric distance of particles. Therefore, particles that are closest in distance are clustered first, yielding an angular-ordered clustering tree. Third, the obtained reclustered C/A jet is declustered recursively to identify soft branches. At each step of the declustering procedure, the transverse momenta $p_{T,i}, i = 1, 2$ of the two branches and their relative distance $\Delta R_{12} = ((\eta_1 - \eta_2)^2 + (\phi_1 - \phi_2)^2)^{1/2}$ are considered. Whether or not the softer branch is removed from the jet, depends on the soft drop criterion

$$\min \left[ \frac{p_{T1}}{p_{T1} + p_{T2}} \right] > z_{\text{cut}} \left( \frac{\Delta R_{12}}{R} \right)^{\beta}. \tag{2.9}$$

Here the soft threshold $z_{\text{cut}}$ and the angular exponent $\beta$ are free parameters that specify the grooming procedure.\footnote{The case $\beta = 0$ corresponds to the modified mass drop tagger (mMDT) \cite{45}.} If the branches fail the criterion, i.e. the splitting is too soft, the softer branch is removed and the declustering sequence continues following the more energetic branch. Once the soft drop criterion is satisfied, the grooming algorithm terminates and all remaining particles in the two branches constitute the groomed jet. If no branching satisfies the soft drop criterion, the last single particle is considered to be the groomed jet.

The observable we consider in this work is the relative difference $\Delta_E$ of the jet energy or jet transverse momentum before and after grooming, which will be discussed for the original soft drop algorithm in section 3. In the case of soft drop grooming, the factorization
and resummation of $\Delta E$ involve the groomed jet radius $R_g$, which is the geometric distance between the two branches that satisfy the soft drop criterion, $R_g \equiv \Delta R_{12}$. For convenience, we often use the normalized groomed jet radius $\theta_g \equiv R_g/R$.

In this section we consider $\Delta E$ for the iterated soft drop (ISD) algorithm \cite{ISD}. This differs from the original soft drop by continuing with the grooming procedure, following the more energetic branch after the soft drop condition is satisfied.\footnote{Alternatively, both branches can be followed, which is known as recursive soft drop \cite{RSD}, and will not be considered in this paper.} This continues until only one particle is left and, thus, the entire jet is declustered. The groomed jet is then given by all particles that are contained in branches that satisfy the soft drop condition along the way. In the remainder of this section, we present a calculation of the cross section differential in $\Delta E$ for this grooming algorithm. See figure 2 for an illustration of regular and iterated soft drop.

### 2.3 Fixed-order results

When the jet energy drop $\Delta E_i$ and the grooming parameter $z_{\text{cut}}$ are not parametrically small, i.e. $\Delta E_i, z_{\text{cut}}$ are both order one, a fixed-order calculation of the relevant jet function $\Delta \sigma^{\text{ISD}}_{i}$ is sufficient, which we present here. In section 2.4, we will consider the case where they are parametrically small and lead to large logarithms in the jet function, requiring resummation.

To calculate the jet function $\Delta \sigma^{\text{ISD}}_{i}$, we can use the squared matrix element and the phase space in the collinear limit \cite{Khod Simplest}

\[
\int d\Phi_2 \sigma^{\text{ISD}}_{i} = \frac{\alpha_s}{\pi} e^{\gamma_E} \frac{1}{\Gamma(1-\epsilon)} \left( \frac{\mu}{E} \right)^{2\epsilon} \int_0^1 \frac{dx}{(x(1-x))^{2\epsilon}} C_F \left[ \frac{1+x^2}{1-x} - \epsilon (1-x) \right] \int d\theta \frac{d\theta}{\theta^{1+2\epsilon}},
\]

\[
\int d\Phi_2 \sigma^{\text{ISD}}_{i} = \frac{\alpha_s}{\pi} e^{\gamma_E} \frac{1}{\Gamma(1-\epsilon)} \left( \frac{\mu}{E} \right)^{2\epsilon} \int_0^1 \frac{dx}{(x(1-x))^{2\epsilon}} \left\{ C_A \left[ \frac{x}{1-x} + \frac{1-x}{x} + x(1-x) \right] + n_f T_F \left[ x^2 + (1-x) - 2\epsilon x(1-x) \right] \right\} \int d\theta \frac{d\theta}{\theta^{1+2\epsilon}},
\]
where \( \theta \) is the angle between the two partons and \( E \) is the energy of the parton initiating the jet.\(^4\) The one-loop jet function for soft drop and iterated soft drop identical. However, differences appear at higher orders, leading to rather different factorization structures. The measurement function for the jet function for (iterated) soft drop is given by

\[
\Delta G_{i}^{\text{ISD}}(\Delta E, p_T R, z_{\text{cut}}, \beta, \alpha_s(\mu)) \\
= \int d\Phi_2 \sigma_2^E \Theta(\theta < R) \left[ \Theta(x > z_{\text{cut}}(\theta/R)^\beta) \Theta(1 - x > z_{\text{cut}}(\theta/R)^\beta) \delta(\Delta E) \\
+ \Theta(x > z_{\text{cut}}(\theta/R)^\beta) \Theta(1 - x < z_{\text{cut}}(\theta/R)^\beta) \delta(\Delta E - (1 - x)) \\
+ \Theta(x < z_{\text{cut}}(\theta/R)^\beta) \Theta(1 - x > z_{\text{cut}}(\theta/R)^\beta) \delta(\Delta E - x - \delta(\Delta E)) \right]. \quad (2.12)
\]

The last term subtracts the semi-inclusive jet function, as required for \( \Delta G_{i}^{\text{ISD}} \), see eq. (2.5). Performing the integrals and expanding in distributions, we find for quark and gluon jets the following results

\[
\Delta G_{q}^{\text{ISD}}(\Delta E, p_T R, z_{\text{cut}}, \beta, \alpha_s(\mu)) \\
= \frac{\alpha_s C_F}{\pi} \frac{1}{\beta} \left\{ \Theta(\Delta E < z_{\text{cut}}) \left[ -2 \left[ \frac{\ln \Delta E}{\Delta E} \right]_+ + 2 \ln z_{\text{cut}} \left[ \frac{1}{\Delta E} \right]_+ \\
+ \left[ 3 - \frac{2}{1 - \Delta E} \right] \ln \left[ \frac{\Delta E}{z_{\text{cut}}} \right] \right. \\
+ \delta(\Delta E) \left[ - \ln^2 z_{\text{cut}} + 3 z_{\text{cut}} + 2 \text{Li}_2(z_{\text{cut}}) \right] \right\}. \quad (2.13)
\]

\[
\Delta G_{g}^{\text{ISD}}(\Delta E, p_T R, z_{\text{cut}}, \beta, \alpha_s(\mu)) \\
= \frac{\alpha_s}{\pi} \frac{1}{\beta} \left\{ \Theta(\Delta E < z_{\text{cut}}) \left[ -2 C_A \left[ \frac{\ln \Delta E}{\Delta E} \right]_+ + 2 C_A \ln z_{\text{cut}} \left[ \frac{1}{\Delta E} \right]_+ \\
- \left[ 2 C_A \left( \frac{1}{1 - \Delta E} - 2 + \Delta E - \Delta E^2 \right) + 2 n_f T_F \left( \Delta E^2 + (1 - \Delta E)^2 \right) \right] \ln \left[ \frac{\Delta E}{z_{\text{cut}}} \right] \right. \\
+ \delta(\Delta E) \left[ C_A - \ln^2 z_{\text{cut}} + 4 z_{\text{cut}} - \frac{z_{\text{cut}}^2}{2} + \frac{2}{9} z_{\text{cut}}^3 - 2 \text{Li}_2(z_{\text{cut}}) \\
+ n_f T_F \left( - z_{\text{cut}} + \frac{z_{\text{cut}}^2}{2} + 4 \frac{z_{\text{cut}}^3}{9} \right) \right] \right\}. \quad (2.14)
\]

From eq. (2.13) we read off that the jet energy drop is bounded by \( \Delta E < z_{\text{cut}} \) at NLO. Note that by construction (see eq. (2.6)) we have

\[
\int_0^1 d\Delta E \Delta G_{i}^{\text{ISD}}(\Delta E, p_T R, z_{\text{cut}}, \beta, \alpha_s(\mu)) = 0. \quad (2.15)
\]

As a consistency check, we investigate several limits of the grooming parameters. First, we consider the limit \( \beta \to \infty \). As can be seen from eq. (2.13), the entire jet function \( \Delta G_{i}^{\text{ISD}} \) is proportional to \( 1/\beta \) and vanishes in this limit. Indeed, for \( \beta \to \infty \) the soft drop condition

\footnote{For a jet at central rapidity \( E = p_T \) and the distance in \( (\eta, \phi) \) corresponds (approximately) to an angle. Boost invariance implies that our calculation is valid for general rapidity.}
in eq. (2.9) is always trivially satisfied and no branches are removed from the jet. Second, since \( \Delta G_{i}^{\text{ISD}} \) is proportional to \( \frac{1}{\beta} \) we cannot take the limit \( \beta \to 0 \) at fixed order. Indeed, for iterated soft drop, the jet energy drop with \( \beta = 0 \) is not IRC safe. For regular soft drop the case \( \beta = 0 \) is still Sudakov safe, as discussed in section 3.4. Third, we consider the limit \( z_{\text{cut}} \to 0 \), which (similar to \( \beta \to \infty \)) corresponds to the limit of no grooming. To see more clearly that \( \Delta G_{i}^{\text{ISD}} \) also vanishes in this limit, we rewrite it as follows: the plus distributions in eq. (2.13) are defined such that they vanish when integrated over the interval \( 0 < \Delta E < 1 \). We can rewrite these distributions such that they instead vanish when integrating over the interval \( 0 < \Delta E < z_{\text{cut}} \) of the theta function that multiplies the distributions, which we indicate by the subscript \( \Theta^{+} \). For example, for the quark case this yields

\[
\Delta G_{q}^{\text{ISD}} = \frac{\alpha_{s} C_{F}}{\pi} \frac{\beta}{\Delta E} \left\{ \Theta(\Delta E < z_{\text{cut}}) \left[ -2 \ln \frac{\Delta E}{\Delta E} \right]_{\Theta^{+}} + 2 \ln z_{\text{cut}} \frac{1}{\Delta E} \right\} + \delta(\Delta E) \left[ 3z_{\text{cut}} - 2 \text{Li}_{2}(z_{\text{cut}}) \right],
\]

and similarly for the gluon, making it clear that \( \Delta G_{i}^{\text{ISD}} \) vanishes in the limit \( z_{\text{cut}} \to 0 \).

We end this section by comparing the singular terms, obtained by expanding \( \Delta G_{i}^{\text{ISD}} \) in the limit \( \Delta E \ll z_{\text{cut}} \ll 1 \), to the full NLO expression of \( |\Delta G_{i}^{\text{ISD}}| \), shown in figure 3. We chose representative values of the soft-drop parameters and jet kinematics, indicated in the figure. We observe at NLO the non-singular power corrections, which equals the difference between the singular terms and the fixed-order NLO, are very small compared to singular terms at NLO over the entire range of \( \Delta E \), suggesting the importance of all-order resummation, which is discussed in the next section. Because the non-singular is so small, we do not include it as a matching correction, since its impact on our results is negligible.

### 2.4 Factorization and resummation

In this section we discuss the refactorization of the jet function for iterated soft drop, which will enable the resummation of the logarithms of the jet energy drop \( \Delta E \) and grooming.
We note that for iterated soft drop there is no hard mode, which would correspond to the drop and grooming condition, respectively. In addition, there is a collinear-soft [96, 97] corresponding to the red dots at the corners of the triangle. There are two soft modes tested against the soft drop condition, whereas the original soft drop terminates once the important to note that for iterated soft drop all branches along the leading branch are and therefore lead to a value of the jet energy drop that is larger than $z_{\text{cut}}$. We start with a leading logarithmic (LL) analysis of the jet energy drop, by analyzing the Lund diagram [95] shown in figure 4. By using the logarithm of the angle $\theta$ and momentum fraction $z$ on the horizontal and vertical axis, emissions have a uniform probability distribution in this plane at LL accuracy. The grooming condition and the measurement are indicated by the two dashed lines. For the cross section with jet energy drop below some value $\Delta_E$, emissions inside the shaded triangular area in the Lund plane are not allowed. Such emissions are not groomed away and therefore lead to a value of the jet energy drop that is larger than $\Delta_E$. Here it is important to note that for iterated soft drop all branches along the leading branch are tested against the soft drop condition, whereas the original soft drop terminates once the criterion in eq. (2.9) is met. From the area of the vetoed region we can calculate the LL expression for the cross section cumulative in $\Delta_E$, from which we obtain the differential result by taking the derivative:

$$\hat{G}_{i}^{\text{ISD}}(\Delta_E, p_T, R, z_{\text{cut}}, \beta, \alpha_s(\mu)) = \frac{\beta_0}{\Delta_E} \exp \left[ -\frac{\alpha_s C_i}{\pi} \frac{1}{\beta} \ln^2 \left( \frac{z_{\text{cut}}}{\Delta_E} \right) \right].$$

(2.17)

The color factors are $C_q = C_F$ ($C_g = C_A$) for jets initiated by a quark (gluon).

We will now extend the resummation to NLL′ accuracy using SCET. The power counting of the relevant modes in the effective theory can be read off from the Lund diagram, and correspond to the red dots at the corners of the triangle. There are two soft modes $S_Z$ and $S_G$ located on the vertical axis, which are sensitive to the jet boundary as well as the energy drop and grooming condition, respectively. In addition, there is a collinear-soft [96, 97] mode $\hat{S}_X$, located at the intersection (hence the subscript $X$) of the two dashed lines representing the measurement and the grooming condition, which it is therefore sensitive to. We note that for iterated soft drop there is no hard mode, which would correspond to the origin of the Lund diagram, in contrast to most jet substructure observables. Physically,
Table 1. The modes in SCET that enter in the refactorization of the jet function $\tilde{G}_{i}^{\text{ISD}}$ for the jet energy drop with iterated soft drop, with $\Delta_E \ll z_{\text{cut}} \ll 1$.

<table>
<thead>
<tr>
<th>Mode:</th>
<th>Function: $S_i$</th>
<th>Scaling $(n \cdot p, \bar{n} \cdot p, p_\perp)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>soft</td>
<td>$S_G$</td>
<td>$z_{\text{cut}} p_T (R^2, 1, R)$</td>
</tr>
<tr>
<td>soft</td>
<td>$S_Z$</td>
<td>$\Delta_E p_T (R^2, 1, R)$</td>
</tr>
<tr>
<td>collinear-soft</td>
<td>$\tilde{S}_X$</td>
<td>$\Delta_E p_T \left( \left( \frac{\Delta_E}{z_{\text{cut}}} \right)^{2/\beta} R^2, 1, \left( \frac{\Delta_E}{z_{\text{cut}}} \right)^{1/\beta} R \right)$</td>
</tr>
</tbody>
</table>

this arises because energy drop with $z_{\text{cut}} \ll 1$ only probes (collinear-)soft radiation. The relevant scaling of the three modes is summarized in table 1, in terms of the light-cone components of their momenta,

$$ p^\mu = \bar{n} \cdot p \frac{n^\mu}{2} + n \cdot p \frac{\bar{n}^\mu}{2} + p_\perp^\mu , $$

(2.18)

where $n^\mu = (1, 0, 0, 1)$ is along the jet axis, $\bar{n}^\mu = (1, 0, 0, -1)$, and $p_\perp^\mu$ denotes the transverse components. This leads to the following factorization formula for $\tilde{G}_{i}^{\text{ISD}}$,

$$ \tilde{G}_{i}^{\text{ISD}}(\Delta_E, p_T R, z_{\text{cut}}, \beta, \alpha_s(\mu)) \overset{\text{NLL}'}{=} S_{i,G}(z_{\text{cut}} p_T R, \beta, \mu) \int d\Delta'_E S_{i,Z}(\Delta'_E, p_T R, \mu) \times S_{i,X}(\Delta_E - \Delta'_E, z_{\text{cut}}^{-1/\beta} p_T R, \beta, \mu) S_{i}^{\text{NG}}(\Delta_E) . $$

(2.19)

To achieve NLL' accuracy, we also include the contribution from non-global logarithms, which are accounted for by the non-global function $S_{i}^{\text{NG}}$, discussed in section 2.5. Strictly speaking, the NGLs should also be included through a convolution in $\Delta_E$, but the difference with the multiplicative treatment above is beyond the accuracy we are working at, see section 2.4 of ref. [90].

The one-loop expressions for other three functions in eq. (2.19) are given by

$$ S_{i,G}(z_{\text{cut}} p_T R, \beta, \mu) = 1 + \frac{\alpha_s C_i}{\pi(1 + \beta)} \left\{ - \ln^2 \left( \frac{\mu}{z_{\text{cut}} p_T R} \right) + \frac{\pi^2}{24} \right\} , $$

(2.20)

$$ S_{i,Z}(\Delta_E, p_T R, \mu) = \delta(\Delta_E) + \frac{\alpha_s C_i}{\pi} \left\{ 2 \left[ \ln \frac{\Delta_E}{\Delta'_E} \right]_+ - \frac{2}{[\Delta'_E]_+} \ln \left( \frac{\mu}{p_T R} \right) + \delta(\Delta_E) \left[ \ln^2 \left( \frac{\mu}{p_T R} \right) - \frac{\pi^2}{24} \right] \right\} , $$

(2.21)

$$ S_{i,X}(\Delta_E, z_{\text{cut}}^{-1/\beta} p_T R, \beta, \mu) = \delta(\Delta_E) + \frac{\alpha_s C_i}{\pi} \left\{ - 2 \frac{1 + \beta}{\beta} \left[ \ln \frac{\Delta_E}{\Delta'_E} \right]_+ + \frac{2}{[\Delta'_E]_+} \ln \left( \frac{\mu}{z_{\text{cut}}^{-1/\beta} p_T R} \right) + \delta(\Delta_E) \frac{\beta}{1 + \beta} \left[ - \ln^2 \left( \frac{\mu}{z_{\text{cut}}^{-1/\beta} p_T R} \right) + \frac{\pi^2}{24} \right] \right\} . $$

(2.22)

We limited ourselves to reporting only the finite terms of the different functions, as the $1/\epsilon$ poles can be reconstructed from the $\ln \mu$ terms. We have verified that all $\ln \mu$ terms cancel.

---

Table 1. The modes in SCET that enter in the refactorization of the jet function $\tilde{G}_{i}^{\text{ISD}}$ for the jet energy drop with iterated soft drop, with $\Delta_E \ll z_{\text{cut}} \ll 1$.

<table>
<thead>
<tr>
<th>Mode:</th>
<th>Function: $S_i$</th>
<th>Scaling $(n \cdot p, \bar{n} \cdot p, p_\perp)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>soft</td>
<td>$S_G$</td>
<td>$z_{\text{cut}} p_T (R^2, 1, R)$</td>
</tr>
<tr>
<td>soft</td>
<td>$S_Z$</td>
<td>$\Delta_E p_T (R^2, 1, R)$</td>
</tr>
<tr>
<td>collinear-soft</td>
<td>$\tilde{S}_X$</td>
<td>$\Delta_E p_T \left( \left( \frac{\Delta_E}{z_{\text{cut}}} \right)^{2/\beta} R^2, 1, \left( \frac{\Delta_E}{z_{\text{cut}}} \right)^{1/\beta} R \right)$</td>
</tr>
</tbody>
</table>
in eq. (2.19), and that the remainder agrees with the NLO result in eq. (2.13) in the limit \( \Delta E \ll z_{\text{cut}} \ll 1 \), providing a check on the refactorization.

The natural scale of each mode is given by its virtuality. Reading off from table 1,

\[
\mu_{S_i,G} \sim z_{\text{cut}} p_T R, \quad \mu_{S_i,Z} \sim \Delta E p_T R, \quad \mu_{S_i,X} \sim \Delta E^{(1 + \beta) / \beta} z_{\text{cut}}^{-1 / \beta} p_T R. \quad (2.23)
\]

By evaluating each function in eq. (2.19) at its natural scale, and evolving them to a common scale \( \mu \) through renormalization group (RG) equations, we achieve the joint resummation of logarithms of \( \Delta E \) and \( z_{\text{cut}} \). The RG equations are given by

\[
\frac{d}{d\mu} S_{i,G}(z_{\text{cut}} p_T R, \beta, \mu) = \gamma_i^{S_{i,G}}(z_{\text{cut}} p_T R, \beta, \mu) S_{i,G}(z_{\text{cut}} p_T R, \beta, \mu), \quad (2.24)
\]

\[
\frac{d}{d\mu} S_{i,Z}(\Delta E, p_T R, \mu) = \int d\Delta' E \gamma_i^{S_{i,Z}}(\Delta E, \Delta E - \Delta, p_T R, \mu) S_{i,Z}(\Delta E, p_T R, \mu), \quad (2.25)
\]

\[
\frac{d}{d\mu} \tilde{S}_{i,X}(\Delta E, z_{\text{cut}}^{-1 / \beta} p_T R, \beta, \mu) = \int d\Delta' E \gamma_i^{\tilde{S}_{i,X}}(\Delta E, \Delta E - \Delta, z_{\text{cut}}^{-1 / \beta} p_T R, \beta, \mu) \times \tilde{S}_{i,X}(\Delta E, z_{\text{cut}}^{-1 / \beta} p_T R, \beta, \mu), \quad (2.26)
\]

where the corresponding anomalous dimensions can be found in the appendix A.

Next we discuss in some detail how we solve the different evolution equations, as similar techniques will be employed for the other grooming techniques discussed in subsequent section. Evolving the function \( S_{i,G} \) from initial scale \( \mu_0 \) to the scale \( \mu \), using the multiplicative RG equation in eq. (2.20),

\[
S_{i,G}(z_{\text{cut}} p_T R, \beta, \mu) = U_{i,S_G}(z_{\text{cut}} p_T R, \beta, \mu, \mu_0) S_{i,G}(z_{\text{cut}} p_T R, \beta, \mu_0), \quad (2.27)
\]

The two functions \( K \) and \( \eta \) are given by

\[
K_i(\mu, \mu_0) = \int_{\alpha_s(\mu_0)}^{\alpha_s(\mu)} \frac{d\alpha}{\beta(\alpha)} \Gamma_i(\alpha) \int_{\alpha_s(\mu_0)}^{\alpha_s(\mu)} \frac{d\alpha'}{\beta(\alpha')}, \quad (2.28)
\]

\[
\eta_i(\mu, \mu_0) = \int_{\alpha_s(\mu_0)}^{\alpha_s(\mu)} \frac{d\alpha}{\beta(\alpha)} \Gamma_i(\alpha), \quad (2.29)
\]

following the convention of refs. [98, 99]. Here, \( \beta(\alpha) \) is the QCD beta function and \( \Gamma_i \) is the cusp anomalous dimension, which allow for a perturbative expansion

\[
\beta(\alpha_s) = -2\alpha_s \sum_{n=0}^{\infty} \beta_n \left( \frac{\alpha_s}{4\pi} \right)^{n+1}, \quad \Gamma_{\text{cusp}}(\alpha_s) = \sum_{n=0}^{\infty} \frac{\Gamma_i}{4\pi} \left( \frac{\alpha_s}{4\pi} \right)^{n+1}. \quad (2.30)
\]

The relevant coefficients \( \beta_i \) and \( \Gamma_i \) are given in eqs. (A.1) and (A.2). We evaluate the integrals in eq. (2.28) and eq. (2.29) up to NLL accuracy

\[
K(\mu_0, \mu) = \frac{-1}{4\beta_0^2} \left[ \frac{4\pi}{\alpha_s(\mu_0)} \left( 1 - \frac{r}{1 - \ln r} \right) + \frac{\Gamma_1}{\Gamma_0} - \frac{\beta_1}{\beta_0} \right] \left( (1 - r + \ln r) + \frac{\beta_1}{2\beta_0} \ln^2 r \right), \quad (2.31)
\]

\[
\eta(\mu_0, \mu) = -\frac{1}{2\beta_0} \left[ \ln r + \frac{\alpha_s(\mu_0)}{4\pi} \left( \frac{\Gamma_1}{\Gamma_0} - \frac{\beta_1}{\beta_0} \right) (r - 1) \right], \quad (2.32)
\]
The required perturbative ingredients needed at different orders (rows) for the resummation of logarithms of the jet radius $R$, jet energy drop $\Delta E$ and grooming parameter $z_{\text{cut}}$ for iterated soft drop. The columns indicate the order of fixed-order ingredients in the factorization, the QCD beta function $\beta$, the anomalous dimension $\gamma$ and NGLs.

where $r = \alpha_s(\mu)/\alpha_s(\mu_0)$. Similarly, for the evolution equations of the functions $S_{i,Z}$ and $S_{i,X}$, we find

$$
S_{i,Z}(\Delta_E, p_T R, \mu, \mu_0) = \int d\Delta'_E U_{i,Z}(\Delta_E - \Delta'_E, p_T R, \mu, \mu_0) S_{i,Z}(\Delta'_E, p_T R, \mu_0),
$$

$$
\tilde{S}_{i,X}(\Delta_E, z_{\text{cut}}^{-1/\beta} p_T R, \beta, \mu, \mu_0) = \int d\Delta'_E U_{i,X}(\Delta_E - \Delta'_E, z_{\text{cut}}^{-1/\beta} p_T R, \beta, \mu, \mu_0) \times \tilde{S}_{i,X}(\Delta'_E, z_{\text{cut}}^{-1/\beta} p_T R, \beta, \mu_0),
$$

where the corresponding evolution factors can be written as

$$
U_{i,S_Z}(\Delta_E, p_T R, \mu, \mu_0) = e^{2K_i(\mu, \mu_0)} \left( \frac{\mu_0 e^{\gamma_E}}{p_T R} \right)^{2\eta_i(\mu, \mu_0)} \frac{\Theta(\Delta_E)}{\Delta_E^{1+2\eta_i(\mu, \mu_0)}},
$$

$$
U_{i,S_X}(\Delta_E, z_{\text{cut}}^{-1/\beta} p_T R, \beta, \mu, \mu_0) = e^{-\frac{2\beta}{\Gamma[2\eta_i(\mu, \mu_0)]}} \left( \frac{\mu_0}{z_{\text{cut}}^{-1/\beta} p_T R} \right)^{\frac{1}{\beta+\beta}} \frac{\Theta(\Delta_E)}{\Delta_E^{1-2\eta_i(\mu, \mu_0)}},
$$

The convolutions of the above evolution factors and the soft functions at the initial scale $\mu_0$ in eq. (2.33) can be carried out following e.g. refs. [98, 100]. For completeness, we summarize the required perturbative ingredients in table 2. An analogous counting of the perturbative accuracy applies to the other grooming techniques discussed in subsequent sections.

2.5 Non-global logarithms

Non-global logarithms (NGLs) start contributing to the jet energy drop at next-to-next-to-leading order (NNLO). For iterated soft drop, we will show that the NGLs are related to the hemisphere case, for which a fit to the leading logarithmic resummation [54] or a perturbative expansion is available [101], in the large-$N_c$ limit. We will show that for our phenomenological results, the effect of NGLs beyond their leading NNLO contribution is negligible, and therefore limit ourselves to this contribution for the other grooming procedures.
Figure 5. Non-global soft contribution $S_{NG}^i$ for the jet energy drop for iterated soft drop, for $i = q$ (blue) and $i = g$ (green), including two-loop (dotted) and three-loop (solid) contributions. The dotted vertical line shows the onset of the nonperturbative region.

The NGLs for iterated soft drop originate from correlations between the two soft modes $S_G$ and $S_Z$, see figure 4. As jets were identified using the anti-$k_T$ jet algorithm, which provides a hard boundary for soft radiation, we do not have to take into account clustering effects. Starting with the NGL at NNLO, we exploit the small $R$ limit to map the in- and out-of-jet region to two hemispheres [102]. In the strong energy-ordered limit of two soft gluon emissions [54]

$$S_{NG}^\mathrm{i}(\Delta_E, z_{\text{cut}}) = 1 + 8C_i C_A \left( \frac{\alpha_s}{2\pi} \right)^2 \int \frac{dx_1}{x_1} \int \frac{dx_2}{x_2} \int \frac{d\phi_1}{2\pi} \int \frac{d\phi_2}{2\pi} \Theta(x_1 > x_2) \times \frac{\cos \phi_2}{(1 - c_1 c_2 - s_1 s_2 \cos \phi_2) s_1 s_2} \times [\Theta(c_1 < 0) + \Theta(c_1 > 0) \Theta(x_1 > z_{\text{cut}})] \times [\Theta(c_2 < 0) + \Theta(c_2 > 0) \Theta(x_2 < \Delta_E)] ,$$

where $\theta_i$ are the polar angles of the emissions with $c_i = \cos \theta_i$ and $s_i = \sin \theta_i$, and $x_i = k_{T_i}/p_T$ their energy fractions. The constraints on the soft radiation that are specific to the measurement can be read off from the Lund plane in figure 4 and are encoded in the theta functions on the second and third lines. Specifically, the energy fraction of the most energetic emission has to pass the soft drop criterion if it is inside the jet, whereas the second one has to be less than $\Delta_E$ if it is inside. We can replace $x_1 > z_{\text{cut}}^\theta_1$ by $x_1 > z_{\text{cut}}$, up to subleading NGLs, because $\theta_1 \sim 1$ in the frame where the in and out-jet region are different hemispheres. Outside the jet both emissions are unconstrained. Out of the four resulting contributions, the term $\sim \Theta(c_1 < 0) \Theta(c_2 < 0)$ is scaleless, and the other three
terms add up to give

\[ S^\text{NG}_i(\Delta_E, z_{\text{cut}}) = 1 - \frac{\pi^2}{3} C_i C_A \left( \frac{\alpha_s}{2\pi} \right)^2 \ln^2 \left( \frac{\Delta_E}{z_{\text{cut}}} \right). \] (2.38)

This is the usual result for the leading NGL in the hemisphere case, where the argument of the logarithm squared is now given by the ratio of the characteristic scales of the two functions \( S_G \) and \( S_Z \) in eq. (2.23). We emphasize, however, that this is NGL does not arise in the standard way, as both the high and low energy restrictions are imposed on the same hemisphere.

We plot the numerical size of the NNLO non-global contribution to the jet energy drop distribution in figure 5 for quarks and gluons as a function of \( \Delta_E \). The region to the left of the dotted vertical line is nonperturbative, as the softest scale in the factorization formula \( \mu_{S_X} \) (see eq. (2.23)) drops below 0.5 GeV. Outside the nonperturbative region, the effect of NGLs is less than 10%. Although this NGL does not arise in the standard way, we still expect that the higher-order corrections are also the same as for the hemisphere case. Thus we explore the effect of higher order corrections using the solution [101] of the BMS equation [56]. We find that the effect of the three-loop contribution is (much) below the percent level, outside the nonperturbative region, as shown in figure 5. The two-loop NGL is thus sufficient for our numerical results in section 2.7, and we adopt the same practical approach for the grooming algorithms discussed in the subsequent sections.

2.6 Profile functions and scale variations

We will now describe our central scale choice, taking particular care to avoid the Landau pole in the nonperturbative region. The scale variations used to estimate the perturbative uncertainty will also be discussed.

We observe from eq. (2.23) that the softest scale \( \mu_{S_X} \) determines the nonperturbative region of the \( \Delta_E \) distribution,

\[ \Delta_E < \left( \frac{\Lambda_{\text{NP}}}{p_T R} \right)^{\frac{1}{1+\beta}} \frac{\beta}{1+\beta}. \] (2.39)

Here we take \( \Lambda_{\text{NP}} = 1.5 \) GeV as the value where the scale starts becoming nonperturbative. For instance, we used this value of \( \Lambda_{\text{NP}} \) in eq. (2.39) to determine the position of the dotted vertical line in figure 5.

To prevent the strong coupling constant \( \alpha_s \) from running into the Landau pole for small \( \Delta_E \), we use profile functions [100] to freeze the scales at some value \( \Lambda_{\text{freeze}} \) above the Landau pole. The transition to the fixed-order region (where \( \Delta_E \) is large) does not require special care, because the non-singular contribution is so small, see figure 3. We make the

\footnote{Integrals over \( x_i \) that include 0 in the integration domain are divergent. To calculate these, we note that the integral over \( 0 \leq x_i \leq 1 \) does not yield a large logarithm, allowing us to rewrite the original integral as minus the integral over the complement, which is convergent. The infinities cancel between real and virtual contributions. A similar approach can be used for the angular integral for emissions in the same hemisphere.}
following choice to smoothly transition

\[
f_{\text{pro}}(x; x_0) = \begin{cases} 
    x & x > 2x_0 \quad \text{region I}, \\
    x_0[1 + (x/x_0)^2/4] & x \leq 2x_0 \quad \text{region II}.
\end{cases}
\]

Our central scale choice is given by

\[
\begin{align*}
\mu_{\text{cent}}^{S_X} &= f_{\text{pro}}(\Delta_E^{(1+\beta)/\beta} z_{\text{cut}}^{-1/\beta} p_T R; \Lambda_{\text{freeze}}), \\
\mu_{\text{cent}}^{S_Z} &= (\mu_{\text{cent}}^{S_X}(z_{\text{cut}} p_T R)^{\frac{\beta}{1+\beta}})^{1+\beta}, \\
\mu_{\text{cent}}^{S_G} &= z_{\text{cut}} p_T R, \\
\mu_{\text{cent}}^{G} &= p_T R, \\
\mu_{\text{cent}}^{H} &= p_T,
\end{align*}
\]

where it is important to relate the two scales which depend on \(\Delta_E\), such that \(\mu_{\text{cent}}^{S_Z}\) also stops running when the softer scale \(\mu_{\text{cent}}^{S_X}\) enters the nonperturbative region. Note that the latter two scales, the hard scale and jet scale, enter our calculation through the jet production described in section 2.1. We make the choice

\[
\Lambda_{\text{freeze}} = 0.2 \text{ GeV}
\]

throughout this paper, which ensures that we see the Sudakov peak.

QCD scale uncertainties are obtained by varying the scales of \(\hat{S}_X, S_Z\) individually up and down by a factor of 2 around their central value. We also vary the scales of \(S_G, G, H\) simultaneously because there is not a large hierarchy between them, since \(R = 0.8\) and we generally take \(z_{\text{cut}} = 0.5\). Finally, we vary all scales simultaneously up and down, and take the envelope of these variations to obtain the uncertainty band.

### 2.7 Numerical results

In this section we present our numerical results for the jet energy drop for the iterated soft drop algorithm, comparing to PYTHIA 8.2 simulations [103]. We consider LHC kinematics at \(\sqrt{s} = 13\) TeV, reconstructing jets with the anti-\(k_T\) algorithm and \(R = 0.8\) in the rapidity range of \(|\eta| < 2\). Throughout this work, we use the CT14 NLO PDF set [104].

In figure 6, we show our results at NLL and NLL’ accuracy for the jet energy drop, and the corresponding results for PYTHIA at parton level, including initial- and final-state radiation. The different panels correspond to different jet transverse momentum intervals ranging from \(p_T = 30\) to 1200 GeV, and we choose the grooming parameters \(z_{\text{cut}} = 0.5\) and \(\beta = 2\). For the NLL’ curves, we include the perturbative uncertainty bands, following the procedure in section 2.6. We indicate the onset of the nonperturbative region by a dotted vertical line, corresponding to \(\mu_{S_X} \sim 1.5\) GeV (see eq. (2.39)). We use a differential scale setting, which leads to a good prediction for the shape but only ensures the correct normalization up to higher-order corrections. We address this by simply normalizing our distribution, though there are more refined proposals (see e.g. ref. [105] for a discussion in the context of the thrust event shape). The NLL’ result becomes unreliable (negative) at small \(\Delta_E\), because of large perturbative corrections from \(\hat{S}_X\), and would anyway need to
Figure 6. Jet energy drop distribution with $z_{\text{cut}} = 0.5$ and $\beta = 2$ at NLL (dashed blue) and NLL' accuracy (orange curve and band), compared to Pythia (dashed purple). The different panels correspond to different jet transverse momenta. The central curves are normalized to unity between the dotted vertical line and the endpoint $\Delta E = z_{\text{cut}}$.

Figure 7. Comparison of the QCD scale uncertainties at NLL and NLL', for the lower left panel of figure 6.

be supplemented by a nonperturbative model. We therefore use the respective NLL curve (which is always positive) to obtain the normalization factor for the individual quark/gluon predictions and apply this to the NLL' curves as well. After combining these with the appropriate quark/gluon fractions we normalize the prediction by the cross section $\tilde{\sigma}$ on the interval between the vertical dotted line and the endpoint at $\Delta E = z_{\text{cut}}$, to limit the
sensitivity to nonperturbative physics in the perturbative region. We note that the NLL results lie within the uncertainty band of the NLL’, instilling confidence in the convergence of resummed perturbation theory. We also find generally good agreement with PYTHIA, with the largest differences in the nonperturbative region, as expected. We observe that for lower jet $p_T$ the jet energy drop distribution peaks at larger values and is generally broader, which arises from the larger value of $\alpha_s$.

As an example, we show the QCD scale uncertainty at NLL and NLL’ accuracy in figure 7. We observe a dramatic reduction of the uncertainty band at NLL’. This illustrates the need to perform perturbative calculations at least at NLL’ accuracy, where scale variations in the RG evolution kernels are partially canceled by the NLO results of the different functions, and is the reason we omit the uncertainty band for NLL curves in subsequent plots.

In figure 8, we show the dependence of the jet energy drop on the grooming parameters $z_{\text{cut}}$ and $\beta$. We consider jets with $p_T = 1000 - 1200$ GeV to limit the effect of the nonperturbative region. In the left panel we fix $z_{\text{cut}} = 0.5$ and vary $\beta$, while in the right panel we choose $\beta = 1$ and vary $z_{\text{cut}}$. As expected from eq. (2.9), the energy drop becomes smaller in the limit $\beta \to \infty$ and $z_{\text{cut}} \to 0$. Indeed, in these limits, the jet energy drop distributions approach a delta function at $\Delta E = 0$ (apart from nonperturbative effects).
In figure 9, we study the effect of hadronization and multiple parton interactions (MPI) on the jet energy drop in Pythia, for two different bins in the jet transverse momentum. The effect of hadronization is huge: in particular, for jet $p_T = 30 - 50$ GeV about 17% of the jets at parton level are unaffected by grooming (i.e. $\Delta E = 0$). The effects of MPI are sizable and affect the whole distribution: the radiation due to MPI is uncorrelated to the primary scattering and therefore fairly uniformly distributed over the jet, such that grooming always removes a substantial part of them, independent of the value of $\Delta E$. This has of course the desired effect of removing them from the groomed jet, but makes our observable particularly sensitive to MPI. Hadronization mostly affects the peak region, shifting its location to the right. The effect of hadronization extends over a larger range of $\Delta E$ than one would expect from the onset of nonperturbative effects estimated in eq. (2.39). The effect of both hadronization and MPI is reduced at higher jet energies.

3 Soft drop

In this section we present the calculation of the jet energy drop using regular soft drop grooming. As discussed in section 2.2 above, the soft drop algorithm terminates once a pair of branches satisfies the criterion in eq. (2.9). Therefore, the soft drop condition is not applied to emissions that are at smaller angles than the opening angle between the two branches that satisfy the grooming condition. This leads to a different and more complicated factorization structure than for iterated soft drop, involving the angle between the two branches that satisfy the soft drop condition.

In our factorization analysis, we consider the cross section differential in both the energy drop $\Delta E$ and the opening angle of the two branches $R_g = \theta_g R$. We identify two separate regimes, depending on the relative size of $\Delta E$, $\theta_g$, and $z_{cut}$, as discussed below. After the resummation is performed, we can remove the dependence on $\theta_g$ by integrating over it, or, alternatively, calculate the cross section for jet energy drop with a cut on $\theta_g < \theta_{cut}$. A related factorization structure was found in ref. [14], for the angle between the standard and the groomed jet axis. Both observables probe the radiation which is groomed away by soft drop, and are therefore very soft sensitive. Indeed, imposing a cut on $\theta_g$ reduces the soft sensitivity of the jet energy drop, as will be demonstrated in section 3.7. In addition, it can be advantageous for experimental measurements. The (modified) LL jet energy drop cross section was calculated in ref. [7], by means of a conditional probability. We will also explain the connection between this approach and our double differential factorization.

We start by presenting results for the jet function differential in both $\Delta E$ and $\theta_g$ at NLO in section 3.1. In section 3.2, we discuss in detail the refactorization of the jet function, separated into two factorization regimes, and the resummation of logarithms of $\Delta E$, $\theta_g$ and $z_{cut}$, including non-global logarithms. We show how the global logarithms can be reproduced by means of a conditional probability in section 3.3, and discuss the Sudakov-safe case $\beta = 0$ in section 3.4. In section 3.5 nonperturbative effects are discussed (in particular for the case where there is a cut on $\theta_g$), and our scale choices are presented in section 3.6. Finally, in section 3.7 we present numerical results for LHC kinematics and compare to Pythia results.
3.1 Fixed-order results

In our factorization analysis, we need to account for the groomed jet radius $\theta_g$, since its value modifies the structure of the large logarithms in the jet energy drop $\Delta E$. In particular, we will jointly resum large logarithms involving $\Delta E$ and $\theta_g$, to all orders in $\alpha_s$. We therefore calculate the double-differential jet function at NLO, which will provide a check on our factorization. However, only the jet function differential in $\Delta E$ enters in the final result (unless a cut on $\theta_g$ is imposed).

At NLO, $\Delta G_i^{SD}$ is calculated from

$$\Delta G_i^{SD}(\Delta E, \theta_g, p_T R, z\text{cut}, \beta, \alpha_s(\mu)) = \int d\Phi_2 \sigma_{2,i}^\Delta \Theta(\theta < R) \left[ \Theta(x > z\text{cut}(\theta/R)\beta) \Theta(1 - x > z\text{cut}(\theta/R)\beta) \delta(\Delta E) \delta(\theta_g - \theta/R) + \Theta(x > z\text{cut}(\theta/R)\beta) \Theta(1 - x < z\text{cut}(\theta/R)\beta) \delta(\Delta E - (1 - x)) \delta(\theta_g) + \Theta(x < z\text{cut}(\theta/R)\beta) \Theta(1 - x > z\text{cut}(\theta/R)\beta) \delta(\Delta E - x) \delta(\theta_g - \delta(\Delta E) \delta(\theta_g)) \right].$$

(3.1)

At this order terms are either $\propto \delta(\theta_g)$, when one parton fails the soft drop criterion, or $\propto \delta(\Delta E)$, when both pass. The final term subtracts off the contribution already contained in the semi-inclusive jet function, see eq. (2.5). For quarks and gluons we find to NLO

$$\Delta G_q^{SD}(\Delta E, \theta_g, p_T R, z\text{cut}, \beta, \alpha_s(\mu)) = \frac{\alpha_s C_F}{\pi} \{ \delta(\Delta E) \Theta(\theta_g < 1) \left[ -2 + 3z\text{cut} \beta \left[ \frac{\ln \theta_g}{\theta_g} \right]_+ + (2\ln z\text{cut} - \frac{3}{2} + 3z\text{cut}) \right]_+ + \frac{2}{\theta_g} \ln(1 - \theta_g^2 z\text{cut}) + \frac{1}{\beta} \Theta(\Delta E < z\text{cut}) \delta(\theta_g) \left[ -2 \left[ \frac{\ln \Delta E}{\Delta E} \right]_+ + 2\ln z\text{cut} \frac{1}{\Delta E} \right]_+ + \left( 3 - \frac{2}{1 - \frac{\Delta E}{z\text{cut}}} \right) \ln \left( \frac{\Delta E}{z\text{cut}} \right) \} + \frac{1}{\beta} \delta(\Delta E) \delta(\theta_g) \left[ -\ln^2 z\text{cut} + 3z\text{cut} \right] \}$$

(3.2)

$$\Delta G_g^{SD}(\Delta E, \theta_g, p_T R, z\text{cut}, \beta, \alpha_s(\mu)) = \frac{\alpha_s}{\pi} \left\{ \delta(\Delta E) \Theta(\theta_g < 1) \left[ C_A \left[ -2 - \frac{3}{2} z\text{cut} + 9 z^2\text{cut} - 9 z^3\text{cut} \right] \beta \left[ \frac{\ln \theta_g}{\theta_g} \right]_+ + (-2\ln z\text{cut} - \frac{3}{2} + 3z\text{cut}) \right]_+ + \frac{2}{\theta_g} \ln \left( 1 - z\text{cut} \theta_g^2 \right) \right] + \frac{\beta_0}{2} \left[ (3z\text{cut} - 6 z^2\text{cut} + 6 z^3\text{cut}) \beta \left[ \frac{\ln \theta_g}{\theta_g} \right]_+ + (-1 + 3z\text{cut} - 3z^2 + 3z^3) \right]_+ + \frac{1}{\beta} \delta(\theta_g) \delta(\Delta E < z\text{cut}) \left[ C_A \left[ -2 \left[ \frac{\ln \Delta E}{\Delta E} \right]_+ + 2\ln z\text{cut} \frac{1}{\Delta E} \right]_+ \right] \right. \left] \right. \left]$$

$$- \left[ C_A \left[ \frac{2}{1 - \frac{\Delta E}{z\text{cut}}} - 4 + 2\Delta E - 2\Delta E^2 \right] + 2n_f T_F \left( \frac{\Delta E^2}{z\text{cut}} + (1 - \Delta E)^2 \right) \right] \ln \left( \frac{\Delta E}{z\text{cut}} \right) \right] + \frac{1}{\beta} \delta(\theta_g) \delta(\Delta E) \left[ C_A \left( -\ln^2 z\text{cut} + 4 z\text{cut} - \frac{z^2\text{cut}}{2} + 2 \frac{z^3\text{cut}}{9} \right) + n_f T_F \left( -z\text{cut} + \frac{z^2\text{cut}}{2} + \frac{4}{9} z^3\text{cut} \right) \right].$$

(3.3)
Figure 10. Numerical results for the singular, non-singular and fixed-order result of $\Delta G^\text{SD}_i$ for soft drop as a function of the groomed jet radius $\theta_g$, for the same jet kinematics as in figure 3 and with grooming parameters $\beta = 1$ and $z_{\text{cut}} = 0.3$.

As is clear from the $1/\beta$ poles in the above expressions, the jet energy drop is not IRC safe for soft drop with $\beta = 0$. However, unlike for iterated soft drop, $\beta = 0$ is Sudakov safe, as will be discussed in section 3.4. Alternatively, it is also IRC safe if a cut on $\theta_g$ is imposed, which removes the singularity at $\theta_g = 0$.

Upon integration over the groomed radius $\theta_g$,

$$\int_0^1 d\theta_g \Delta G^\text{SD}_i(\Delta E, \theta_g, p_T R, z_{\text{cut}}, \beta, \alpha_s(\mu)) \overset{\text{NLO}}{=} \Delta G^\text{ISD}_i(\Delta E, p_T R, z_{\text{cut}}, \beta, \alpha_s(\mu)).$$

we obtain the jet function for iterated soft drop in eq. (2.13). Consequently, the size of the logarithmically enhanced terms in the jet function is the same as for iterated soft drop, shown in figure 3. For completeness, we also plot the NLO jet function $\Delta G^\text{SD}_i$ as a function of $\theta_g$ to further assess the numerical size of the power corrections to the singular terms in the limit $\Delta E \ll z_{\text{cut}} \ll 1$. The results in figure 10 show that the power corrections are small as long as $\theta_g$ is not too small. We impose a sufficiently large $\theta^\text{cut}_g$ in our phenomenological studies below, and thus do not need to include a matching correction.

3.2 Factorization and resummation

We will consider the kinematic regime where $\Delta E \ll z_{\text{cut}} \ll 1$ and $\theta_g \ll 1$. We obtain two different factorization formulae, depending on whether $\theta_g$ is (parametrically) larger or smaller than $(\Delta E/z_{\text{cut}})^{1/\beta}$, discussed in sections 3.2.1 and 3.2.2, respectively.

3.2.1 Regime A

The Lund diagram for regime A is shown in the left panel of figure 11. The dashed lines show the measurements of $\Delta E$ and $\theta_g$ as well as the grooming condition, as indicated in the figure. The cumulative measurement of the groomed radius $\theta_g < \theta^\text{c}_g$ vetoes emissions in the red region with momentum fraction $z > z_{\text{cut}}(\theta/R)^\beta$ and angles $\theta/R > \theta^\text{g}$, see also refs. [7, 13]. In addition, we now measure the jet energy drop $\Delta E < \Delta^\ast_E$. Emissions with $z < z_{\text{cut}}(\theta/R)^\beta$ and $\theta/R > \theta_g$ are groomed away, and contribute to the measured value of $\Delta E$. Therefore, emissions are vetoed in the blue region. For $\theta_g < (\Delta E/z_{\text{cut}})^{1/\beta}$, we thus
Figure 11. Lund diagrams for the energy drop of a soft-drop groomed jet in the region $\Delta_E \ll z_{\text{cut}} \ll 1$ and $\theta_g \ll 1$, for regime A (left) and B (right). The relevant SCET modes are indicated by red and green dots, and their power counting can be read off, see table 3.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Function</th>
<th>Regime A</th>
<th>Regime B</th>
</tr>
</thead>
<tbody>
<tr>
<td>hard</td>
<td>$H$</td>
<td>$p_T(R^2, 1, R)$</td>
<td></td>
</tr>
<tr>
<td>soft</td>
<td>$S_Z$</td>
<td>$\Delta_E p_T(R^2, 1, R)$</td>
<td></td>
</tr>
<tr>
<td>collinear</td>
<td>$C_{\text{collinear}}$</td>
<td>$p_T(R_g^2, 1, R_g)$</td>
<td></td>
</tr>
<tr>
<td>collinear-soft</td>
<td>$S_G$</td>
<td>$z_{\text{cut}}^\beta p_T(R_g^2, 1, R_g)$</td>
<td></td>
</tr>
<tr>
<td>collinear-soft</td>
<td>$S_X$</td>
<td>$\Delta_E p_T\left(\frac{\Delta_E^{2/3}}{R^2, 1, \left(\frac{\Delta_E}{z_{\text{cut}}}\right)^{1/3}} R\right)$</td>
<td></td>
</tr>
<tr>
<td>collinear-soft</td>
<td>$S_Z$</td>
<td>$\Delta_E p_T(R_g^2, 1, R_g)$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. The scaling of the modes that enter the factorization formulæ of the jet energy drop cross section in the kinematic region where $\Delta_E \ll z_{\text{cut}} \ll 1$ and $\theta_g = R_g/R \ll 1$. Regime A (B) correspond to $\theta_g$ being smaller (larger) than $(\Delta_E/z_{\text{cut}})^{1/3}$.

We obtain the Lund diagram as shown in figure 11. Note that to simplify the notation, we omit the superscript $c$ for cumulative variables in figure 11.

We start with the resummed result at LL accuracy, which can be calculated from the vetoed red and blue shaded areas of the Lund diagram. This gives the cumulant from which we obtain the double-differential result by taking derivatives with respect to both $\Delta_E$ and $\theta_g$,

$$\tilde{G}_{E, A}^{(\text{DD})}(\Delta_E, \theta_g, p_T R, z_{\text{cut}}, \beta, \alpha_s(\mu))$$

$\frac{d}{d\Delta_E} \frac{d}{d\theta_g} \exp \left\{ -\frac{\alpha_s C_F}{\pi} \left[ \frac{1}{\beta} \ln^2 \left( \frac{z_{\text{cut}}}{\Delta_E} \right) + 2 \ln z_{\text{cut}} \ln \theta_g + \beta \ln^2 \theta_g \right] \right\}.$

(3.5)

We extend this beyond LL using a factorization formula within SCET, for which the modes correspond to red points at the intersections of the dashed lines in the left panel of figure 11. The parametric scaling of the momenta of the hard, collinear, soft, and collinear-soft modes are summarized in table 3. (Because this is a refactorization of a collinear function, these modes are strictly speaking hard-collinear, collinear, etc.)
resulting factorization, differential in $\Delta_E$ and $\theta_g$, is given by
\begin{equation}
\tilde{G}_{i,A}^{SD}(\Delta_E, \theta_g, p_T R, z_{\text{cut}}, \beta, \alpha_s(\mu)) \quad (3.6)
\end{equation}
\begin{equation}
\frac{\text{NLL}'}{d \theta_g} \frac{d}{d \theta_g} \left[ \hat{H}_i(p_T R, \mu) C_{i}^{\text{egr}}(\theta_g p_T R, \mu) \tilde{S}_{i,G}(z_{\text{cut}} \theta_g^{1+\beta} p_T R, \beta, \mu) S_{i,G}^{\text{NG}+\text{AC}}(z_{\text{cut}} \theta_g^\beta) \right]
\end{equation}
\begin{equation}
\times \int d\Delta'_E \tilde{S}_{i,X}(\Delta_E', p_T R, z_{\text{cut}}, \beta, \mu) S_{i,Z}(\Delta_E - \Delta'_E, p_T R, \mu) S_i^{\text{NG}}(\Delta_E) \right].
\end{equation}

The hard function $\hat{H}_i$ is only sensitive to the jet scale and does not depend on $\Delta_E$ and $\theta_g$. Note that for iterated soft drop this hard function was absent. The collinear function $C_{i}^{\text{egr}}$ does not depend on $\Delta_E$, since collinear radiation is never groomed away. It can set the measurement of $\theta_g$ (when the derivative acts on the collinear function), or account for collinear emissions at smaller angles (when the derivative does not act on it). Next, the collinear-soft function $\tilde{S}_{i,G}$ is sensitive to the soft drop grooming condition and can also set the groomed radius of the jet $\theta_g$. The three functions discussed so far also appear in the NLL' factorization of the soft drop groomed radius [13]. The collinear-soft function $\tilde{S}_{i,X}$ is sensitive to both the $\Delta_E$ measurement and the grooming condition, as the corresponding emissions contribute to the jet energy drop if they fail the soft drop criterion. Finally, the soft function $\tilde{S}_{i,Z}$ accounts for soft wide-angle radiation which is always groomed away. The same functions $\tilde{S}_{i,X}$ and $S_{i,Z}$ enter in the factorization for iterated soft drop in eq. (2.19).

Interestingly, in regime A the dependence on $\Delta_E$ and $\theta_g$ appears in separate parts of the factorization formula.

There are two types of non-global logarithms in eq. (3.6) associated with ungroomed and groomed jet boundary, $R$ and $R_g$, respectively. These can be treated independently as long as they are sufficiently separated, i.e. $R_g \ll R$. The NGLs at the ungroomed jet boundary arise due to correlations of the out-of-jet region, where the radiation is unconstrained (and thus has energies of order $p_T$), and the in-jet region, where wide-angle radiation must have energies below $\Delta_{EPT}$. This is taken into account by the same non-global soft function as the hemisphere case, $S_i^{\text{NG}}(\Delta_E)$. The $S_i^{\text{NG}+\text{AC}}(z_{\text{cut}} \theta_g^\beta)$ arises at the boundary of the groomed jet. Unlike the hard boundary of the initial ungroomed anti-$k_T$ jet, it is sensitive clustering effects from C/A. This same contribution entered in the resummation of the groomed jet radius [13], and is given by
\begin{equation}
\tilde{S}_{i,G}^{\text{NG}+\text{AC}}(z_{\text{cut}} \theta_g^\beta) = 1 - \frac{4}{9} \frac{\pi^2}{3} C_i C_A \frac{\alpha_s}{2\pi} \ln^2(z_{\text{cut}} \theta_g^\beta).
\end{equation}

The factor $4/9$ compared to eq. (2.38) is due to clustering effects.

Here we present the one-loop expressions for the functions in eq. (3.6) that did not appear for iterated soft drop. The hard function $\hat{H}_i$ [90, 106], the collinear function $C_{i}^{\text{egr}}$ and the collinear-soft function $\tilde{S}_{i,G}$ [13] are given by
\begin{equation}
\hat{H}_i(p_T R, \mu) = 1 + \frac{\alpha_s}{\pi} C_F \left[ - \ln^2 \left( \frac{\mu}{p_T R} \right) - \frac{3}{2} \ln \left( \frac{\mu}{p_T R} \right) - \frac{13}{4} + \frac{3\pi^2}{8} \right],
\end{equation}
\begin{equation}
\hat{H}_i(p_T R, \mu) = 1 + \frac{\alpha_s}{\pi} \left[ C_A \left( - \ln^2 \left( \frac{\mu}{p_T R} \right) - \frac{5}{24} + \frac{3\pi^2}{8} \right) + \frac{\beta_0}{2} \left( - \ln \left( \frac{\mu}{p_T R} \right) - \frac{23}{12} \right) \right],
\end{equation}
\[ C^\text{eg}_{\eta}(\theta_{g_{PT}R}, \mu) = 1 + \frac{\alpha_s C_F}{\pi} \left[ \ln^2 \left( \frac{\mu}{\theta_{g_{PT}R}} \right) + \frac{3}{2} \ln \left( \frac{\mu}{\theta_{g_{PT}R}} \right) + \frac{13}{4} - \frac{3\pi^2}{8} \right], \]

(3.10)

\[ C^\text{eg}_g(\theta_{g_{PT}R}, \mu) = 1 + \frac{\alpha_s}{\pi} \left[ C_A \ln^2 \left( \frac{\mu}{\theta_{g_{PT}R}} \right) + \frac{\beta_0}{2} \ln \left( \frac{\mu}{\theta_{g_{PT}R}} \right) \right. \]

\[ + \left. C_A \left( \frac{67}{18} - \frac{3\pi^2}{8} \right) - T_{F_{nf}} \right] \frac{23}{18}, \]

(3.11)

\[ \tilde{S}_{i,G}(z_{\text{cut}}\theta_{g}^{1+\beta}p_{T}R, \beta, \mu) = 1 + \frac{\alpha_s C_i}{\pi(1 + \beta)} \left[ -\ln \left( \frac{\mu}{z_{\text{cut}}\theta_{g}^{1+\beta}p_{T}R} \right) + \frac{\pi^2}{24} \right]. \]

(3.12)

The functions \( S_{i,X} \) and \( S_{i,Z} \) are given in eq. (2.20) above. We have verified that combining these ingredients agrees with the fixed-order result for \( \Delta G_i \) in section 3.1, in the limit where the factorization holds.

To resum the logarithms of \( \Delta E, \theta_{g} \) and \( z_{\text{cut}} \), we evaluate each of the ingredients in the factorization formula in eq. (3.6) at their natural scale,

\[ \mu_H \sim p_{T}R, \quad \mu_{C_{\text{cut}}} \sim \theta_{g_{PT}R}, \quad \mu_{S_{G}} \sim z_{\text{cut}}\theta_{g}^{1+\beta}p_{T}R, \quad \mu_{S_{X}} \sim \Delta E p_{T}R, \]

(3.13)

and evolve them to a common scale \( \mu \). The RG equations for the new ingredients are

\[ \mu \frac{d}{d\mu} \tilde{H}_i(p_{T}R, \mu) = \gamma_i \tilde{H}_i(p_{T}R, \mu) \]

(3.14)

\[ \mu \frac{d}{d\mu} C^\text{eg}_i(\theta_{g_{PT}R}, \mu) = \gamma_i C^\text{eg}_i(\theta_{g_{PT}R}, \mu) C^\text{eg}_i(\theta_{g_{PT}R}, \mu) \]

(3.15)

\[ \mu \frac{d}{d\mu} \tilde{S}_{i,G}(z_{\text{cut}}\theta_{g}^{1+\beta}p_{T}R, \beta, \mu) = \gamma_i \tilde{S}_{i,G}(z_{\text{cut}}\theta_{g}^{1+\beta}p_{T}R, \beta, \mu) \tilde{S}_{i,G}(z_{\text{cut}}\theta_{g}^{1+\beta}p_{T}R, \beta, \mu), \]

(3.16)

and the one-loop expressions for these anomalous dimensions are given in appendix A.

### 3.2.2 Regime B

The Lund diagram for regime B is shown on the right side of figure 11. Since in this case \( \theta_{g} > (\Delta_E/z_{\text{cut}})^{1/\beta} \), there is a white triangle between the dashed lines representing the measurement of \( \Delta_E \) and the soft drop criterion which is not vetoed. This triangle corresponds to emissions that fail the soft drop criterion and would give a value of \( \Delta_E \) that is too large, except that the soft drop procedure has already terminated. Different than in regime A, the measurements of \( \Delta_E \) and \( \theta_{g} \) are not independent here. For regime B we work differentially in the groomed radius \( \theta_{g} \). One emission sets the value of \( \theta_{g} \) and other emissions must be outside the shaded region with boundary \( \theta/R = \theta_{g} \) and \( z = \Delta_E \). At LL accuracy, the resummed result is

\[ G^\text{eg}_{L,B}(\Delta_E, p_{T}R, z_{\text{cut}}, \beta, \theta_{g}, \alpha_s(\mu)) \]

\[ \overset{\text{LL}}{=} -\frac{2\alpha_s C_i}{\pi} \ln(z_{\text{cut}}\theta_{g}^{\beta}) \frac{d}{d\Delta_E} \exp \left\{ -\frac{2\alpha_s C_i}{\pi} \ln \Delta_E \ln \theta_{g} \right\}. \]

(3.17)
The LL result can again be extended to NLL’ using SCET. We identify a total of five modes that contribute. Four of them correspond to the corners of the shaded region in figure 11, indicated by red points. In addition, there is a mode indicated by the green point which is located at the intersection of the grooming condition and $\theta/R = \theta_g$. Since only the emission that sets $\theta_g$ is sensitive to the soft drop condition, the collinear-soft $\hat{S}_{i,G}$ mode only contributes if it sets $\theta_g$ and has a single emission (see the discussion in ref. [14] and section 3.3). We find that the extension to NLL’, including non-global logarithms, can be written as

$$\hat{G}_{i,B}(\Delta_E, p_T R, z_{cut}, \beta, \theta_g, \alpha_s(\mu)) = NLL' \tilde{H}_i(p_T R, \mu) \left[ \frac{d}{d \theta_g} C^{i} (\theta_g p_T R) + \sum_{i} C^{i} (\theta_g p_T R, \mu) \hat{S}_{i,G}(\theta_g, z_{cut} \theta_g^2 p_T, \beta, \mu) \right] \times \int d\Delta'_E \hat{S}_{i,Z}(\Delta'_E, \theta_g p_T R, \mu) S_{i,Z}(\Delta_E - \Delta'_E, p_T R, \mu) \hat{S}_{i,G}^{NG+AC}(\Delta_E) \hat{S}_{i,G}(\Delta_E) .$$

(3.18)

The function $\hat{S}_{i,G}$ at one-loop order is given by derivative of $\hat{S}_{i,G}$ (in regime $A$) with respect to $\theta_g$. However, emissions in $\hat{S}_{i,G}$ which do not set $\theta_g$ are scaleless and hence, the associated RG equation is given by

$$\mu \frac{d}{d \mu} \hat{S}_{i,G}^{\theta_g}(\theta_g, z_{cut} \theta_g^2 p_T, \beta, \mu) = - \frac{d}{d \theta_g} C^{i} (\theta_g p_T R, \mu) \gamma_i(\theta_g p_T R, \mu) ,$$

(3.19)

as required for consistency of the factorization formula in eq. (3.18). The new collinear-soft function $\hat{S}_{i,Z}$ in eq. (3.18) is at one-loop order given by

$$\hat{S}_{i,Z}(\Delta_E, \theta_g p_T R, \mu) = \delta(\Delta_E) + \frac{\alpha_s C_i}{\pi} \left[ - 2 \left[ \frac{\ln \Delta_E}{\Delta_E} \right]_+ + \frac{2}{\Delta_E} \ln \left( \frac{\mu}{\theta_g p_T R} \right) + \delta(\Delta_E) \left[ - \ln^2 \left( \frac{\mu}{\theta_g p_T R} \right) + \frac{\pi^2}{24} \right] \right] .$$

(3.20)

It satisfies the RG equation

$$\mu \frac{d}{d \mu} \hat{S}_{i,Z}(\Delta_E, \theta_g p_T R, \mu) = \int d\Delta'_E \gamma_{i}^{\Delta_E} (\Delta_E - \Delta'_E, \theta_g p_T R, \mu) \hat{S}_{i,Z}(\Delta'_E, \theta_g p_T R, \mu) \hat{S}_{i,G}^{NG+AC}(\Delta_E) \hat{S}_{i,G}(\Delta_E) ,$$

(3.21)

with the anomalous dimension again given in appendix A. The characteristic scales of the ingredients in the factorization formulae for regime $B$ are given by

$$\mu_H \sim p_T R, \quad \mu_{C^{i}} \sim \theta_g p_T R, \quad \mu_{\hat{S}_{i,G}} \sim z_{cut} \theta_g^{1+\beta} p_T R, \quad \mu_{\hat{S}_{Z}} \sim \Delta_E p_T R, \quad \mu_{\hat{S}_{Z}} \sim \Delta_E \theta_g p_T R.$$

(3.22)

The structure of the non-global logarithms is very similar to regime $A$, except that the argument of $\hat{S}_{i,G}^{NG+AC}$, describing the NGLs at the groomed boundary, is now $\Delta_E$ instead of $z_{cut} \theta_g^2$. To understand this change, remember that these NGLs arise from correlated emissions inside and outside the groomed jet radius. Emissions inside are unconstrained...
(i.e. have energy of order $p_T$), while the energy of emissions outside is constrained to be below $\Delta_E p_T$, which for regime B is more restrictive than the grooming condition.

In principle one can also consider the intermediate regime $\theta_g \sim (\Delta_E / z_{\text{cut}})^{1/\beta}$. The effective theory corresponding to this intermediate case can be obtained from regime A, for which $\tilde{S}_X$ and $\tilde{S}_G$ merge, or regime B, for which $\tilde{S}_Z$ and $\tilde{S}_G'$ merge into one function. The anomalous dimensions are smooth in this merging, but the function describing these merged modes in the factorization theorem can have different fixed-order expressions (due to terms that become power suppressed in regime A or B). The matching between A and B is thus automatically valid at NLL accuracy, and this intermediate case only needs to be considered if one wants to ensure NLL' accuracy throughout the intermediate matching regime.

3.3 Conditional probability

An alternative way of obtaining the global structure of the factorization for regime B is by means of a conditional probability, which is how the jet energy drop was calculated in ref. [7] at (modified) LL accuracy. We describe how this arises in our SCET framework, providing additional insight on the origin of $\tilde{S}_i,G'_i$.

The starting point is to write the double differential $\tilde{G}^{SD}_{i,B}(\Delta_E, \theta_g)$ as

$$\tilde{G}^{SD}_{i,B}(\Delta_E, \theta_g) = \tilde{G}^{SD}_{i}(\Delta_E | \theta_g) \times \tilde{G}^{SD}_{i}(\theta_g),$$

where for brevity we suppress arguments other than $\Delta_E$ and $\theta_g$, $\tilde{G}^{SD}_{i}(\Delta_E | \theta_g)$ denotes the conditional probability to obtain a certain energy drop $\Delta_E$ for a given $\theta_g$, i.e. it treats $\theta_g$ as a fixed parameter just like the jet radius $R$. $\tilde{G}^{SD}_{i}(\theta_g)$ represents the probability distribution of having a specific value of $\theta_g$, calculated to NLL' in ref. [13].

This decomposition can also be understood in terms of the Lund plane, as seen in figure 12. Here the conditional probability is depicted by the Lund plane with a blue vetoed area, while the one with a red vetoed area represents the $\theta_g$ distribution. In contrast to the double differential case, for the conditional probability emissions outside the groomed radius that pass the SD condition are now allowed since $R_g$ is treated as a fixed parameter. The relevant modes are again indicated as red dots on the corners, leading to the following factorization for each of these pieces:

$$\tilde{G}^{SD}_{i}(\Delta_E | \theta_g) = \tilde{S}_{i,G2}(z_{\text{cut}}\theta_g^{1+\beta} p_T, \beta, \mu) S_{i,G2}(z_{\text{cut}} p_T R, \beta, \mu)$$

$$\times \int d\Delta'_{E} \tilde{S}_{i,Z}(\Delta', \theta_g p_T R, \mu) S_{i,Z}(\Delta_E - \Delta'_{E}, p_T R, \mu),$$

Figure 12. Lund diagram analysis in which regime B is written as a conditional probability for $\Delta_E$ given a value of $\theta_g$, and the $\theta_g$ cross section.
necessary to regulate the collinear divergence for \( \beta = 0 \) for nonperturbative effects, as discussed in section 3.5. In this case, the line corresponding to the soft drop criterion now has slope 1. In fact, we found in ref. [7], the jet energy drop is Sudakov safe, allowing us to safely take the special case, because the jet energy drop is not IRC safe, as is clear when taking \( S \to \theta \) and why there is no such mode in the factorization for regime B in eq. (3.18). Similarly, for also for multiple independent emissions, exponentiating the one-loop soft function, which is as remainder. Thus we reproduce the factorization theorem for regime B in (3.18), apart from non-global logarithms.

3.4 \( \beta = 0 \) and Sudakov safety

Soft drop with \( \beta = 0 \) corresponds to the modified mass drop tagger of ref. [45]. It is a special case, because the jet energy drop is not IRC safe, as is clear when taking \( \beta \to 0 \) in the fixed-order result for \( g_i^{\text{SD}} \) in eq. (3.2). With a cut \( \theta_g > \theta^c_g > 0 \), it is IRC safe. As was found in ref. [7], the jet energy drop is Sudakov safe, allowing us to safely take the \( \beta \to 0 \) limit of the cross section in which the logarithms of \( \Delta_E \) and \( \theta_g \) are jointly resummed. This works because the Sudakov factor arising from the resummation regularizes the divergence. (See ref. [73] for a discussion of Sudakov safety in the context of the momentum sharing fraction \( z_g \).) In the absence of a cut on \( \theta_g \), the jet energy drop is particularly sensitive to nonperturbative effects, as discussed in section 3.5.

For \( \beta = 0 \), only regime B contributes, which was shown in the right panel of figure 11 for \( \beta > 0 \). In this case, the line corresponding to the soft drop criterion now has slope \( \beta = 0 \), as shown in figure 13. It is clear from the figure that the \( \theta_g \) measurement is necessary to regulate the collinear divergence for \( \Delta_E \) measurements at \( \beta = 0 \). In fact, we
can immediately take $\beta \to 0$ in the ingredients in this regime, and there is no difficulty in obtaining resummed predictions. The IR divergence is in regime A, whose range of applicability is shrunk to the point $\theta_g = 0$ for $\beta \to 0$. In the resummed cross section, it is Sudakov suppressed. With the collinear divergence regulated by the $\theta_g$ measurement, we can obtain a $\Delta E$ distribution by integrating over a desired range of $\theta_g$. It is worth noting that LL formulation given in eq. (3.17) yields an $\alpha_s$ independent result when integrated over the entire range of $\theta_g$,

$$
\int_0^1 d\theta_g g_{i,B}^{\text{SD}}(\Delta E, p_T R, z_{\text{cut}}, \beta = 0, \theta_g, \alpha_s(\mu)) = \frac{\ln z_{\text{cut}}}{\ln \Delta E}.
$$

This surprising feature was already pointed out in ref. [7], where they also kept the sub-leading terms in the splitting functions, compared to the LL expression in eq. (3.17). Our full NLL$'$ result includes many more contributions but its analytic expression is not particularly tractable.

### 3.5 $\theta_g$ and nonperturbative effects

We will now discuss the size of nonperturbative effects, considering the case where we completely integrate over $\theta_g$, as well as imposing a minimum cut on $\theta_g$. As we will see below, introducing a cutoff reduces the sensitivity to nonperturbative effects. It is also advantageous from an experimental point of view, if the tracking efficiency is limited at small $\theta_g$ [16].

As usual, we determine the onset of the nonperturbative region by considering the softest scales involved in the factorization formulas in eqs. (3.6) and (3.18). The softest scales in regime $A$ and regime $B$ are $\mu_{S_G} \sim z_{\text{cut}}^{1+\beta} p_T R$ and $\mu_{S_Z} \sim \Delta E \theta_g p_T R$, respectively. Therefore, within regime $A$ we use the relation

$$
\theta_g < \left( \frac{\Lambda_{NP}}{z_{\text{cut}} p_T R} \right)^{\frac{1}{1+\beta}} \quad \text{and} \quad \theta_g < \left( \frac{\Delta E}{z_{\text{cut}}} \right)^{\frac{1}{\beta}}
$$

(3.26)

to determine the nonperturbative region, while for regime $B$

$$
\left( \frac{\Delta E}{z_{\text{cut}}} \right)^{\frac{1}{\beta}} < \theta_g < \frac{\Lambda_{NP}}{\Delta E p_T R}.
$$

(3.27)
As discussed in section 3.4, for $\beta = 0$ we only have regime B, and eq. (3.27) simplifies to

$$\theta_g < \frac{\Lambda_{NP}}{\Delta_{EPT} R}.$$  

These nonperturbative regions are illustrated in figure 14.

We now highlight some aspects of nonperturbative contributions to the $\Delta E$ distribution resulting from integrating over (a range of) $\theta_g$.\(^6\) First, we note that the entire $\Delta E$ distribution receives a nonperturbative contribution from the $\theta_g$ integration when $\theta_g^{\text{cut}} < (\Lambda_{NP}/(z_{\text{cut}} p_T R))^{1/(1+\beta)}$, due to region A. If $\theta_g^{\text{cut}}$ is above this threshold, the onset of the nonperturbative regions is instead determined by region B (corresponding to the red regions in figure 14). In this case the nonperturbative contributions become small for much of the $\Delta E$ distribution, for both $\beta > 0$ and $\beta = 0$, allowing for a purely perturbative calculation. In our numerical studies presented in section 3.7, we always indicate the corresponding onset of the nonperturbative region by a vertical dotted line. If the cut is chosen such that $\theta_g^{\text{cut}} < (\Lambda_{NP}/(z_{\text{cut}} p_T R))^{1/(1+\beta)}$, then we have some nonperturbative contributions for $\Delta E$ values even above the indicated vertical line.

### 3.6 Profile functions and scale variations

In this section we describe our choice of central scales, as well as the variations used to assess the perturbative uncertainty. We start with regime A, which is particularly simple because no function in the factorization formula depends on both $\Delta E$ and $\theta_g$, whereas for regime B we need to design two-dimensional profile scales.

In regime A there are no scales that simultaneously depend on both $\Delta E$ and $\theta_g$. Consequently, we can take the same central scales and scale variations for $S_Z$ and $\tilde{S}_X$ as for iterated soft drop, see section 2.6. For the additional scales associated with the $\theta_g$ measurement (corresponding to the red region in the Lund plane in the left panel of figure 11), we take

$$\mu_{\text{cent}}^{\tilde{S}_G} = f_{\text{pro}}(z_{\text{cut}} \theta_g^{1+\beta} p_T R; \Lambda_{\text{freeze}}),$$

$$\mu_{\text{cent}}^{C_{\theta_g}} = \left[ \frac{\mu_{\text{cent}}^{\tilde{S}_G}}{z_{\text{cut}}} \right]^{1/\beta} p_T R^\beta/(1+\beta),$$

$$\mu_{\text{cent}}^H = p_T R.$$  

Here $f_{\text{pro}}(x; x_0)$ ensures that we avoid the Landau pole. Its expression is given in eq. (2.40), and we take the same value $\Lambda_{\text{freeze}} = 0.2$ GeV as for iterated soft drop. By expressing $\mu_{\text{cent}}^{C_{\theta_g}}$ in terms of $\mu_{\text{cent}}^{\tilde{S}_G}$, we ensure that they stop running simultaneously. QCD scale uncertainties are obtained by varying the scales that also appear for ISD in the same way as described in section 2.6, while identifying the variation of $\mu_{\text{cent}}^H$ with the variation of $\mu_{\text{cent}}^{\tilde{S}_G}$ as their canonical forms are identical. We also vary the new $\theta_g$ dependent scales of $\mu_{\text{cent}}^{\tilde{S}_G}$ and $\mu_{\text{cent}}^{C_{\theta_g}}$.

\(^6\)Usually one does not associate nonperturbative corrections with variables that are integrated over, but in this case $\Delta E$ and $\theta_g$ are intertwined by the double-differential factorization. Therefore, the integration of $\theta_g$ does not remove the nonperturbative effects coming from factorization scales associated with the $\theta_g$ measurement.
Figure 15. The two regions defined in the two-dimensional profile function given in eq. (3.30). All \( \theta_g \) and \( \Delta_E \)-dependent scales take on their canonical values in region I and begin to freeze once they enter region II. The involved scales are properly defined only within the factorization of regime B, satisfying the condition \( \Delta_E < z_{cut} \theta_g^2 \). This condition is indicated by the orange hatched region for \( z_{cut} = 0.5 \) and \( \beta = 1 \), identifying \( x \) and \( y \) with \( \Delta_E \) and \( \theta_g \), respectively.

individually up and down by a factor of 2 around their central value. The perturbative uncertainty band is obtained by taking the envelope of all the variations.

Regime B presents a further complication, since the \( \Delta_E \) and \( \theta_g \) measurements can no longer be treated independently. In this case the softest scale is \( \mu_{S_Z} \sim \Delta_E \theta_g p_T R \), which thus becomes nonperturbative before any other scale. As this scale depends on both \( \Delta_E \) and \( \theta_g \), it can run into the nonperturbative region by either \( \Delta_E \) or \( \theta_g \) becoming small, corresponding to region II in figure 15. Therefore, we now need a two-dimensional profile to implement the freezing of the scale in the nonperturbative region

\[
 \begin{align*}
 f^{2d}_{\text{pro}}(x, y; x_0) &= \begin{cases} 
 x y & x y > 2 x_0 \quad \text{region I}, \\
 x_0 [1 + (x y/x_0)^2/4] & x y \leq 2 x_0 \quad \text{region II}. 
 \end{cases}
 \end{align*}
\]

(3.30)

With this new profile function, we define the central scale for \( \mu_{S_Z} \) as

\[
 \mu_{\text{cent}}^{S_Z} = f^{2d}_{\text{pro}}(\Delta_E, \theta_g; \Lambda_{\text{freeze}}/p_T R) p_T R,
\]

(3.31)

to smoothly freeze \( \mu_{S_Z} \) at \( \Lambda_{\text{freeze}} \). The condition \( \Delta_E < z_{cut} \theta_g^2 \) is necessary to ensure that we stay within regime B, and is indicated in figure 15 by the orange hatched region for \( z_{cut} = 0.5 \) and \( \beta = 1 \), when \( x \) and \( y \) of eq. (3.30) are identified with \( \Delta_E \) and \( \theta_g \), respectively.

When \( \mu_{\text{cent}}^{S_Z} \) starts freezing in region II, we want to ensure that all other scales also stop running. To accomplish this, we define the following profile function

\[
 \begin{align*}
 g^{2d}_{\text{pro}}(x, y; A, B, c_0, x_0) &= \begin{cases} 
 x^{1+B} & x y > 2 x_0 \quad \text{region I}, \\
 c_0 \left[ 1 + \left( \frac{x y}{2 x_0} \right)^{1+A} \left( \frac{1}{c_0} \left( \frac{2 x_0}{y} \right)^{1+B} - 1 \right) \right] & x y \leq 2 x_0 \quad \text{region II}, 
 \end{cases}
 \end{align*}
\]

(3.32)
where \( A > -1 \) controls the rate at which scale freezes to \( c_0 \) in region II. The parameter \( B \) is chosen according to the canonical behaviors of different scales in region I. The profile function is continuous everywhere and smoothly approaches \( c_0 \) as \( x \) or \( y \) become small. We then take the remaining central scales to be

\[
\begin{align*}
\mu_{H}^{\text{cent}} &= p_T R, \\
\mu_{C<\beta}^{\text{cent}} &= g_{\text{pro}}^{2d} \left( \theta_g, \Delta E; 0, 0, \lambda_{C<\beta}, \frac{\Lambda_{\text{freeze}}}{p_T R} \right) p_T R, \\
\mu_{S_G}^{\text{cent}} &= g_{\text{pro}}^{2d} \left( \theta_g, \Delta E; 0, \beta, \lambda_{S_G}, \frac{\Lambda_{\text{freeze}}}{p_T R} \right) z_{\text{cut}} p_T R, \\
\mu_{S_Z}^{\text{cent}} &= g_{\text{pro}}^{2d} \left( \Delta E, \theta_g; 0, 0, \lambda_{S_Z}, \frac{\Lambda_{\text{freeze}}}{p_T R} \right) p_T R.
\end{align*}
\]  

(3.33)

This ensures that all \( \theta_g \) and \( \Delta E \)-dependent scales take on their canonical values in region I, given in eq. (3.22), while freezing them in the same region II. Because different scales enter region II with different values, it is natural to freeze them to different \( \lambda_i \) to maintain their relative hierarchy. We take \( \lambda_i \) to be the average value of the scale \( x^{1+B} \), with \( x \) and \( B \) defined in eq. (3.33), along \( \Delta E = 2 \frac{\Lambda_{\text{freeze}}}{p_T R} \) within regime B, divided by 2. We then vary all scales individually by factors of 2 around their central choices and all simultaneously, taking the envelope to obtain the uncertainty band.

### 3.7 Numerical results

We start by presenting results for the jet energy drop with soft drop for \( z_{\text{cut}} = 0.3 \), \( \beta = 1 \), and compare to PYTHIA at parton and hadron level (without MPI). The NLL' results for \( \theta_g^{\text{cut}} = 0.25 \) and three jet \( p_T \) intervals are presented in figure 16. Here we leave out the interval \( p_T = 30 - 50 \text{ GeV} \), which is shown for the other grooming procedures, as the energy drop distribution is nonperturbative over most of the \( \Delta E \) range in this case. We indicate the nonperturbative region by the dotted vertical line, and we normalize our results over the perturbative range. We find very good agreement with the PYTHIA results at parton and hadron level, which are also normalized on the same range. For the chosen kinematics, and in particular the \( \theta_g^{\text{cut}} \) value, the cross section is dominated by perturbative dynamics.

In figure 17, we investigate in more detail the impact of nonperturbative effects using PYTHIA. We show the parton level results and including corrections due to hadronization and MPI for the jet transverse momentum interval of \( p_T = 300 - 450 \text{ GeV} \). The three panels correspond to three different values of \( \theta_g^{\text{cut}} = 0, 0.1, 0.25 \). Here we normalize the result over the entire \( \Delta E \) range. We find that nonperturbative effects are small when the relatively large value of \( \theta_g^{\text{cut}} = 0.25 \) is chosen, which corresponds to the results in figure 16. However, if we lower \( \theta_g^{\text{cut}} \) nonperturbative effects become more important. We observe that hadronization corrections dominate but also MPI leads to a shift of the distribution to larger values of \( \Delta E \). Interestingly, these differences are substantially reduced when normalizing to the perturbative region, indicating that the shape in the perturbative region is not much affected by hadronization. This is due to the shape of the perturbative distribution, which we illustrate in figure 18. We consider the case where the perturbative distribution is falling...
Figure 16. Numerical results at NLL' (orange) for the jet energy drop for soft drop with $z_{\text{cut}} = 0.3$, $\beta = 1$ and $\theta_g^{\text{cut}} = 0.25$. In addition, we show PYTHIA results at parton (purple dashed) and hadron level (blue dashed) for comparison. The different panels correspond to different jet transverse momenta. The central curves are normalized to unity between the dotted vertical line and the endpoint $\Delta E = z_{\text{cut}}$.

(like here) or peaked (as for jet mass), and convolve with a nonperturbative shape function to model the effect of hadronization. Before normalizing, the effect of this convolution is similar, but this is no longer true after normalizing on a restricted range that does not include the nonperturbative region. When no cut on $\theta_g$ is imposed (upper left panel of figure 17), the nonperturbative corrections are very large. We thus conclude that imposing a cut on $\theta_g$ allows us to control the soft sensitivity of the jet energy drop.

Next, we consider the jet energy drop for $\beta = 0$, which is a Sudakov safe observable, as discussed in section 3.4. In figure 19, we show the NLL' results for $z_{\text{cut}} = 0.1$ with $\theta_g^{\text{cut}} = 0.25$, choosing the same jet kinematics as in figure 16. In addition, we show PYTHIA results at parton and hadron level, finding again good agreement.

We end this section by comparing in figure 20 our numerical results to the preliminary CMS data of ref. [107]. The grooming parameters chosen by CMS are $z_{\text{cut}} = 0.5$ and $\beta = 1.5$, and a cut on the groomed jet radius of $\theta_g^{\text{cut}} = 0.25$ was imposed. We observe very good agreement in the perturbative region which is indicated by the dotted vertical line. Note that both our theoretical results and the data are normalized in the perturbative region. We note that the data of ref. [16] with $\beta = 0$ and $z_{\text{cut}} = 0.1$ are in the nonperturbative region or $\Delta E > z_{\text{cut}}$, where our factorization theorem does not apply.
Figure 17. Pythia results for the jet energy drop with soft drop at parton level (blue) and including hadronization (red) and MPI (green). The three panels correspond to $\theta_{\text{cut}} = 0$ (top left), 0.1 (top right), 0.25 (bottom). Note that these curves are normalized on the full $\Delta E$ interval.

Figure 18. We explore the effect of hadronization by taking a falling distribution (solid) or a peaked distribution (dashed), as proxy for the perturbative result (blue) of energy drop (for soft drop) and jet mass, and convolving with a shape function to obtain the red curve. While the effects are similar when normalizing on the full range ($1/\sigma$, left panel), this is no longer the case when normalizing on the region to the right of the vertical dotted line ($1/\tilde{\sigma}$, right panel).

4 Trimming

In this section we consider the jet energy drop of a trimmed jet. We start by introducing the trimming algorithm in section 4.1. We then present fixed-order results of the corresponding jet function in section 4.2, and introduce the factorization and resummation in section 4.3,
Figure 19. Numerical results at NLL' (orange) for the jet energy drop with soft drop and $z_{\text{cut}} = 0.1$, $\beta = 0$ and $\theta_{\text{cut}}^g = 0.25$. In addition, we show Pythia results at parton (purple dashed) and hadron level (blue dashed) for comparison. The different panels correspond to different jet transverse momenta.

Figure 20. Comparison of our theoretical calculation for soft drop and the preliminary CMS data of ref. [107].

including a discussion of non-global logarithms. In section 4.4, we present numerical results and compare to Pythia.

4.1 The trimming algorithm

Trimming (TR) [4] is one of the first jet-grooming algorithms. It improves the event reconstruction at high luminosity colliders and is frequently used for experimental analyses
(particularly ATLAS), see e.g. refs. [108, 109]. The grooming proceeds as follows: first jets are reconstructed with the anti-$k_T$ algorithm and jet radius parameter $R$. The constituents of the identified jets are then reclustered with a smaller jet radius $R_{\text{sub}} < R$. Subjets are removed from the jet if their transverse momentum $p_{Ti}$ (or energy) is below a threshold given by $p_{Ti} < f_{\text{cut}} \Lambda_{\text{hard}}$. Here $f_{\text{cut}}$ is a dimensionless quantity and $\Lambda_{\text{hard}}$ is a hard scale, which we choose as $p_T$ of the initial ungroomed jet. The trimmed jet is then given by all the particles in the remaining subjets.

In ref. [45] the jet mass of a trimmed jet was calculated, and in refs. [86, 106] the longitudinal momentum fraction $z = p_{Ti}/p_T$ of the reclustered inclusive subjets was considered. Here we consider the jet energy drop induced by the trimming procedure. Similar to soft drop, this observable is particularly sensitive to the soft aspects of jets. In ref. [4] the $k_T$ algorithm was used for reclustering the jets into smaller subjets, as $k_T$ subjets better share the total available jet energy amongst themselves. We use instead the C/A algorithm, such that the clustering effects are the same as for soft drop. (We have checked in PYTHIA that this has a minimal effect on the jet energy drop distribution.) Typical values of the trimming parameters used in experimental analyses are $R_{\text{sub}} = 0.2$ and $f_{\text{cut}} = 0.05$, though they depend on the observable under consideration. For our numerical results in section 4.4, we choose a relatively large value of $f_{\text{cut}} = 0.3$ to ensure that a large part of the distribution can be described perturbatively.

4.2 Fixed-order results

We denote the jet function that measures the jet energy drop for trimming by $\Delta G_i^{\text{TR}}$. It depends on the grooming parameters $\theta_t \equiv R_{\text{sub}}/R$, $f_{\text{cut}} < \frac{1}{2}$ and the jet energy drop $\Delta E$, which is the total energy fraction of the subjets removed by trimming. At NLO, the jet function can be calculated as

$$\Delta G_i^{\text{TR}}(\Delta E, p_T R, \theta_t, f_{\text{cut}}, \mu)$$

$$= \int d\Phi^2 \sigma_{2, \pi}^2 \Theta (\theta < R) \{\Theta (\theta > \theta_t R) [\Theta (x > f_{\text{cut}}) \Theta (1 - x > f_{\text{cut}}) \delta(\Delta E)$$

$$+ \Theta (x > f_{\text{cut}}) \Theta (1 - x < f_{\text{cut}}) \delta(\Delta E - x)$$

$$+ \Theta (x < f_{\text{cut}}) \Theta (1 - x > f_{\text{cut}}) \delta(\Delta E - (1 - x))] + \Theta (\theta < \theta_t R) \delta(\Delta E) - \delta(\Delta E)\}.$$}

If the two partons are clustered into different subjets $\theta > \theta_t R$, they are individually tested against the trimming condition. As before, the very last term subtracts the contribution already contained in the semi-inclusive jet function.

For quark and gluon jets, we find

$$\Delta G_q^{\text{TR}}(\Delta E, p_T R, \theta_t, f_{\text{cut}}, \alpha_s(\mu))$$

$$= \frac{\alpha_s C_F}{\pi} \ln \theta_t \left\{\Theta(\Delta E < f_{\text{cut}}) \left[\frac{2}{1 - \Delta E} - \frac{2}{\Delta E} + 3\right]$$

$$+ \delta(\Delta E)(-2 \ln(1 - f_{\text{cut}}) + 2 \ln f_{\text{cut}} - 3 f_{\text{cut}})\right\}, \quad (4.2)$$
Figure 21. Numerical comparison of the size of singular (dashed blue) and non-singular (dotted green) terms of the fixed-order (red) jet function for trimming. We show the quark and gluon result in the left and right panel, respectively.

\[
\Delta G_{TR}^{g}(\Delta E, p_T R, \theta_t, f_{cut}, \alpha_s(\mu)) = \frac{\alpha_s}{\pi} \ln \theta_t \left\{ \Theta(\Delta E < f_{cut}) \left[ -2n_f T_F(\Delta_E^2 + (1 - \Delta_E)^2) 
+ C_A \left( 4 - \frac{2}{|\Delta_E|} - \frac{2}{1 - \Delta_E} - 2(1 - \Delta_E)|\Delta_E| \right) \right] 
+ \delta(\Delta_E) \left[ n_f T_F \left( \frac{4}{3} f_{cut}^3 - 2 f_{cut}^2 + 2 f_{cut} \right) 
+ C_A \left( - \frac{2}{3} f_{cut}^3 + f_{cut}^2 - 4 f_{cut} - 2 \ln(1 - f_{cut}) + 2 \ln f_{cut} \right) \right] \right\}. \quad (4.3)
\]

We observe that at NLO the jet energy drop \(\Delta E\) is always less than \(f_{cut}\), similar to (iterated) soft drop where \(\Delta E < z_{cut}\). The plus distribution here is defined on the interval \(0 < \Delta E < 1\). If we rewrite it to be defined on the interval of the theta function \(\Theta(\Delta E < f_{cut})\), the \(\ln f_{cut}\) term in the last lines for both the quark and gluon jet function cancels, and we can safely take the limit \(f_{cut} \to 0\) (similar to \(z_{cut} \to 0\) for iterated soft drop in section 2.3). In this limit the trimming is removed and the jet function \(\Delta G_{TR}\) thus vanishes.

Next we consider the relative size of the singular and non-singular terms for trimming at fixed order in figure 21. We observe that the singular terms dominate over the entire range of \(\Delta E\), suggesting that the resummation is likely important, and that the matching to NLO does not need to be included in our numerical results. We note that different from iterated soft drop (see figure 3) the NLO distribution does not smoothly go to zero at the endpoint \(\Delta E = f_{cut}\).

4.3 Factorization and resummation

For the trimmed jet energy drop there are three parameters that enter in the large logarithms requiring resummation, namely the energy drop \(\Delta E\) and the grooming parameters \(f_{cut}, \theta_t\). We will assume \(\Delta E \ll f_{cut} \ll 1\) and \(\theta_t \ll 1\), for which the corresponding Lund diagram is shown in figure 22. The two horizontal dashed lines correspond to the measurement of the jet energy drop \(z = \Delta E\) and the cutoff imposed on the reclustered subjets \(z = f_{cut}\), respectively. The vertical line corresponds to the size of the subjets \(R/\theta = R/R_{sub} = 1/\theta_t\).
Figure 22. Lund diagram for the energy drop of a trimmed jet. The relevant SCET modes are indicated by red dots.

We note that the Lund diagram here looks quite similar to that for the jet energy drop for soft drop with $\beta = 0$ in figure 13. However, in contrast to the groomed radius $\theta_g$, the subjet radius $\theta_t$ has a fixed value. In particular, it is not integrated over after the resummation is performed, as in the case of soft drop. Emissions in the shaded region of the Lund diagram are vetoed and we can read off the resummed LL expression,

$$
\bar{G}_i^{\text{TR}}(\Delta_E, p_T R, f_{\text{cut}}, \theta_t, \alpha_s(\mu)) \overset{\text{LL}}{=} \frac{d}{d\Delta E} \exp \left[-\frac{2\alpha_s C_i}{\pi} \ln \left(\frac{\Delta_E}{f_{\text{cut}}}\right) \ln \theta_t\right]. \quad (4.4)
$$

The relevant modes in SCET, needed to achieve NLL′ resummation, again correspond to the corners of the shaded region in figure 22. Their power counting is summarized in table 4. The refactorization of the jet function for trimming is at NLL′ accuracy given by

$$
\bar{G}_i^{\text{TR}}(\Delta_E, p_T R, f_{\text{cut}}, \theta_t, \alpha_s(\mu)) \overset{\text{NLL′}}{=} S_{i,T}(f_{\text{cut}} p_T R, \mu) \tilde{S}_{i,T}(f_{\text{cut}} \theta_t p_T R, \mu) \int d\Delta E S_{i,Z'}(\Delta_E, p_T R, \mu) \tilde{S}_{i,Z'}(\Delta_E - \Delta_E', \theta_t p_T R, \mu) S_i^{\text{NG}}(\Delta_E/f_{\text{cut}}) S_i^{\text{NG} + \text{AC}}(\Delta_E/f_{\text{cut}}).
$$

We now provide the NLO expressions for the various ingredients in this factorization. The one-loop soft function $S_{i,Z'}$ is the same as $S_{i,Z}$, which appeared in the factorization formula of (iterated) soft drop, and is given in eq. (2.19). The other soft and collinear-soft functions are given by

$$
S_{i,T}(f_{\text{cut}} p_T R, \mu) = 1 + \frac{\alpha_s C_i}{\pi} \left\{ -\ln^2 \left(\frac{\mu}{f_{\text{cut}} p_T R}\right) + \frac{\pi^2}{24} \right\}, \quad (4.6)
$$

$$
\tilde{S}_{i,T}(f_{\text{cut}} \theta_t p_T R, \mu) = 1 + \frac{\alpha_s C_i}{\pi} \left\{ \ln^2 \left(\frac{\mu}{f_{\text{cut}} \theta_t p_T R}\right) - \frac{\pi^2}{24} \right\}, \quad (4.7)
$$

$$
\tilde{S}_{i,Z}(\Delta_E, \theta_t p_T R, \mu) = \delta(\Delta_E) + \frac{\alpha_s C_i}{\pi} \left\{ -2 \frac{\ln \Delta_E}{\Delta_E} + \frac{2}{|\Delta_E|} \ln \left(\frac{\mu}{\theta_t p_T R}\right) \right. \\
\left. + \delta(\Delta_E) \left( -\ln^2 \left(\frac{\mu}{\theta_t p_T R}\right) + \frac{\pi^2}{24} \right) \right\}. \quad (4.8)
$$
<table>
<thead>
<tr>
<th>Mode:</th>
<th>Function:</th>
<th>Scaling</th>
</tr>
</thead>
<tbody>
<tr>
<td>soft</td>
<td>$S_T$</td>
<td>$f_{\text{cut}} p_T(R^2, 1, R)$</td>
</tr>
<tr>
<td>soft</td>
<td>$S_Z'$</td>
<td>$\Delta_E p_T(R^2, 1, R)$</td>
</tr>
<tr>
<td>collinear-soft</td>
<td>$\tilde{S}_T$</td>
<td>$f_{\text{cut}} p_T(R_{\text{sub}}^2, 1, R_{\text{sub}})$</td>
</tr>
<tr>
<td>collinear-soft</td>
<td>$\tilde{S}_Z'$</td>
<td>$\Delta_E p_T(R_{\text{sub}}^2, 1, R_{\text{sub}})$</td>
</tr>
</tbody>
</table>

**Table 4.** The parametric scaling of the momenta of the various modes in SCET, needed to describe the jet energy drop cross section for trimming with $\Delta_E \ll f_{\text{cut}} \ll 1$ and $\theta_t = R_{\text{sub}}/R \ll 1$.

These functions are similar to the ones for soft drop, as they can be obtained by appropriately replacing trimming parameters by soft drop parameters. For example, $\tilde{S}_{i,Z}$ can be obtained from eq. (3.20) by replacing $\theta_g$ by $\theta_t$. Eq. (4.5) contains two contributions from non-global logarithms: first of all, $S^{\text{NG}}_i$ arises at the boundary $\theta = R$ of the initial jet, because emissions inside the jet must have $z < \Delta_E$ or $z > f_{\text{cut}}$ (for details, see the discussion of the corresponding NGL for iterated soft drop in section 2.5). Since the jet is obtained by anti-$k_T$ reclustering, it has a hard boundary that is not perturbed by the clustering of soft radiation. The second contribution from NGLs arises at the boundary $\theta = R_{g}$ of the trimmed subjets. It has a very similar origin: emissions outside of a trimmed subjet must have $z < \Delta_E$ or $z > f_{\text{cut}}$. However, because the subjets are obtained with the C/A algorithm, they are sensitive to clustering effects, and there are also Abelian clustering effects. It is described by the same $S^{\text{NG+AC}}_i$ given in eq. (3.7) for soft drop, but with a different argument.

The large logarithms are resummed by evaluating each of the four (global) functions in eq. (4.5) at their characteristic scale

$$
\mu_{S_T} \sim f_{\text{cut}} p_T R, \quad \mu_{S_Z'} \sim f_{\text{cut}} \theta_t p_T R, \quad \mu_{S_Z'} \sim \Delta_E p_T R, \quad \mu_{S_Z'} \sim \Delta_E \theta_t p_T R, \quad (4.9)
$$

and using the RG equations

$$
\frac{d}{d\mu} S_{i,T}(f_{\text{cut}} p_T R, \mu) = \gamma_{i,T}^{S_T}(f_{\text{cut}} p_T R, \mu) S_{i,T}(f_{\text{cut}} p_T R, \mu), \quad (4.10)
$$

$$
\frac{d}{d\mu} \tilde{S}_{i,T}(f_{\text{cut}} \theta_t p_T R, \mu) = \gamma_{i,T}^{\tilde{S}_T}(f_{\text{cut}} \theta_t p_T R, \mu) \tilde{S}_{i,T}(f_{\text{cut}} \theta_t p_T R, \mu), \quad (4.11)
$$

$$
\frac{d}{d\mu} \tilde{S}_{i,Z'}(\Delta_E, \theta_t p_T R, \mu) = \int d\Delta_E' \gamma_{i,Z'}^{\tilde{S}_Z'}(\Delta_E - \Delta_E', \theta_t p_T R, \mu) \tilde{S}_{i,Z'}(\Delta_E', \theta_t p_T R, \mu), \quad (4.12)
$$

to evolve them to a common scale. The anomalous dimensions are summarized in the appendix A.

### 4.4 Numerical results

We start by presenting numerical results for the jet energy drop with trimming. For the four panels in figure 24, we choose the same LHC jet kinematics as in the previous sections. The grooming parameters are taken to be $f_{\text{cut}} = 0.3$ and $\theta_t = 0.4$. As mentioned before, the $f_{\text{cut}}$ value here is larger than what is typically used in experimental analyses. Our
**Figure 23.** *Pythia* results for the jet energy drop with trimming for $f_{\text{cut}} = 0.1$ (left panel) and $f_{\text{cut}} = 0.3$, at parton level (blue), hadron level (red), and including MPI (green). Note that these curves are normalized on the full $\Delta E$ interval.

**Figure 24.** Numerical results for the jet energy drop obtained with the trimming algorithm at NLL (blue dashed) and NLL$'$ (orange) order, compared to *Pythia* partonic (purple dashed). We choose trimming parameters $f_{\text{cut}} = 0.3$ and $\theta_t = 0.4$. The different panels correspond to different jet transverse momenta. The central curves are normalized to unity between the dotted vertical line and $\Delta E = f_{\text{cut}}$. The choice is motivated by the fact that for relatively large values of $f_{\text{cut}}$ a significant fraction of the jet energy drop cross section is in the perturbative range, where the resummation techniques studied in this work are applicable. This point is illustrated in figure 23, where *Pythia* predictions at parton and hadron level are compared. Explicitly, in the right panel the red and green curves overlap for $\Delta E \gtrsim 0.15$, while they never completely overlap in the left panel. Similar to soft drop, MPI affects the whole distribution.
In figure 24 we show both the NLL’ and NLL results, finding again that the NLL curve is within the uncertainty band of the NLL’ result in the perturbative region, indicating a good convergence of the resummed cross section. We note that the cross section does not vanish at $\Delta E = f_{\text{cut}}$, consistent with the NLO result shown in figure 21. Indeed, the cross section can extend to $\Delta E$ values well above $f_{\text{cut}}$. However, this requires a different factorization formula than eq. (4.5), since we formally assumed $\Delta E \ll f_{\text{cut}}$, and we leave an analysis of the region $\Delta E \gtrsim f_{\text{cut}}$ for future work.

In figure 25 we consider the dependence of the jet energy drop on the grooming parameters $\theta_t$ and $f_{\text{cut}}$, for a jet $p_T = 1000 - 1200$ GeV (as in the lower-right panel of figure 24). A larger value of $\theta_t$ leads to larger subjet energies, which are more likely to cross the threshold set by $f_{\text{cut}}$. This leads to the larger spike near $\Delta E \approx 0$ in the left panel of figure 25. Similarly, a smaller value of $f_{\text{cut}}$ allows more subjets to pass the grooming condition, reducing the jet energy drop. Note that in this case we only plot distributions for $\Delta E < f_{\text{cut}}$, because our factorization formula does not lead to reliable predictions beyond that.

5 Conclusions

We have studied the jet energy drop, which is the relative difference in jet energy (or transverse momentum) of a groomed and ungroomed jet, and is a key observable for characterizing the impact of grooming on jets. We considered three different grooming algorithms, frequently used in experimental analyses: i) soft drop, ii) iterated soft drop, and iii) trimming. The jet energy drop is particularly sensitive to soft radiation, making it ideally suited for tuning parton shower event generators to data, particularly to constrain the hadronization model. Since it maps out the soft substructure of jets, it also has significant potential for studying the modification induced by medium effects in proton-nucleus and nucleus-nucleus collisions.

We have developed factorization formulae which allow for an evaluation of the cross sections at next-to-leading logarithmic (NLL’) accuracy, resumming logarithms of the jet radius, jet energy drop, and grooming parameters. We also include the non-global logarithms with C/A clustering effects and Abelian clustering effects at order $\alpha_s^2$. Formally,
one should also resum the NGLs, but from earlier work we note that their effect beyond
the leading term is negligible for our phenomenological results. The factorization for soft
drop requires a joint resummation of the jet energy drop and groomed jet radius $\theta_g$, and is
very sensitive to nonperturbative effects when integrating the resummed cross section over
$\theta_g$. This sensitivity can be reduced in a controlled manner by imposing a minimum cut
on $\theta_g$. The energy drop for soft drop with $\beta = 0$ is a Sudakov safe observable, which we
calculate also to NLL'. We have presented numerical results for all three algorithms and
compared to PYTHIA simulations, finding very good agreement in the perturbative region.
For soft drop we also compared to CMS data.
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A Anomalous dimensions

The coefficients in the QCD beta function are given by

$$
\beta_0 = \frac{11}{3} C_A - \frac{4}{3} T_F n_f , \\
\beta_1 = \frac{34}{3} C_A^2 - \left( \frac{20}{3} C_A + 4 C_F \right) T_F n_f ,
$$

(A.1)

and the cusp anomalous dimension is expanded in terms of

$$
\Gamma^0_i = 4 C_i , \\
\Gamma^1_i = 4 C_i \left[ \left( \frac{67}{9} - \frac{\pi^2}{3} \right) C_A - \frac{20}{9} T_F n_f \right] 
$$

(A.2)

The one-loop Altarelli-Parisi splitting functions are given by

$$
P_{qq}(z) = C_F \left[ \frac{1 + z^2}{(1 - z)} + \frac{3}{2} \delta(1 - z) \right] , \\
P_{gg}(z) = 2 C_A \left[ \frac{z}{(1 - z)} + \frac{1 - z}{z} + z(1 - z) \right] + \frac{\beta_0}{2} \delta(1 - z) , \\
P_{qg}(z) = T_F \left[ z^2 + (1 - z)^2 \right] ,
$$

(A.3)

$$
P_{qg}(z) = C_F \frac{1 + (1 - z)^2}{z} , \\
P_{gg}(z) = 2 C_A \left[ \frac{z}{(1 - z)} + \frac{1 - z}{z} + z(1 - z) \right] + \frac{\beta_0}{2} \delta(1 - z) , \\
P_{qg}(z) = T_F \left[ z^2 + (1 - z)^2 \right] .
$$
Here we list all relevant anomalous dimensions

\[
\gamma_i^{S\zeta}(z_{\text{cut}} p_T R, \beta, \mu) = -\frac{2\alpha_s C_i}{\pi} \frac{1}{1 + \beta} \ln \left( \frac{\mu}{z_{\text{cut}} p_T R} \right), \\
\gamma_i^{S\zeta}(\Delta E, p_T R, \mu) = \gamma_i^{S\zeta'}(\Delta E, p_T R, \mu) = -\frac{2\alpha_s C_i}{\pi} \left[ \frac{1}{|\Delta E|_+} - \ln \left( \frac{\mu}{p_T R} \right) \delta(\Delta E) \right], \\
\gamma_i^{Sx}(\Delta E, z_{\text{cut}}^{-1/\beta} p_T R, \beta, \mu) = \frac{2\alpha_s C_i}{\pi} \left[ \frac{1}{|\Delta E|_+} - \frac{\beta}{1 + \beta} \ln \left( \frac{\mu}{z_{\text{cut}}^{-1/\beta} p_T R} \right) \delta(\Delta E) \right], \\
\gamma_i^{H}(p_T R, \mu) = \frac{\alpha_s C_F}{\pi} \left[ 2 \ln \left( \frac{p_T R}{\mu} \right) - \frac{3}{2} \right], \\
\gamma_i^{H}(p_T R, \mu) = \frac{\alpha_s}{\pi} \left[ 2 C_A \ln \left( \frac{p_T R}{\mu} \right) - \frac{1}{2} \beta_0 \right], \\
\gamma_i^{g}(p_T R, \mu) = \frac{\alpha_s}{\pi} \left[ 2 C_A \ln \left( \frac{\mu}{\theta_g p_T R} \right) + \frac{3}{2} \right], \\
\gamma_i^{g}(p_T R, \mu) = \frac{\alpha_s}{\pi} \left[ 2 C_A \ln \left( \frac{\mu}{\theta_g p_T R} \right) + \frac{1}{2} \beta_0 \right], \\
\gamma_i^{g}(\theta_g p_T R, \mu) = \frac{\alpha_s}{\pi} \left[ 2 C_A \ln \left( \frac{\mu}{\theta_g p_T R} \right) + \frac{1}{2} \beta_0 \right], \\
\gamma_i^{g}(\theta_g p_T R, \mu) = \frac{\alpha_s}{\pi} \left[ 2 C_A \ln \left( \frac{\mu}{\theta_g p_T R} \right) + \frac{1}{2} \beta_0 \right], \\
\gamma_i^{g}(\theta_g p_T R, \mu) = \frac{\alpha_s}{\pi} \left[ 2 C_A \ln \left( \frac{\mu}{\theta_g p_T R} \right) + \frac{1}{2} \beta_0 \right], \\
\gamma_i^{g}(p_T R, \mu) = \frac{\alpha_s}{\pi} \left[ 2 C_A \ln \left( \frac{\mu}{\theta_g p_T R} \right) + \frac{1}{2} \beta_0 \right], \\
\gamma_i^{g}(p_T R, \mu) = \frac{\alpha_s}{\pi} \left[ 2 C_A \ln \left( \frac{\mu}{\theta_g p_T R} \right) + \frac{1}{2} \beta_0 \right], \\
\gamma_i^{g}(p_T R, \mu) = \frac{\alpha_s}{\pi} \left[ 2 C_A \ln \left( \frac{\mu}{\theta_g p_T R} \right) + \frac{1}{2} \beta_0 \right], \\
\gamma_i^{g}(p_T R, \mu) = \frac{\alpha_s}{\pi} \left[ 2 C_A \ln \left( \frac{\mu}{\theta_g p_T R} \right) + \frac{1}{2} \beta_0 \right], \\
\gamma_i^{g}(p_T R, \mu) = \frac{\alpha_s}{\pi} \left[ 2 C_A \ln \left( \frac{\mu}{\theta_g p_T R} \right) + \frac{1}{2} \beta_0 \right], \\
\gamma_i^{g}(p_T R, \mu) = \frac{\alpha_s}{\pi} \left[ 2 C_A \ln \left( \frac{\mu}{\theta_g p_T R} \right) + \frac{1}{2} \beta_0 \right], \\
\gamma_i^{g}(p_T R, \mu) = \frac{\alpha_s}{\pi} \left[ 2 C_A \ln \left( \frac{\mu}{\theta_g p_T R} \right) + \frac{1}{2} \beta_0 \right], \\
\gamma_i^{g}(p_T R, \mu) = \frac{\alpha_s}{\pi} \left[ 2 C_A \ln \left( \frac{\mu}{\theta_g p_T R} \right) + \frac{1}{2} \beta_0 \right], \\
\gamma_i^{g}(p_T R, \mu) = \frac{\alpha_s}{\pi} \left[ 2 C_A \ln \left( \frac{\mu}{\theta_g p_T R} \right) + \frac{1}{2} \beta_0 \right], \\
\gamma_i^{g}(p_T R, \mu) = \frac{\alpha_s}{\pi} \left[ 2 C_A \ln \left( \frac{\mu}{\theta_g p_T R} \right) + \frac{1}{2} \beta_0 \right], \\
\gamma_i^{g}(p_T R, \mu) = \frac{\alpha_s}{\pi} \left[ 2 C_A \ln \left( \frac{\mu}{\theta_g p_T R} \right) + \frac{1}{2} \beta_0 \right], \tag{A.4}
\]

where \( C_i = C_F \) (\( C_A \)) for \( i = q \) (\( i = g \)). We achieve full NLL’ accuracy by including the two-loop cusp anomalous dimension, which multiply the \( \ln \mu \) terms in eq. (A.4).
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