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In idealized models of a quantum register and its environment, quantum information can be stored indefinitely by encoding it into a decoherence-free subspace (DFS). Nevertheless, perturbations to the idealized register-environment coupling will cause decoherence in any realistic setting. Expanding a measure for state preservation, the dynamical fidelity, in powers of the strength of the perturbations, we prove stability to linear order is a generic property of quantum state evolution. The effect of noise perturbation is quantified by a concise expression for the strength of the quadratic leading order, which we define as the dynamical fidelity susceptibility of DFSs. Under the physical restriction that noise acts on the register $k$-locally, this susceptibility is bounded from above by a polynomial in the system size. These general results are illustrated by two physically relevant examples. Knowledge of the susceptibility can be used to increase coherence times of future quantum computers.
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I. INTRODUCTION

Quantum computers may be used to simulate general quantum-mechanical systems [1,2]. Already they drive an enormous effort in the control of quantum systems [3] and spur interest in quantum information theory, with connections to high-energy physics [4–6] and the quantum-to-classical transition [7].

The biggest roadblock on the way to scalable quantum computation is that of noise and decoherence [8–10]. Quantum error correction offers solutions to this problem [11,12]. In active quantum error correction, errors have to be detected and corrected, whereas in passive error correction the strategy is to avoid the errors by encoding. The two forms of error correction can be used in conjunction [13,14], and can be described in the same mathematical framework [15].

An important player in the passive category is the decoherence-free subspace (DFS) [10,14,16–21]. Although DFSs have been superseded theoretically by more general notions of passive error correction [22], they remain of interest both in theory and in practice [23–25]. In this technique, symmetries of the register-environment coupling are exploited to store quantum information in a register subspace the reduced time evolution of which is purely unitary. In contrast to states outside of a DFS, those in it do not suffer from decoherence. Only register-environment models with enough symmetry allow for DFSs.

In real systems, there are small deviations from the idealized model of the interaction between the quantum register (the “system”) and the environment (the “bath”). In particular, these may lead to “superdecoherence” [26], where the decoherence time scales adversely with the system size, even for states in a DFS. Quantifying the sensitivity of DFSs to perturbations has led to the definition of the “dynamical fidelity” [20,27].

The dynamical fidelity is a measure for the closeness of two states: (i) a state, possibly in a DFS, evolving in time under the original model, and (ii) the same initial state, evolving under the presence of an additional system-bath interaction the strength of which is proportional to $\epsilon$. At the initial time, the dynamical fidelity equals unity, but as time evolves the two states will start to diverge, decreasing the fidelity. The dynamical fidelity can be seen as a generalization of the Loschmidt echo [28] to open quantum systems, and is related to a different fidelity in the context of phase transitions [29–31]. Here the fidelity measures the closeness between the ground states of Hamiltonians with different parameter values.

In an initial qualitative study [27], it was shown that the dynamical fidelity can only depend linearly on $\epsilon$ whenever the unperturbed system evolves unitarily on its own in a nontrivial way. This is so for nondegenerate logical states, or whenever the quantum register is used in a quantum computation. Conversely, there is no term linear in $\epsilon$ whenever the quantum register does not evolve on its own. This led to the conclusion that DFSs are “robust” or “stable” against perturbations when used as quantum memory, but not when used during a quantum computation [20,21,27,28,32–35].

Here we prove there is never a linear dependence on $\epsilon$. In the parlance of the previous work this means DFSs are also stable when used during a quantum computation. However, we show the result even holds for initial states outside of a DFS. In retrospect, the absence of a linear term in the expansion of the dynamical fidelity is a consequence of its definition. This can be considered positive for DFSs, because it shows states in a DFS do not react more strongly to perturbations than regular states. For the fidelity in the context of phase transitions the absence of a linear term is already known [29–31].

We go on to introduce the dynamical fidelity susceptibility of DFSs ($\chi$), “susceptibility” for short, defined as the strength of the term in the dynamical fidelity proportional to $\epsilon^2$ [36]. As the first nontrivial term, the susceptibility quantifies the leading-order sensitivity to perturbations of states in a DFS. Surprisingly, it does not depend on the unperturbed
Hamiltionian, so the leading-order behavior of DFSs is as if there were no unperturbed system-bath interaction. Furthermore, it means our result can be used to study the behavior of any state under perturbations, outside of the context of DFSs, as long as the unperturbed system-bath interaction vanishes. In that case the DFS of a quantum register is its entire Hilbert space. Even though physically the leading order in time is the most interesting, we later generalize to include all orders in time for completeness.

For general perturbations, we show the susceptibility is bounded from above by an exponential in the system size, \( \chi = O(2^n) \), with \( n \) the number of qubits. A DFS for which the susceptibility increases exponentially should be considered non scalable in any practical sense. However, noise typically possesses a form of locality \([1,2,37]\), which enforces a more favorable scaling with \( n \). Specifically, we consider perturbing Hamiltonians that act on the system \( k \) locally, which means they do not contain products of more than \( k \) individual qubit operators. In this definition spatial locality is not demanded. The most commonly considered case is \( k = 1 \), which describes completely local noise \([8]\). For general \( k \)-local perturbing noise, the susceptibility is shown to be bounded from above by a polynomial, \( \chi = O(n^2) \). This can be compared to the related result on active error correction by Preskill \([37]\), the related result on active error correction by Preskill \([37]\), and impacts the scalability of quantum computation \([38,39]\) using DFSs.

To illustrate these results, we compute the susceptibility of a highly nonclassical state, the Greenberger-Horne-Zeilinger (GHZ) state, in two types of DFS. The first protects against pure collective dephasing, and the second protects additionally against collective emission and absorption. We find \( \chi = n^2 \) and \( \chi = 4n/3 \), respectively. Similar scaling laws were found before \([10,26,40]\) for non-DFS states, and, in fact, DFSs were designed to prevent such scaling laws. Our paper shows that these scaling laws are still present in practice.

II. THE DYNAMICAL FIDELITY

Consider a system \( S \) in a bath \( B \). In the context of quantum computation, \( S \) is the collection of qubits, the quantum register, and \( B \) is the environment, such as the electromagnetic field. The overall Hilbert space is \( \mathcal{H} = \mathcal{H}_S \otimes \mathcal{H}_B \), where \( \mathcal{H}_S (\mathcal{H}_B) \) is the Hilbert space of the \( S (B) \). We assume \( \mathcal{H} \) to be finite-dimensional unless stated otherwise. (In particular, infinite baths may arise in the context of Lindbladian time evolution.) In general, the Hamiltonian can be written in the form

\[
H_0 = H_S \otimes 1 + 1 \otimes H_B + H_{SB},
\]

where \( H_S (H_B) \) acts only on \( S (B) \) and \( H_{SB} \) is a system-bath interaction term. In an ongoing quantum computation, \( H_S \) includes the generators of the gates.

Now assume that at \( t = 0 \) we have a product state \( \rho_{SB,init} = |\Psi\rangle\langle\Psi| \), with \( |\Psi\rangle = |\psi\rangle \otimes |\phi\rangle \). For a nontrivial \( H_{SB} \) the Hamiltonian (1) will induce entanglement between \( S \) and \( B \). Tracing out \( B \), the pure state \( |\psi\rangle\langle\psi| \) at time \( t = 0 \) will be mapped to a mixed system state at \( t > 0 \) by time evolution. We denote this map, or quantum channel, by \( A(t) = A \). For every \( t \geq 0 \) we have a quantum channel. The system state after time \( t \) equals \( \rho_S(t) \equiv A(|\psi\rangle\langle\psi|) = \text{tr}_B(e^{-itH_S}|\Psi\rangle\langle\Psi|e^{itH_S}) \) in units where \( \hbar = 1 \). This can be rewritten by introducing the Kraus operators \( A_i(t) = \langle \phi_i | e^{itH_S} | \phi_0 \rangle \), where \( \{ |\phi_i\rangle \} \) forms an orthonormal basis for \( \mathcal{H}_B \), with \( |\phi_0\rangle \) the initial bath state. Since \( H_S \) acts on both \( \mathcal{H}_S \) and \( \mathcal{H}_B \), and the \( \{ |\phi_i\rangle \} \) are bath states, \( A_i(t) \) acts nontrivially on \( \mathcal{H}_S \) only. Thus the operator sum representation (OSR) of \( A \) is obtained,

\[
A(|\psi\rangle\langle\psi|) = \sum_i A_i(t)|\psi\rangle\langle\psi|A_i^\dagger(t).
\]

Because \( A \) is trace preserving, we have the normalization condition \( \sum_i A_i^\dagger(t)A_i(t) = 1 \).

In general, \( A \) may map pure states to mixed states. A DFS, on the other hand, is defined as a subspace \( D \subset \mathcal{H}_S \) for which, despite coupling to the bath via \( H \), \( A(|\psi\rangle\langle\psi|) = e^{-itH_B}|\psi\rangle\langle\psi|e^{itH_B} \) for all \( |\psi\rangle \in \mathcal{D} \), where \( e^{-itH_B}|\psi\rangle \) has to remain in \( D \) \([17,20]\). Thus pure states in a DFS are mapped to pure states in the same DFS by \( A \). In terms of the OSR, and in the case of DFSs, no matter what \( A \) is, we may always find a set of Kraus operators such that the overall channel is of the form

\[
A_A(|\psi\rangle\langle\psi|) = \sum_i A_i(t)|\psi\rangle\langle\psi|A_i^\dagger(t).
\]

where \( \varepsilon \) is a real parameter. (The \( \varepsilon \) dependence of \( H \) is suppressed.) The system state now also depends on \( \varepsilon \), and the OSR of the map induced by \( H \) is \( \rho_S(\varepsilon, t) \equiv A_{\varepsilon}(|\psi\rangle\langle\psi|) = \sum_i A_i(\varepsilon, t)|\psi\rangle\langle\psi|A_i^\dagger(\varepsilon, t) \) with \( A_i(\varepsilon, t) = \langle \phi_i | e^{-itH_B} | \phi_0 \rangle \). Since the exponential map is analytic, the Kraus operators of the perturbed map may be expanded around \( \varepsilon = 0 \) as

\[
A_i(\varepsilon, t) = A_i(0)(t) + \varepsilon A_i^{(1)}(t) + \varepsilon^2 A_i^{(2)}(t) + O(\varepsilon^3).
\]

Here \( A_i^{(1)}(t) = \langle \phi_i | -itV - t^2(H_0V + VH_0)/2 + O(t^3)|\phi_i \rangle \). The explicit form of \( A_i^{(2)}(t) \) is of no interest because it will be eliminated. We do not allow qubits to leave the system, so even the perturbed quantum channel needs to be trace preserving. Thus \( \sum_i A_i(\varepsilon, t)A_i^\dagger(\varepsilon, t) = 1 \) for all real \( \varepsilon \) and \( t \).

When the expression (4) is substituted this imposes

\[
\sum_i [ A_i^{(0)}(t) A_i^{(1)}(t) + A_i^{(1)}(t) A_i^{(0)}(t) ] = 0,
\]

(5)

\[
\sum_i A_i^{(0)}(t) A_i^{(2)}(t) + A_i^{(2)}(t) A_i^{(0)}(t) + A_i^{(1)}(t) A_i^{(1)}(t) = 0.
\]

(6)

Conditions involving higher orders of the expansion can be obtained straightforwardly. The above relations are general, since they put constraints on perturbations to general quantum channels, applicable outside the present context. There are no separate conditions that follow from the complete positivity of \( A \); any map that has OSR is automatically completely positive. If one is interested in the effects of a perturbation of the quantum channel rather than a perturbation of the Hamiltonian, expression (4) is the starting point.

In general, the fidelity between two states is defined as

\[
F(\sigma, \eta) = \text{tr} \sqrt{\sqrt{\sigma} \eta \sqrt{\sigma}} \]

([41]). The effect of a perturbation on the dynamics may be quantified by the dynamical fidelity \( F \), that is, the fidelity between the state as obtained after the unperturbed time evolution and the state after the
perturbed time evolution, $F \equiv F[\rho_S(0, t), \rho_S(\epsilon, t)]$. Often it is intractable to compute the fidelity because of the square roots. However, if $\rho_{S, \text{init}} = |\psi\rangle\langle\psi|$, and $|\psi\rangle$ in a DFS such that the state remains pure for all $t > 0$, the fidelity simplifies to
\[ F = \langle \psi(t) | \rho_S(\epsilon, t) | \psi(t) \rangle \] (7)

with $|\psi(t)\rangle = U(t)|\psi\rangle \equiv e^{-itH_0}|\psi\rangle$.

### III. EXPANSION OF THE DYNAMICAL FIDELITY

The dynamical fidelity $F$ is analytic in $\epsilon$ at $\epsilon = 0$ because it is a composition of analytical functions of $\epsilon$. Even though this might seem evident, a more elaborate proof is given in Appendix A. Now $F$ may be expanded for small $\epsilon$ if the perturbation is weak:
\[ F = 1 + \epsilon F^{(1)} + \epsilon^2 F^{(2)} + \ldots \] (8)

It has previously been shown that $F^{(1)} = 0$ whenever $H_S = 0$ and $|\psi\rangle$ in a DFS, which leaves open the possibility that $F^{(1)} \neq 0$ when $H_S \neq 0$, even though $|\psi\rangle$ is in a DFS [27].

However, $F^{(1)} = 0$ in all cases and all times, even without assuming $|\psi\rangle$ to be in a DFS. This is a direct consequence of the following theorem, together with the fact that $\rho_S(\epsilon, t)$ is analytic in $\epsilon$ at $\epsilon = 0$ for all $t$, as is clear from Eq. (4).

**Theorem 1.** Let $\{\sigma(\epsilon)\}$ be a family of finite-dimensional density matrices that are analytic in $\epsilon = 0$, and let $F[\sigma(0), \sigma(\epsilon)]$ denote the fidelity between $\sigma(0)$ and $\sigma(\epsilon)$. Then $F^{(1)} \equiv \frac{d}{d\epsilon} F[\sigma(0), \sigma(\epsilon)]|_{\epsilon=0} = 0$.

**Proof.** $F[\sigma(0), \sigma(\epsilon)]$ is analytic in $\epsilon$ at $\epsilon = 0$. Because $0 \leq F \leq 1$ for any real $\epsilon$, and $F[\sigma(0), \sigma(0)] = 1$, it follows that $F^{(1)}$ must always vanish.

The theorem also follows from the connection of the fidelity to the Bures metric tensor [42,43]. We elaborate more on this relation in Appendix E. This relation of the theorem to the robustness of DFSs, which we make clear by the elementary considerations above, was not noticed before. It is opposite to previous suggestions that continue to proliferate in the literature [20,21,27,28,32–35].

The theorem also applies when time evolution is generated by a Lindbladian $\mathcal{L}$. A perturbation of its Lindblad operators [44,45] results in $\mathcal{L} \rightarrow \mathcal{L}(\epsilon) = \mathcal{L} + \epsilon \mathcal{L}' + \epsilon^2 \mathcal{L}''$ for some linear superoperators $\mathcal{L}'$ and $\mathcal{L}''$. Thus in this setting $\rho_S(\epsilon, t) = e^{(\mathcal{L}+\epsilon\mathcal{L}'+\epsilon^2\mathcal{L}'')t} \rho_{S,\text{init}}$ where $\rho_{S,\text{init}}$ is the initial state at $t = 0$. Since $\mathcal{L}(\epsilon)$ and the exponential map are analytic, $\rho_S(\epsilon, t)$ is analytic in $\epsilon$ at $\epsilon = 0$ for all $t \geq 0$. Thus $F^{(1)} = 0$ also when time evolution is generated by a Lindbladian, not only for states in a DFS or noiseless systems [46] but for any state. More background is given in Appendix B.

We now return to the OSR, and consider $F^{(2)}$. We stress that now we do assume $|\psi\rangle$ to be in a DFS. Combining (2), (4), and (7), we find $F^{(1)} = \sum_{i,j} \langle \psi | A_i^{(0)}(t) A_j^{(1)}(t) + A_j^{(1)}(t) A_i^{(0)}(t) | \psi \rangle$, and $F^{(2)} = \sum_{i,j} \langle \psi | A_i^{(0)}(t) A_j^{(2)}(t) + A_j^{(2)}(t) A_i^{(0)}(t) | \psi \rangle + \langle \psi | e^{itH_0} A_i^{(1)}(t) | \psi \rangle^2$. At this point it seems that $F^{(1)} \neq 0$. By condition (5), however, it follows that $F^{(1)} = 0$. Thus condition (6) is crucial in obtaining a concise expression for $F^{(2)}$, as it can be used to eliminate $A_i^{(0)}(t)$ and $A_j^{(2)}(t)$. This yields
\[ F^{(2)} = -\sum_{i} \sigma_i^2 \langle U^\dagger(t) A_i^{(1)}(t) \rangle, \] (9)

with $U(t) = e^{-itH_0}$ and $\sigma_i^2 = \{ |\psi(1)O | |\psi\rangle - |\psi|O |\psi\rangle \}^2$. Equation (9) describes the effect of a perturbation to the Kraus operators on the dynamics of states in a DFS. The entire procedure above can be straightforwardly extended to higher orders in $\epsilon$.

### IV. SUSCEPTIBILITY

We now consider the short-time expansion of $F^{(1)}$. The first nonvanishing term is proportional to $\epsilon^2$. We define the proportionality constant $\chi$ (with an extra minus sign) as the dynamical fidelity susceptibility of DFSs. That is, $\chi = -\frac{\partial^2 F}{\partial \epsilon^2} |_{\epsilon=0}$, so that
\[ F = 1 - \chi \epsilon^2 + O(\epsilon^4). \] (10)

This is not yet a computation but only a definition. To obtain an expression for $\chi$ involving $H$, note that, in general, the perturbing Hamiltonian can be written as $V = \sum_{i} S_i \otimes B_i$. We substitute $A_i^{(1)}(t) = \langle \phi_i | -itV | \phi_0 \rangle + O(t^2)$ into (9) and collect terms proportional to $\epsilon^2$. Using the (connected) system correlation function $S$ with matrix elements $S_{i\beta} = \langle |\psi\rangle S_{\epsilon,\phi_i} |\psi\rangle - \langle |\psi\rangle S_{\epsilon,\phi_i} |\psi\rangle$ and the bath correlation function $B_{i\beta} = \langle \phi_0 | B_{\epsilon,\phi_i} | \phi_0 \rangle$, the result can be written as
\[ \chi = \text{tr}(BS^T). \] (11)

Here the trace is not over $H_S$ or $H_B$ but over the indices of the correlation functions. When $V$ is a simple tensor product, $V = S \otimes B$, this reduces to $\chi = \langle |\psi\rangle BS \sigma^2 |S\rangle$.

Equation (11) assumes the initial system state to be in a DFS, but does depend directly on $H_{SB}$. So, in particular, it holds for $H_{SB} = 0$, in which case the DFS is all of $H_S$. Thus Eq. (11) can be used outside of the context of DFSs to study the effects of perturbative system-bath coupling as long as there is no initial system-bath coupling.

Mathematically, the only restriction on $V$ is its Hermiticity. For $S$ a qubit register with $n$ qubits, any $V$ may be written as $V = \sum_{n} c^n P^n \otimes B^n$, with $c^n$ real, and $P^n$ an element of the Pauli group $\{1, \sigma^x, \sigma^y, \sigma^z\}^{\otimes n}$. In this form there are at most $4^n = 2^{2n}$ linearly independent terms. Under the assumption that adding a qubit does not change how the former qubits couple to the bath, we have that $c^n$ and $B^n$ do not depend on $n$. It then follows from Eq. (11) that $\chi = O(2^n)$. Now consider the physical restriction that $V$ acts $k$-locally on the system, which means that every $S^n$ acts on no more than $k$ qubits, with $k$ independent of $n$ [1,2]. Then $V$ contains $O(n^2)$ terms. By Eq. (11) it thus follows that $\chi = O(n^2)$.

### V. TWO EXAMPLES

Here we calculate $\chi$ explicitly in two examples. Although we do not calculate on the unperturbed Hamiltonian, we describe possible unperturbed Hamiltonian to give physical context.

For the first example, consider the DFS that is currently used in ion-trap quantum computers [23,47]. The register-environment model is that of pure collective dephasing [10], which is the main source of decoherence for unencoded quantum states in this setup [26]. The coupling term reads $H_{SB} = S^z \otimes \sum_k (g_k a_k + g_k^* a_k^\dagger)$ with $S^z = \sum_{i=1}^n \sigma_i^z$ the $z$ component of
the total spin operator. Here $g$ is the register-environment coupling strength, $a_k$ ($a_k^\dagger$) is the annihilation (creation) operator of an electromagnetic mode with wave number $k$ and polarization along the $z$ axis, $n$ is the number of physical qubits, and $\sigma_z$ is the Pauli $z$ operator that only acts on qubit $i$. We assume the qubits to lie along a line, equidistantly separated by distance $d$. There is no spatial dependence of the coupling strengths, and thus all modes that are summed over are assumed to be of long wavelength compared to the total size of the quantum register (i.e., $1/k \gg nd$). Using (11), a logical qubit DFSs, like in the previous example, but other larger DFS is constructed by simple concatenation of single qubits.

VI. GENERALIZATION TO ALL ORDERS IN TIME

Here we generalize our approach to obtain an expression for $F^{(2)}$, as defined in Eq. (8). To do so, we go to the interaction picture, denoted by the superscript $I$. (If there is no superscript denoting the picture the Schrödinger picture is always assumed.) In the interaction picture, the initial $S + B$ state at $t = 0$, which is equal in any picture, evolves as $\rho_{SB}(\epsilon, t) = U_I(t)\rho_{SB,\text{init}}U_I(0)$, with $U_I(t) = e^{iH_V t}e^{-iHt} = Te^{i\epsilon t/\hbar}e^{-iHt}$. The operator $U_I(t)$ depends also on $\epsilon$ but this notation is suppressed in $U_I(t)$ and its dependencies. Here $T$ is the time-ordering operator and $H^I(t)$ is the interaction picture Hamiltonian $\epsilon H^I(t) = e^{iHt}e^{iHt}$. As before, the Schrödinger picture operator $H_S$ contains the system and bath Hamiltonians, and the original coupling $H_{SB}$, against which the system state is protected by the DFS. The perturbed Hamiltonian $H$ contains an extra perturbation $\epsilon V$ which causes the system state to decohere.

Assuming, as before, that $\rho_{SB,\text{init}} = |\psi\rangle\langle\psi| \otimes |\psi_0\rangle$, and $|\psi\rangle$ is in a DFS, we find the dynamical fidelity equals

$$F = \langle\psi|\rho_S^I(\epsilon, t)|\psi\rangle,$$

with $\rho_S^I(\epsilon, t) \equiv tr_B[\rho_S^I(\epsilon, t)]$ the interaction picture system state. Note that, like the expectation value of operators, the fidelity is invariant under change of picture even though states and operators are not.

The state $\rho_S^I(\epsilon, t)$ can be expressed as

$$\rho_S^I(\epsilon, t) = \sum_i A_i(\epsilon, t)|\psi_i\rangle\langle\psi_i| A_i(\epsilon, t)^\dagger,$$

using the interaction picture Kraus operators:

$$A_i(\epsilon, t) = |\psi_i\rangle U_I(t)|\psi_0\rangle.$$

These operators can be expanded using the Dyson series $U_I(t) = 1 - i\epsilon t J_0 dt' H^I(t') - \frac{\epsilon^2}{2} T J_0 dt' dt'' H^I(t')H^I(t'') + \ldots$, which yields

$$A_i(\epsilon, t) = A_i^{(0)}(t) + \epsilon A_i^{(1)}(t) + \epsilon^2 A_i^{(2)}(t) + \ldots,$$

where now $A_i^{(0)}(t) = |\psi_i\rangle|\psi_0\rangle$, and

$$A_i^{(1)}(t) = -i\int_0^t dt' \langle\psi_i|H^I(t')|\psi_0\rangle.$$

A similar expression holds for $A_i^{(2)}(t)$, but it is of no interest here because it is eliminated by using the normalization conditions (5) and (6) in their interaction form, which amounts to putting a superscript $I$ everywhere.

Comparing the expression for $F$ in the Schrödinger picture (7) to that in the interaction picture (12), we see they are essentially equal. The difference is that, in the interaction picture, the extra factor $U(t)$ is absent, and that the state is not $\rho_S(\epsilon, t)$ but $\rho_S^I(\epsilon, t)$. Since we have similar expressions for these states in terms of the (interaction picture) Kraus...
operators, it is straightforward to show that

\[ F^{(2)} = - \sum_i \sigma_i^2 |A_i^{(1)}(t)|. \]  

(14)

with \( \sigma_i^2 \) defined as before. Of course \( F^{(2)} \) itself is invariant under change of picture; it is just the expression that changes form. Also note the absence of \( A_i^{(2)}(t) \) and thus any time ordering. This is due to the normalization conditions (5) and (6) in their interaction form. Equation (14) says that the change of fidelity in a DFS, under the restriction of no unperturbed coupling, is upper bounded by an exponential in the system size. However, under the restriction of \( k \)-locality, the upper bound is polynomial. Therefore, DFSs can be considered scalable in theory. It remains to be shown that perturbations can be made sufficiently weak and uncorrelated to allow practical use of DFSs in large-scale quantum computers.

By identifying the “good” DFSs, the susceptibility is a tool to increase coherence times. Our quantitative results can be generalized to arbitrary system states, and to more general forms of passive error correcting, such as noiseless subsystems. They can also be adjusted to yield the average-case susceptibility or the worst-case susceptibility.
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APPENDIX A: ANALYTICITY OF THE FIDELITY

Here we prove a lemma concerning the fidelity

\[ F(\rho, \sigma) = \left[ \text{tr} \sqrt{\sqrt{\rho} \sigma \sqrt{\rho}} \right]^2. \]

Note that in the following we do not assume \( \rho \) or \( \sigma \) to be in a DFS.

Lemma 1. Let \( \{\sigma(\epsilon)\} \) be a family of finite-dimensional density matrices that is analytic at \( \epsilon = 0 \). Then the fidelity \( F[\sigma(0), \sigma(\epsilon)] \) is analytic at \( \epsilon = 0 \).

Proof. Since \( \sigma(\epsilon) \) is analytic we may expand it as a power series, \( \sigma(\epsilon) = \sigma^{(0)} + \epsilon \sigma^{(1)} + \epsilon^2 \sigma^{(2)} + \ldots \), where the \( \sigma^{(n)} \) are constant and finite. Suppose \( \sigma^{(0)} \) is given as an \( N \times N \) matrix, and let \( \{p_1, \ldots, p_m\} \), with \( 1 \leq m \leq N \), be its (not necessarily distinct) nonzero eigenvalues. There exists a basis in which

\[ \sigma^{(0)} = \text{diag}(p_1, \ldots, p_m, 0, 0, \ldots, 0). \]

Naturally, in this basis, \( \sqrt{\sigma^{(0)}} = \text{diag}(\sqrt{p_1}, \ldots, \sqrt{p_m}, 0, 0, \ldots, 0) \). Note that this is a projector onto the nonzero eigenspace of \( \sigma^{(0)} \). Thus, \( F[\sigma(0), \sigma(\epsilon)] = \left[ \text{tr} \sqrt{\sqrt{\rho} \sigma^{(0)} \sqrt{\rho}} \right]^2 \).

\[ \equiv \left[ \text{tr} \sqrt{M(\epsilon)} \right]^2, \]

where \( M(\epsilon) = M^{(0)} + \epsilon M^{(1)} + \ldots \). Here we have used the fact that all matrices in the expansion of \( \sigma(\epsilon) \) are projected onto the zero eigenspace of \( \sigma^{(0)} \) so that we can reduce the dimension of the matrix under the square root. Thus the \( M^{(n)} \) are constant matrices of dimension \( m \times m \) (as opposed to \( N \times N \)), and \( M^{(0)} \) is Hermitian and analytic. Denote the set of eigenvalues of \( M(\epsilon) \) by \( \{a_i(\epsilon)\}_{i=1}^m \). It follows from Theorem 6.1 in Kato [50] that the \( a_i(\epsilon) \) are analytic. Since, furthermore, \( a_i(0) > 0 \), there exist a \( \delta > 0 \) such that \( a_i(\epsilon) > 0 \) for all \( \epsilon \) in the domain \( D = (-\delta, \delta) \). In other words, \( M^{(0)} \) is positive definite and analytic on the domain \( D \). Thus the eigenvalues of \( \sqrt{M(\epsilon)} \) are given by \( \{\sqrt{a_i(\epsilon)}\}_{i=1}^m \), which are again all analytic on \( D \). Therefore,

\[ F[\sigma(0), \sigma(\epsilon)] = \left[ \sum_{i=1}^m \sqrt{a_i(\epsilon)} \right]^2 \]  

(A1)

is analytic around \( \epsilon = 0 \).
APPENDIX B: PERTURBING A LINDBLADIAN

Here we show that there is no term proportional to $\varepsilon$ in the dynamical fidelity $F$ (as defined in the main text) when time evolution is generated by a Lindbladian $\mathcal{L}$, without assuming the initial state to be in a DFS. Lindblad evolution is often used in the context of infinite baths, where excitations are carried away quickly so that they do not back-react on the system. In the Lindblad setting, or the “semigroup master equation,” $\rho_S(t) = e^{t\mathcal{L}}\rho_{S,\text{init}}$, with

$$\mathcal{L}[\rho] = -i[H, \rho] + D[\rho],$$

$$D[\rho] = \sum_k y_k \left( L_k \rho L_k^\dagger - \frac{1}{2} [L_k^\dagger L_k, \rho] \right).$$

(B1)

Here $\{\cdot, \cdot\}$ is the anticommutator, and $y_k > 0$. The Lindblad operators $L_k$ are bounded linear operators on the system’s Hilbert space $\mathcal{H}_S$, which is of dimension $N$. They do not obey any special relations; the Lindblad equation (B1) induces a trace-preserving and completely positive map by design. Usually the $L_k$ are assumed to be orthonormal, but this is not necessary.

Note that since $\mathcal{L}$ is a linear superoperator that acts on density matrices it may be represented as an $N^2 \times N^2$ matrix that acts on the vector $\rho \cong (\rho_{00}, \rho_{01}, \ldots, \rho_{NN})^T$, with $\rho_{ij} = |i\rangle \langle j|$. We now perturb time evolution by

$$H \rightarrow H + \varepsilon V,$$

$$L_k \rightarrow L_k + \varepsilon L_k''.$$

The result is $\mathcal{L} \rightarrow \mathcal{L} + \varepsilon\mathcal{L}' + \varepsilon^2\mathcal{L}''$ for some finite, constant linear superoperators $\mathcal{L}'$ and $\mathcal{L}''$. The exponential map of an analytical matrix is analytical. When we see the $\mathcal{L}$, $\mathcal{L}'$, and $\mathcal{L}''$ as matrices, it is thus evident that $\rho_S(\varepsilon, t) = e^{t(\mathcal{L} + \varepsilon\mathcal{L}' + \varepsilon^2\mathcal{L}'')}\rho_{S,\text{init}}$ is analytical in $\varepsilon$ at $\varepsilon = 0$. It is then a direct consequence of the theorem in the main text that $F(1) = 0$ also in the Lindblad setting.

APPENDIX C: ALTERNATIVE DERIVATION OF $F(1) = 0$

Here we give an alternative proof to the theorem in the main text in the case that the analytic family under consideration is obtained by a perturbation. Strictly speaking this proof is redundant because a proof was already given in the main text. Nevertheless, the proof here is much more instructive. This is because it shows explicitly how the normalization conditions play a crucial role. Furthermore, it may act as a stepping stone for a more general result; in order to calculate $F(2)$ for general $|\psi\rangle \in \mathcal{H}_S$, thus obtaining a generalization valid also for states outside a DFS, essentially the same steps need to be followed as in the following derivation.

To calculate $F(1)$ explicitly, we adopt the notation from the proof of Lemma 1 and continue from Eq. (A1). We consider the time $t \geq 0$ here as fixed, and will drop the notation of $t$. The first-order correction to the eigenvalues $a_i(0)$ can be found using standard perturbation theory. Note, however, that in the standard setting one is interested in the corrections to the eigenvalues of a Hamiltonian. Here we are interested in corrections to the eigenvalues of $M(0)$, which is, like a Hamiltonian, a Hermitian linear operator. Note that, in connection to the notation in the proof of (A1), we are now using the explicit states $\sigma(0) = \rho_S(0, 0) = \rho_{S,0}$ and $\sigma(\varepsilon) = \rho_{S}(\varepsilon, t) = \rho_{S}(\varepsilon)$. Thus, by standard perturbation theory,

$$a_i(\varepsilon) = a_i(0) + \varepsilon |i\rangle \sqrt{\rho_S^{(0)}(i)} \sqrt{\rho_S^{(1)}(i)} + \ldots$$

$$= a_i(0) + \varepsilon p_i |i\rangle \rho_S^{(1)}(i) + \ldots,$$

where

$$\rho_S^{(1)} = \sum_j (A_j^{(0)} \rho_{S,\text{init}} A_j^{(1)}) + (A_j^{(1)} \rho_{S,\text{init}} A_j^{(0)}),$$

with $\rho_{S,\text{init}}$ the initial system state and, as before [but now using the specific density operator $\rho_S(\varepsilon)$], $\rho_S(\varepsilon) = \rho_S^{(0)} + \varepsilon \rho_S^{(1)} + \ldots$. The system states $|i\rangle$ are the nonzero eigenvectors of $\rho_S(0)$ and are thus all eigenvectors of $M(0)$. From the equations above, it follows that

$$F(\rho_S(0), \rho_S(\varepsilon)) = \left( \sum_{i=1}^m |\langle i| \rho_S^{(1)}(i) + \ldots |\rangle|^2 \right)^2$$

$$= \left( \sum_{i=1}^m (p_i + \varepsilon |i\rangle \rho_S^{(1)}(i) + \ldots ) \right)^2.$$ (C1)

Again, it seems that $F(1) \neq 0$. Now either $\rho_S(0)$ is full rank or it is not full rank. Let us first assume it is full rank, that is, assume $m = N$ with $N = \dim(\mathcal{H}_S)$. Then by the normalization conditions in the main text, $\sum_{i=1}^m \langle i | \rho_S^{(1)}(i) = \text{tr} \rho_S^{(1)} = 0$. Therefore, in this case, $F(1) = 0$. Now assume that $\rho_S(0) = \sum_j A_j^{(0)} \rho_{S,\text{init}} A_j^{(0)}$ is not full rank. We may write $\rho_S(0) = \sum_{i=1}^m p_i |k\rangle \langle k|$, where $m < N$. We can expand the basis $|i\rangle$ to span all of $\mathcal{H}_S$ (in practice this could be done by a Gram-Schmidt process), and write

$$\sum_{i=1}^m \langle i | \rho_S^{(1)}(i) = \sum_{i=1}^N \langle i | \rho_S^{(1)}(i) - \sum_{i=m+1}^N \langle i | \rho_S^{(1)}(i)$$

$$= - \sum_{i=m+1}^N \langle i | \rho_S^{(1)}(i)$$

$$= - \sum_{i=m+1}^N \sum_j \langle i | A_j^{(0)} \rho_S(0) A_j^{(1)} \langle i | + \text{c.c.}$$

$$= - \sum_{i=m+1}^N \sum_{j,k} p_k \langle i | A_j^{(0)} \langle k | A_j^{(1)} | i \rangle + \text{c.c.}.$$}

Here c.c. stands for the complex conjugate of the preceding term. For all $m + 1 \leq i \leq N$, we have by definition that $\langle i | \rho_S^{(0)}(i) | i \rangle = 0$. Hence, for these $i$,

$$\langle i | \sum_j A_j^{(0)} \rho_S(0) A_j^{(0)} | i \rangle = \sum_{j,k} p_k (\langle i | A_j^{(0)} \langle k | A_j^{(1)} \langle i | + \langle k | A_j^{(1)} \langle i | A_j^{(0)} \langle i |$$

$$= \sum_{j,k} p_k |\langle i | A_j^{(0)} \langle k | |^2 = 0.$$ It follows that

$$\langle i | A_j^{(0)} | k \rangle = 0.$$
for all \( m + 1 \leq i < N \) and all \( 1 \leq k \leq m \). Thus, combining the two cases, i.e., \( \rho_5(0) \) full rank and \( \rho_5(0) \) not full rank, we have

\[
\sum_{i=1}^{m} (i|\rho^{(1)}_5|i) = 0
\]

for all \( 1 \leq m \leq N \). Therefore, by Eq. (C1), \( F^{(1)} = 0 \) for any \( t \) and any perturbation to a quantum channel as defined in the main text, including perturbations obtained by perturbing the overall Hamiltonian.

**APPENDIX D: SCALING OF \( \chi \) IN THE TWO EXAMPLES**

In both examples in the main text, \( V \) is completely local, but only in the first example the bound on \( \chi \) for completely local perturbations is saturated. Even though \( \chi \) scales polynomially with \( n \) in both examples, the different powers can be an important distinction in practice. The difference can be traced back to the fact that, in the first example, both branches of the superposition that make up the encoded GHZ state are eigenstates of \( \sigma_i^z \). That is, \( \sigma_i^z |0\rangle^{n/2} = \pm |0\rangle^{n/2} \) and similarly for \(|1\rangle^{n/2} \). This results in nonzero “interblock cross terms” such as \( \langle 0|^{n/2}\sigma_i^z\sigma_j^z|0\rangle^{n/2} \), for \( i \) and \( j \) belonging to a different pair of qubits. There are \( O(n^2) \) of those terms, and thus \( \chi \) scales with \( n^2 \). In contrast, in the second example, the states \( |0\rangle^{n/4} \) and \( |1\rangle^{n/4} \) are not eigenstates of \( \sigma_i^z \). This leads to vanishing interblock cross terms, such as \( \langle 0|^{n/4}\sigma_i^z\sigma_j^z|0\rangle^{n/4} \) where \( i \) and \( j \) belong to different groups of four qubits. When \( i = j \), \( \sigma_i^z\sigma_j^z = 1 \). There are \( O(n) \) of such terms, and hence \( \chi \) scales as \( n \). To gain further insight into the susceptibility, one could study whether there are general conditions on \( V \) and |\( \psi \rangle \) that can be used to determine the scaling of \( \chi \) with \( n \) a priori. We leave this for future investigation.

**APPENDIX E: RELATION BETWEEN \( \chi \) AND THE BURES METRIC**

The fidelity can be used to define a distance on the space of \( N \times N \) density operators. This is the Bures distance \([42,43]\),

\[
d^\rho_B(\rho, \sigma) = 2[1 - \sqrt{F(\rho, \sigma)}].
\]

In the main text we have computed \( F = F[\rho_5(0, t), \rho_5(\epsilon, t)] \), which gives

\[
d^\rho_B[\rho_5(0, t), \rho_5(\epsilon, t)] = F^{(2)}(t) \epsilon^2 + O(\epsilon^3)
\]

\[
= [\chi t^2 + O(t^3)] \epsilon^2 + O(\epsilon^3).
\]

Thus \( F^{(2)}(t) \) can be interpreted as (the only entry of) the pullback of the Bures metric tensor on the submanifold \( \{ \rho(\epsilon, t) \}_\epsilon \) at \( \epsilon = 0 \),

\[
d^\rho_B(\rho_\epsilon(\epsilon, t), \rho(\epsilon + d\epsilon, t))|_{\epsilon = 0} = F_2(t) d\epsilon^2 = (\chi t^2 + \ldots) d\epsilon^2.
\]

Here we have identified \( \epsilon \) as \( d\epsilon \). We use “\( d\)” for infinitesimals and “\( d^2\)” for one-forms. Denoting the metric tensor by \( d_B^\rho(\epsilon, \rho(\epsilon + d\epsilon)) \), which is not the square of a one-form, is common notation.) Note that the expression above defines a family of metric tensors, one for every \( t \).

In this geometrical picture, \( t \) itself is not a coordinate, like \( \epsilon \), because we are never comparing \( \rho(0, t) \) and \( \rho(\epsilon, t) \) at different times. The Bures metric tensor being a metric tensor, it may seem obvious that there is no first-order dependence of \( F \) on \( \epsilon = d\epsilon \). This is ultimately a consequence of the fact that the set of all \( N \times N \) density matrices is a Riemannian manifold. However, such an argument requires the machinery of differentiable manifolds. Theorem 1 can be seen as giving a much simpler, more elementary proof that is easy to follow for readers not acquainted with these techniques. The connection between the pullback of the Bures metric and the “robustness” (i.e., the absence of a term proportional to \( \epsilon \) in \( F \)) of DFSs is the important issue here.

---

[36] A quantity called the “dynamical fidelity susceptibility” was also introduced in [49]. Despite the name, this is something different; it refers to the fidelity between a thermal state (under some Hamiltonian) and the same state after being time evolved by a perturbed Hamiltonian.