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Categorical compositional distributional semantics (CCDS) allows one to compute the meaning of phrases and sentences from the meaning of their constituent words. A type-structure carried over from the traditional categorial model of grammar a la Lambek becomes a ‘wire-structure’ that mediates the interaction of word meanings. However, CCDS has a much richer logical structure than plain categorial semantics in that certain words can also be given an ‘internal wiring’ that either provides their entire meaning or reduces the size their meaning space. Previous examples of internal wiring include relative pronouns and intersective adjectives. Here we establish the same for a large class of well-behaved transitive verbs to which we refer as Cartesian verbs, and reduce the meaning space from a ternary tensor to a unary one. Some experimental evidence is also provided.

1 Introduction

How does grammar allow us to combine word meanings to form sentence meanings? An answer is provided by categorical compositional distributional semantics (CCDS) \cite{8,13}. In CCDS, a type-structure from traditional categorial grammar a la Lambek, in any of its various forms \cite{16,21,22}, is carried over functorially to a corresponding category of meaning spaces. The image of this grammatical reduction becomes a morphism mapping meanings of words into meanings of sentences. Factoring out the symbolic baggage of category theory, one obtains a ‘wire-structure’ \cite{9,11,12} that mediates the interaction of word meanings. Interestingly, CCDS was initially inspired by a diagrammatic formulations of quantum theory \cite{5,6}, and yet for a number of tasks it outperforms traditional models of language, see for example the contrast between \cite{23} and \cite{15,19}.

A further benefit of CCDS is that it is model-independent, in the sense that any category of meaning spaces which is endowed with an appropriate structure will do. Examples of practical interest include vector spaces \cite{13}, relations \cite{13}, density matrices \cite{2,25}, and conceptual spaces \cite{4} a la Gärdenfors \cite{14}.

Another feature of CCDS is that one can also assign ‘internal wiring’ to special functional words that either capture their entire meaning, or identify substructure within more general classes of words. Examples of the former are the words “and” \cite{18}, “does”, “not” \cite{13}, and relative pronouns \cite{27,28} which go beyond wires and involve ‘multi-wires’ or ‘spiders’ \cite{10,11}. Intersective adjectives are examples of a class of words with internal structure \cite{4}.

One practical downside of CCDS is that words now have types which sometimes can be quite large, resulting in humongous sizes of meaning spaces. For example, transitive verbs have a composite type consisting of three basic types, so if we talk vector spaces and each basic type has dimension 1,000, the verb lives in a space of dimension 1,000,000,000! This can be reduced by means of an internal wiring that decomposes the big vector into smaller ones, and that’s exactly what we do in this paper. We define Cartesian verbs as certain well-behaving verbs that admit a specific internal wiring. As a corollary, we derive an internal wiring for prepositions. We examine some interesting interaction with relative pronouns, and provide some empirical evidence of the validity of our decomposition.
Due to lack of space we will assume that the reader has some familiarity with diagrammatic notation like the one employed in CCDS. Details can be found in [9–11].

2 Background

2.1 Grammatical wirings

The mathematical formulation of grammar [13, 21] teaches us that the fundamental entities making up phrases and sentences are not words, but some basic grammatical types. Both the noun-type \( n \), and the type of whole sentences \( s \) are examples of these basic types. A transitive verb is not a basic type, it is a composite made up of two noun-types and one sentence-type.

In this paper, our grammars will follow [22], yielding an elegant diagrammatic formulation. For each basic type \( x \) there are corresponding basic ‘anti-types’, and there are in fact two of these, which we denote \( -1x \) and \( x^{-1} \). Then, in English, a transitive verb has type \( -1n \cdot s \cdot n^{-1} \). To understand this type, consider a transitive verb like ‘hate’. Simply saying ‘hate’ doesn’t convey any useful information, until we also specify ‘whom’ hates ‘whom’. That’s exactly the role of the anti-types: they specify that in order to form a meaningful sentence they need to be “cancelled out”, in this case by composing with a noun on both the left and right:

\[
\begin{array}{c}
\text{Alice} \\
\downarrow
\end{array}
\text{hates}
\begin{array}{c}
\text{Bob} \\
\downarrow
\end{array}
\]

Both \( n \cdot -1n \) and \( n^{-1} \cdot n \) cancel, and what remains is \( s \), confirming that “Alice hates Bob” is a grammatically well-typed sentence. All of this is governed by an algebraic structure called a pregroup.

Instead of algebraically, one can also depict the cancelations using wires, as follows:

\[
\begin{array}{c}
\text{n and } -1n \text{ cancel out} \\
\text{s is retained}
\end{array}
\]

For a more complex sentence like “Alice does not like Bob” also this wiring will be more complex [13]:

\[
\begin{array}{c}
\text{n} \\
\text{and } -1n \text{ cancel out}
\end{array}
\]

but the idea remains the same.

The main idea of CCDS is to think of these wires not just as a representation of the computation that establishes that we are dealing with a grammatically well-formed sentence, but as a representation of how the meanings of the words making up the sentence interact. Abstractly representing word-meanings as follows:

\[
\begin{array}{c}
A \\
\text{hates}
\end{array}
\begin{array}{c}
\downarrow
\end{array}
B
\]

where the triangles represent the meanings, and the outgoing wires correspond to the type. We can now apply the wiring to these as follows:

\[
\begin{array}{c}
A \\
\text{hates}
\end{array}
\begin{array}{c}
\downarrow
\end{array}
B
\]
The wires now ‘feed’ the object and the subject into the verb in order to produce the meaning of the sentence as a whole.

Concretely, following the most common current paradigm in Natural Language Processing (NLP) [29], one may think of these meanings as vectors in a vector space and then the wiring correspond to a certain linear map mostly made up of inner-products [13]. Applying this linear maps to the tensor product of the meaning vectors then yields another vector which we conceive as the meaning of the sentence [13]. However, one could consider many other models of meaning as long as they carry same abstract mathematical structure as the grammar, in this case that of a compact closed category. Useful examples are density matrices [2] and subsets of certain convex spaces [4], but a plethora of other models are available [7].

2.2 Internal wirings of meanings

Not only grammatical structure, but also certain meanings themselves can be represented using wiring. An example of this [13,26] is the sentence already mentioned above:

We see here that both “does” and “not” have been represented involving wires:

with “does” being entirely made up of wires and “not” also involving a $\neg$-labeled box which represents negation of the meaning, something which obviously will not exist in every possible model of meaning. That these wirings are the right ones becomes clear when we yank the wires in order to obtain:

where we also transposed “like” in order to turn it into a function-like box. So we obtain the negation of “like” applied to the pair (“Alice”, “Bob”), which is indeed the intended meaning of the sentence.

Another somewhat more sophisticated example taken from [27,28] involves the representation of relative pronouns by ‘multi-wires’ or ‘spiders’ [10,11]:
The spider with three legs should be thought of as a conjunction, while the one with a single leg kills the sentence type. Simplification now yields:

So we obtain a conjunction of “she” (i.e. ‘being female’) and “… hates Bob”, which is indeed again the intended meaning of the sentence.

These multi-wires can also be used to encode certain kinds of well-behaved adjectives called intersective adjectives \[17\]. These are adjectives which leave a noun unaltered except for specifying an additional property, e.g. “red car”, “hot food” or “sad Bob”, as opposed to “crashed car”, “rotten food” or “dead Bob”. While a general adjective has a composite type e.g.:

in the case of intersective adjective its meaning can be reduced to a single wire \[4\]:

which indeed yields a conjunction:

2.3 Related work

The model we present here has similarities to models presented in \[20\] and can perhaps be seen as a generalization of those models. In that work, the authors notice an intriguing aspect of verb and adjective tensors learnt from corpus data. This is that they can be approximated by separable tensors, which considerably simplifies the the interactions between words. In the worst case, this separability means that the meanings of phrases are dependent only on the meaning of the functional word:

with the consequence that the information about who hates who is lost. \[20\] propose a number of ways of building verb tensors which mitigate this aspect. Firstly, a verb can be built as the sum of tensor
products of pairs of subject and object, first proposed in [15]. Then each dimension may be copied using
the Frobenius operator. This gives a sentence space consisting of $N \otimes N$. Since the verb tensor may be
approximated by a separable tensor, we obtain the following:

$$\text{verb} \approx \text{verb}_l \text{verb}_r$$

Secondly, a verb can be built by copying just one dimension, giving a sentence space $N$. Again, the
verb tensor is approximately separable, giving the following diagrams:

$$\text{verb} \approx \text{verb}_l \text{verb}_r, \quad \text{verb} \approx \text{verb}_r \text{verb}_l$$

In these last two cases, when combined with nouns, the sentence reduces to an intersective interaction
between either the subject and the verb, or the object and the verb. In the object case:

$$A \text{ hates}_l \text{ hates}_r B \approx \text{ hates}_r B$$

Therefore, [20] give a number of proposals for combining these two parts: namely taking the tensor
product of the two parts, taking the Frobenius product of the two parts, or adding them. The best perfor-
mance is obtained by the additive model. In what follows, we introduce the concept of ‘Cartesian’ verbs,
which are separable in the same sense as above.

3 Cartesian verbs

Just as intersective adjectives have a reduced meaning space (i.e. from two wires to one wire), we will
now characterise a kind of transitive verbs where something similar happens. Even though this is an
idealisation of general transitive verbs, it may still provide a useful practical approximation of most
verbs. Moreover, the notion encompasses most prepositions, which can be thought of as transitive verbs
simply by adjoining “being” in front of them e.g. “being on”, “being next to”, “being after” etc.

Consider the sentence: “flowerpot (is on) table”. Probably when you just read this sentence you, just
like us, imagined some flowerpot on some table:

There is no reason not to take that image of a flowerpot on a table to be the representation of the meaning
of the sentence “flowerpot (is on) table”.

Now, how is this image formed? It consists of a picture of a flowerpot, one of a table, and the additional piece of data that the flowerpot is ‘on’ the table:

There are two very important points to make here:

1. Subject and object are unaltered when interacting with the verb i.e. the images of the flowerpot and of the table stay exactly the same before and after we have put the flowerpot on the table.

2. A new feature (NF) arises by bringing object and subject together, and which is specified by the verb i.e. once we have two things in physical space, the table and the flowerpot, a new feature arises that made no sense before, namely, their relative location.

This indicates the following internal wiring of “being on”:

This structure indeed leaves object and subject unaltered when bringing them together in the final image, but also adjoins the new feature of relative position. The data resulting from a sentence is then indeed the two images together with the specification of their relative position:

We see that we now have three disconnected triangles, the object, the subject, and one representing the verb. We refer to such a situation where the whole is described by its parts as Cartesian. (this indeed corresponds to the description of the states in a Cartesian category) However, do note that the verb itself is clearly does not separate into triangles of the $^{-1}n$, the $s$ and the $n^{-1}$ type (witnessed by the cups connecting these), since this would mean that the meaning of the sentence does not depend on its object and its subject.

**Definition 3.1.** A transitive verb is called Cartesian if it has the following internal wiring:
The subject and object not being altered by the verb is a strong constraint, since in most cases the verb would provide additional specification about the subject and the object. The tamest case of this is that the action of the verb on subject and on the object takes the form of an intersective adjective, possibly modified in an ‘active’ and ‘passive’ sense respectively. For example, Bob waters flowers modifies Bob in that we now know that he has a device on him to water plants, and it modifies the plant in that we know that its soil will be wet. Both of these are clearly intersective modifications.

**Definition 3.2.** A transitive verb is called semi-Cartesian if it has the following internal wiring:

![Diagram](attachment:diagram.png)

where $P_s$ and $P_o$ represent the adjective effect of the verb on subject and object respectively.

An example of such a semi-Cartesian verb is “paint red”, which adjoins a brush to the subject who is painting and colours the object being painted:

For a general semi-Cartesian transitive verb sentence the meaning is now as follows:

![Diagram](attachment:diagram.png)

The action of a semi-Cartesian transitive verb sentence can be seen as ‘semantically type checking’ its subject and object. The intersective action of the subject and object parts of the verb mean that if the subject or object is of an inappropriate type, the sentence has no meaning.

**Example 3.3 (Semantic type-checking).** Consider the categorical compositional model applied to the semantic category **ConvexRel**, introduced in [4]. **ConvexRel** is a category used to describe conceptual spaces [14]. We specify a meaning space $N$ as $N_{\text{colour}} \otimes N_{\text{taste}} \otimes N_{\text{texture}}$, and we describe some nouns pictorially as:
Note that these can also all be specified equationally.

Now, we can specify the verb \textit{taste} as follows. Its subject can be any noun, but its object must describe a flavour. So we specify it as being derived from one copy of the whole noun space, together with two copies of the taste space.

\[
taste = \delta(N) \otimes \delta
\]

where \(\delta\) is notation for the copying spider described in section 2.2. Then we have:

\[
\text{apple tastes sweet} = \text{apple} \otimes
\]

and even:

\[
\text{apple tastes banana} = \text{apple} \otimes
\]
But the following sentence has no literal meaning:

\[
\text{apple tastes fire} = \text{apple} \otimes \emptyset = \emptyset
\]

In the above example, the new feature of the verb did not contribute much semantically, other than to emphasize that the verb was to do with taste. The following example uses a new feature that has more semantic import.

**Example 3.4.** We again work in ConvexRel. We specify the meaning space to be \(N = N_{\text{colour}} \otimes N_{\text{taste}} \otimes N_{\text{size}} \otimes N_{\text{location}}\). So suppose we have:

\[
\text{banana} = \otimes [15, 20] \otimes \mathbb{R}
\]

\[
\text{apple} = \otimes [5, 10] \otimes \mathbb{R}
\]

and:

\[
\text{is next to} = \delta(N) \otimes \delta(N)
\]

where the plot defines a relation between the sizes of the subject and the object of the verb and the distance between them, namely that the distance can be no greater than the size of the smaller of the pair. Then, the sentence \text{apple is next to banana} tells us that, if the sentence is true, the apple and the banana stand in that relationship to one another. It does not tell us what the locations of the apple and the banana are, and it does not tell us whether the sentence is true or not.

## 4 Interaction with relative pronouns

Cartesian and semi-Cartesian verbs interact in an interesting ways with relative pronouns. In the analysis of [27][28], the subject relative pronoun “who” has internal structure:

\[
\begin{array}{c}
\text{n} \\
\text{s} \\
\text{n}^3
\end{array}
\]
The structure of semi-Cartesian verbs suggests what the internal wiring of the spider that kills the sentence type should be. For semi-Cartesian verbs, the type \( s \) consists of three wires, of which the outer ones are both \( n \) and the inner-wire which represents the new feature introduced by the verb is left unspecified. We will see that assigning this central wire to have composite structure \( {\bar{n}}^{-1}n{\bar{n}}^{-1} \) allows us to realize the intended behaviour of a relative pronoun, with the “sentence killing” component chosen to be:

\[
\begin{matrix}
\hspace{1cm} n & & n & \hspace{1cm} \end{matrix}
\]

Note here that the particular connectedness indicates here that while the verb type consists of three separate wires, the middle one indicates how the two other ones, representing subject and object respectively, are in fact related. Plugging everything together in a sentence with a relative pronoun we obtain:

Notice how the double wire encoding the verb action allows information to flow as one might expect, by interacting appropriately with the “sentence killing” component. Rearranging, this becomes:

where we used the key property of multi-wires, namely that they can fuse together, or de-fuse. Taking the subject to be “she”, the verb to be “paint red” and the object to be “table”, this indeed provides us with a conjunction of, a female person with a paintbrush with is with a table turning red, so the meaning of the noun-phrase is whoever that person is.

The observations in this section point to internal structure on our choice of sentence space. A detailed study of this phenomenon is left to later work.

## 5 Empirical testing

We undertake some simple empirical testing of the model for transitive sentences with Cartesian and semi-Cartesian verbs, using a dataset developed in [20]. This dataset consists of 108 pairs of transitive sentences, together with human judgements on their similarity. The human judgements range from 1 to 7, and there are approximately 24 human judgements per pair of sentences. We take the mean value of the human judgements for each pair, giving us a ranking of the similarities of the pairs. The performance of each method is tested using Spearman’s \( \rho \), which gives a measure of the similarity of two rankings.
5.1 Models

We use GloVe vectors \cite{24} in order to compare our methods’ efficacy on off-the-shelf pretrained word vectors, hence avoiding costly training time. We generate sentence vectors for each sentence in the dataset and calculate their similarity using the cosine similarity metric.

Sentence vectors were generated as follows. Given a sentence $s = \text{subject} \ \text{verb} \ \text{object}$, we have at our disposal pretrained vectors $\vec{\text{subject}}, \vec{\text{verb}}, \vec{\text{object}} \in \mathbb{N}$ and we wish to form a representation of $\vec{s}$, which may or may not live in $\mathbb{N}$. We use the following methods:

- **Cartesian verbs** According to definition 3.1, using Cartesian verbs gives us the following sentence representation:

  $\vec{s} = \vec{\text{subject}} \otimes \vec{\text{verb}} \otimes \vec{\text{object}} \in \mathbb{N} \otimes \mathbb{N} \otimes \mathbb{N}$

- **Semi-Cartesian verbs** This combination method is given in definition 3.2. Since we only have at our disposal $\vec{\text{verb}}$, we represent semi-Cartesian transitive sentences as:

  $\vec{s} = \vec{\text{subject}} \odot \vec{\text{verb}} \otimes \vec{\text{verb}} \otimes \vec{\text{object}} \odot \vec{\text{object}} \in \mathbb{N} \otimes \mathbb{N} \otimes \mathbb{N}$

- **Verb only** $\vec{s} = \vec{\text{verb}} \in \mathbb{N}$
- **Additive** $\vec{s} = \vec{\text{subject}} + \vec{\text{verb}} + \vec{\text{object}} \in \mathbb{N}$
- **Multiplicative** $\vec{s} = \vec{\text{subject}} \circ \vec{\text{verb}} \circ \vec{\text{object}} \in \mathbb{N}$
- **KS Frobenius Additive** $\vec{s} = \vec{\text{subject}} \circ \vec{\text{verb}} + \vec{\text{verb}} \circ \vec{\text{object}} \in \mathbb{N}$
- **KS Frobenius Tensored** $\vec{s} = \vec{\text{subject}} \circ \vec{\text{verb}} \circ \vec{\text{verb}} \circ \vec{\text{object}} \in \mathbb{N} \otimes \mathbb{N}$

We compare the first two methods, **Cartesian verbs** and **Semi-Cartesian verbs** with three baseline methods: **Verb only**, **Additive**, and **Multiplicative**. We also report some results from \cite{20} for comparison, **KS Frobenius Additive** and **KS Frobenius Tensored**. These latter two results are not strictly comparable, since they use a different set of vectors, built via co-occurrence counts rather than the predictive methods of \cite{24}. Furthermore, these methods build different vectors for the subject part of the verb and for the object part of the verb.

5.2 Results

On this dataset, taken from \cite{20}, the baseline model **Additive** performs very well, giving a value higher than the inter-annotator agreement. This is a measure of the extent to which humans agreed with each other in this task, and therefore comprises a theoretical maximum. The **Cartesian verbs** model also performs highly, outperforming the **Verb only** baseline and the inter-annotator agreement. The **Semi-Cartesian verbs** model does not do so well, and this points to the fact that we will likely need to train verb vectors that include the subject and object components of the verb as well as the holistic verb meaning.

6 Outlook

We introduced the notions of Cartesian and semi-Cartesian verbs and derived a wiring for prepositions, each of which both simplify the diagrammatic representations of sentences, and significantly reduce the
<table>
<thead>
<tr>
<th>Model</th>
<th>$\rho$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verb only</td>
<td>0.443</td>
<td>$&lt; 0.001$</td>
</tr>
<tr>
<td>Additive</td>
<td>0.699</td>
<td>$&lt; 0.001$</td>
</tr>
<tr>
<td>Multiplicative</td>
<td>0.189</td>
<td>$&lt; 0.05$</td>
</tr>
<tr>
<td>Cartesian Verbs</td>
<td>0.663</td>
<td>$&lt; 0.001$</td>
</tr>
<tr>
<td>Semi-Cartesian Verbs</td>
<td>0.389</td>
<td>$&lt; 0.001$</td>
</tr>
<tr>
<td>KS Additive</td>
<td>0.428</td>
<td>-</td>
</tr>
<tr>
<td>KS Tensored</td>
<td>0.332</td>
<td>-</td>
</tr>
<tr>
<td>Inter-annotator agreement</td>
<td>0.6</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Results for the sentence similarity task. Results are given in terms of Spearman’s $\rho$, together with $p$-values where available.

size of the required models. We provided examples for how these constructions work, implemented in a model of conceptual spaces, and initial experimental evidence of the validity of these constructions. We also investigated interaction between relative pronouns and the internal structure of Cartesian verbs and sentence spaces.

Evidently there is scope for further empirical work, and application to other models. Of particular interest would be the development of ‘visual models’ that directly represent elements of our visual perception, since many prepositions naturally inhabit the visual realm [14].
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