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ABSTRACT
We develop two novel transition path sampling (TPS) algorithms for harvesting ensembles of rare event trajectories using non-equilibrium dynamics. These methods have the advantage that no predefined reaction coordinate is needed. Instead, an instantaneous reaction coordinate is based on the current path. Constituting a Monte Carlo random walk in trajectory space, the algorithms can be viewed as bridging between the original TPS methodology and the Rosenbluth based forward flux sampling methodology. We illustrate the new methods on toy models undergoing equilibrium and non-equilibrium dynamics, including an active Brownian particle system. For the latter, we find that transitions between steady states occur via states that are locally ordered but globally disordered.

I. INTRODUCTION
Transition path sampling (TPS) is a powerful method to investigate rare events in complex systems that harvests an ensemble of reactive trajectories between predefined stable basins. While many variants exist, the most efficient basic type transition path sampling uses the shooting algorithm in which a trial path is created by choosing a random frame on the current transition path and integrating the equation of motion (shooting) backward and forward in time. This trial path can then be accepted or rejected according to a Metropolis criterion. This procedure results in a random walk in trajectory space that converges to the correct natural distribution of transition paths. This path ensemble (PE) can be scrutinized to extract the optimal reaction coordinate. Indeed, the main attractive point of TPS is that it does not impose but rather gives unbiased insight into the reaction coordinate. In addition, one can compute the rate constant by slowly transforming the unconstrained path ensemble in the initial state toward the fully constrained transition path ensemble. This computation can be expensive, and a particularly efficient approach was introduced with the transition interface sampling (TIS) approach. In TIS, the rate constant is computed by computing the flux of trajectories through a series of so-called interfaces: high dimensional surfaces characterized by a single order parameter. For each interface, one samples trajectories crossing that particular interface and determines the fraction of trajectories that reach the next interface. The rate constant follows from combining these fractions with the direct effective positive flux through the first interface.

While the standard TPS (and TIS) approach has seen many improvements, extensions, and applications over the years, it is fundamentally limited to situations where microscopic reversibility is satisfied. This includes most standard molecular dynamics, (overdamped or Brownian) Langevin dynamics, and Monte Carlo dynamics. It also applies to relaxation of metastable systems, e.g., undercooled liquids nucleating into a solid. However, the backward shooting algorithm is not applicable to systems evolving with dynamics that lack microscopic reversibility, e.g., internal driven dynamics, self-propulsion, or some types of coarse grained dynamics. Yet, these dynamical systems are of interest and can also show rare event behavior, which could be investigated with transition path sampling. This was recognized already shortly after the invention of TPS, and several algorithms were especially developed to...
solve this problem. One of the earliest ones was the noise history approach by Crooks and Chandler, in which paths were changed by altering the noise terms in the stochastic integrator. However, this approach only works when paths do not change too much with a variation of a noise term. Later on, other path sampling methods were developed that did not suffer from this, notably the forward flux methods (FFS), non-equilibrium umbrella sampling (NEUS), steered TPS (STePS), and a noise guidance algorithm to sample long correlated stochastic trajectories. Other important methods are the weighted ensemble and stochastic process rare event sampling. Furthermore, much research has been done on large deviation theory and cloning algorithms.

By far, the most influential TPS related method is FFS. This method was especially developed with the non-equilibrium nature of the dynamics in mind. The lack of microscopic reversibility means that the backward shot is not allowed in a shooting algorithm; hence, one can only shoot forward in time. Based on the framework of TIS, FFS employs a series of interfaces and computes the probability of trajectories starting from a surface to reach the next interface. The conventional standard algorithm is direct FFS (dFFS). Starting in the initial state, straightforward dynamics leads to sufficient spontaneous crossings of the first interface. These first crossing frames are collected and act as seeds for spawning (shooting) new trajectories, most of which return to the initial state, but some make it to the next, further out, interface. The first crossing frames for this next interface are again collected, and the procedure is repeated until the entire barrier is crossed. The result is a set of transition paths connecting A with B, using only forward shots and, moreover, a measure of the crossing probability and, thus, the rate constant. The FFS methodology also got many extensions, notably the branch growth methods and non-stationary FFS.

Comparing TPS/TIS with FFS, we can discern some similarities: both use dynamical trajectories, both use a shooting (spawning) type algorithm to create new paths, both use a history dependent rate expression, and both result in a path ensemble and a crossing probability. However, there are also differences: TPS/TIS creates a Markovian chain through path space, while FFS creates a set of trajectories by ratcheting along the interfaces (note that the Rosenbluth–FFS scheme also allows for creating a Markov chain Monte Carlo algorithm). In contrast, the original TPS algorithm (but not TIS) is independent of the choice of a reaction coordinate. Moreover, as already mentioned, FFS purely uses forward shots, while TPS/TIS also uses backward shooting. One of the main effects of the latter is that dFFS is dependent on sufficient sampling of frames in the first interfaces that will eventually lead to the final state. That is, the order parameter used should be sufficiently close to the real reaction coordinate. If not, the first interface will be sparse in frames that eventually will lead to the final state, and the whole subsequent path ensemble will depend on it. In other words, the path ensemble is not allowed to relax during the crossing of the barrier. One of the great advantages of TPS/TIS is that the path ensemble can relax as a trial path follows from perturbing an existing pathway slightly. This perturbation can be tuned, in contrast to FFS where new paths are created from scratch. The dependence of the FFS algorithm on the initial interface is partly compensated by the fact that FFS can handle non-equilibrium dynamics, something that TPS cannot, which was indeed the reason for the development of FFS in the first place.

The purpose of this work is to develop two novel methods that combine the strengths of both FFS and TPS methods: (1) being able to handle non-equilibrium dynamics, (2) being able to provide a Monte Carlo walk through phase space so that the path ensemble can relax, and (3) being independent of an a priori chosen reaction coordinate. To do so, we return to the original TPS paper, which introduced a Monte Carlo sampling of paths that was based on a guiding field. The idea was to start in the initial state and construct a “space-time polymer” using a configurational bias Monte Carlo (CBMC) scheme that would select trajectories that are closer to the final state. This leads to a Rosenbluth weight for a trial path, which can be used in a Metropolis acceptance criterion. This kind of Rosenbluth scheme later was also implemented in the FFS framework, where the guiding field was replaced with the interface crossing criterion. Indeed, as the guiding field is determined by an order parameter, it is conceptually similar to a set of interfaces. The downside of both the interfaces and guiding fields is that the order parameter has to be predefined and can in fact be wrong. Of course, optimization and iteration is possible, but a method that is not, or at least much less, dependent on this choice should be beneficial. In this paper, we develop two of those methods. In our first approach, the current path is used to define a guiding field that biases the generation of a trial path toward the final region. To determine the progress of the new path along the old path, we use the path variable concept of Branduardi et al. In the second approach, the path progress variable is used to define interfaces that help the trial path in navigating toward the final region. Both algorithms construct a full trial path ratcheting along an existing path and compute the Rosenbluth weights of the old and the new path to decide whether or not to accept the trial path. This results in the sampling of a path ensemble that can relax to the most optimal channel, without ever defining an explicit order parameter for interfaces. Because the approach only takes into account forward integration, it is suitable for non-equilibrium dynamics.

The remainder of the paper is organized as follows. In Sec. II, we introduce the novel algorithms. In Sec. III, we show the correctness of the methods using simple models. We end with conclusions.

II. METHODS

We introduce two new path sampling methods based on the configurational bias Monte Carlo (CBMC) scheme outlined in the original TPS paper and on the Rosenbluth based forward flux sampling (RBFFS). See Appendix A for a short overview of these methods. The novel algorithms sample paths in a procedure similar to the RBFFS method: paths are generated by repeatedly shooting off a number of trial path segments and selecting one segment to continue the path generation with. In contrast to the RBFFS method, however, the new methods do not rely on the fixed definition of an order parameter but rather use an existing path to navigate through phase space toward the final region B. The order parameter is thus replaced by a “progress variable” that measures the progress of a trial path along an existing path in the transition path ensemble (TPE) (see Fig. 1). This means that the methods require no (or at least much less) knowledge of the reaction coordinate, although it is required that the stable regions A and B are properly defined. (Note that replacing the order parameter by the progress variable is not
completely order parameter free as we still need a metric to measure that progress variable.) Imposing a detailed balance in the Metropolis criterion requires that the progress of the old path is also measured along the new trial path.

A. Measuring path progress

To make things concrete, we first explain how we measure the progress along an existing path. In both novel algorithms, we use the path variable introduced by Branduardi et al.\textsuperscript{10} to define the guiding field and the interfaces. For this path variable, it is assumed that the transition of interest can be described by a set of collective coordinates \( R(x') \) that depend on the system configuration \( x' \). For example, \( R \) could be the set of Cartesian coordinates of all particles in a potential energy surface, in which case the number of coordinates can be rather large. In other systems, such as molecular reactions in a solvent energy surface, in which case the number of coordinates can be much smaller. In general, \( R \) can be a function that maps the configuration onto a set of collective variables. A transition path \( x = \{x_0, x_1, \ldots, x_l\} \) gives rise to a sequence \( R = \{R(x_0), R(x_1), \ldots, R(x_l)\} \) that is in turn used to define the path variable,

\[
\mathcal{S}(R(x')|x) = \frac{1}{L} \frac{\sum_{l=1}^{L} \exp\left[-\alpha (R(x') - R(x_1))^2 \right]}{\sum_{l=0}^{L} \exp\left[-\alpha (R(x') - R(x_1))^2 \right]},
\]

where \( \alpha \geq 0 \) is a parameter that should be chosen as large as possible. In practice, it is sufficient to take \( \alpha \) that is of the order of the inverse of the time interval between subsequent states in a path. The term \( (R(x') - R(x_1))^2 \) can be calculated as the mean square displacement, but it is also possible to use other types of metrics.\textsuperscript{11} Figure 2 illustrates the concept of this path progress variable for an arbitrary (but actual) trajectory in a 2D plane. We stress that both algorithms detailed in Secs. II B and II C are in fact not dependent on this precise definition of the path progress, and other path progress measures could be developed.

B. Path based CBMC

The Path Based CBMC (PBCBMC) is inspired by both the CBMC based TPS algorithm\textsuperscript{9} and the RBFFS method.\textsuperscript{12} The idea is to define a guiding field using an existing path and to bias the generation of a new path along this guiding field.

The PBCBMC method starts with an MD simulation in the stable region \( A \), which is halted once the system leaves region \( A \) and crosses the first interface \( \lambda_1 \). (For consistency with the TIS and FFS methods, it is assumed that the first interface \( \lambda_1 \) is defined and lies close to the boundary of region \( A \), \( \lambda_0 \), although it is possible and often convenient to set \( \lambda_1 = \lambda_0 \).) The resulting system configuration is then used to initiate a “jet” consisting of \( K_1 \) trial path segments that are continued for a maximum number of integration steps \( L_1 \) (equivalent to a duration \( \Delta L_1 \)) or until entering one of the stable states. If a path segment enters state \( A \), it is considered “unsuccessful”, and it is given a weight of 0. Otherwise, the segment is considered successful, and it is assigned a weight \( w^{(a)} \) that depends on its progress with respect to the old path \( x^{(o)} \). Thus,

\[
w^{(a)} = \begin{cases} 
\mathcal{F}(x_{\text{end}}|x^{(o)}) & \text{if } x_{\text{end}} \notin A \\
0 & \text{if } x_{\text{end}} \in A,
\end{cases}
\]

where \( x_{\text{end}} \) denotes the endpoint of the trial segment and \( \mathcal{F}(x'|x^{(o)}) \) denotes the guiding field defined by the old path \( x^{(o)} \). The guiding field \( \mathcal{F} \) should be defined in the entire phase space and should be increasing toward the final stable region. For notational convenience, the dependence of \( w^{(a)} \) on \( x^{(o)} \) is implicitly assumed in the superscript “(n)”.

As there is considerable freedom in choosing \( \mathcal{F}(x'|x) \), it is possible to define \( \mathcal{F}(x'|x) \) to be a non-linear function of the progress variable defined in Eq. (1). For the PBCBMC method, we exploit this freedom by defining the guiding field as an exponential function of the path progress variable, which increases the bias toward successful trajectories. We set

\[
\mathcal{F}_{\text{PBCBMC}}(x'|x) \equiv \exp[b(\mathcal{S}(R(x')|x) - 1)],
\]

where \( b \) is an optional parameter determining the strength of the guiding field. The subtraction of 1 in the exponent of the equation above ensures that the guiding field remains normalized between
0 and 1. Note that the validity of the algorithm is in general independent of the choice of \( \mathcal{F}(x^o) \).

After generating a jet of \( K_i \) trial segments, it is assigned a weight \( W^{(n)}_i = \sum_{k=1}^{K_i} w^{(n)}_k \) equal to the sum of the trial weights. If at least one trial was successful (that is, \( w^{(n)}_k > 0 \)), then one of the trials is selected based on the relative weights \( w^{(n)}_k / W^{(n)}_i \). The endpoint of the selected segment is then used as the starting point for the generation of a new jet consisting of \( K_i \) trial path segments that continue for a maximum number of \( L_2 \) integration steps. This procedure is repeated until the selected segment ends in region \( B \) or when the generation of an intermediate jet \( f \) produced no successful segments and \( W^{(n)}_i = 0 \). In either case, the (normalized) Rosenbluth weight of the resulting trial path is defined as

\[
\rho^{(n)}(s) = \prod_{j=1}^{L_2} \frac{W^{(n)}_j}{K_j} = \prod_{j=1}^{L_2} \frac{\sum_{k=1}^{K_j} w^{(n)}_k}{K_j}.
\]

(4)

Here, \( j^{(n)} \) is the total number of jets that were generated, which is variable because the generation of a trial path terminates once the selected segment ends in \( B \). We stress that the weight \( \rho^{(n)}(s) \) depends on the old path \( x^{(o)} \) through the biasing function \( \mathcal{F} \) that determines the segment weights and, hence, the jet weights \( W^{(n)}_i \). In order to maintain detailed balance, the Rosenbluth weight for the old path \( \rho^{(o)}(s) \) must, therefore, be recalculated with the new trial path \( x^{(n)} \) as reference. Since the PBCBMC method initiates jets always from the same predefined indices 0, \( L_1, L_1 + L_2, \ldots \) in a path, it is possible to simply use the jets that were generated when creating the old path in order to calculate \( \rho^{(o)}(s) \). The weight of each trial path segment is again given by Eq. (2), and the Rosenbluth weight for the old path is calculated with Eq. (4). However, the guiding field \( \mathcal{F}(x^{(o)}(s)) \) is now defined by the new trial path.

The final acceptance probability for paths generated in the PBCBMC method is given by

\[
P_{\text{acc}}[x^{(n)} \to x^{(o)}] = \min \left\{ 1, \frac{\rho^{(o)}(s) \prod_{j=1}^{L_2} W^{(o)}_{j,s} w^{(o)}_{j,s}}{\rho^{(n)}(s) \prod_{j=1}^{L_2} W^{(n)}_{j,s} w^{(n)}_{j,s}} \right\}.
\]

(5)

Here, the asterisk denotes the index of the selected segment of a particular jet. A subtlety arises when \( \rho^{(o)}(s) = 0 \). In that case, the last jet produced no successful trials, and \( w^{(n)}_{j,s} \) is undefined since all trial segments have a weight of zero. Therefore, we set \( w_{j,s} = 1 \) if \( w_{j,k} = 0 \) for all \( 1 \leq k \leq K_j \). The proof that the PBCBMC method samples paths with the correct weights in the TPE is given in Appendix B.

**C. Path based Rosenbluth**

The Path Based Rosenbluth (PBRB) method is effectively a generalization of the RBFFS method. The main difference between the two methods is how interfaces are defined and, consequently, how the Rosenbluth weights are calculated. Instead of using an order parameter, the interfaces are now defined using a progress variable \( \mathcal{F}(x^{(o)}(s)) \) along an existing path. The resulting interfaces are then used to generate a trial path in the same way as that in the RBFFS method. An important distinction with the RBFFS method is that interfaces are no longer fixed but vary throughout phase space as paths are replaced with accepted trial paths (see Fig. 1). This also means that the Rosenbluth weights are no longer fixed but now depend on the path that was used to define the interfaces. To indicate that the interfaces depend on a certain path \( x^{(o)} \), the interfaces are denoted as level sets of the function \( \mathcal{F}(x^{(o)}) \),

\[
\lambda_i^{(o)} = x | \mathcal{F}(x^{(o)}) = \mathcal{F}_i \),
\]

(6)

where \( 0 < \mathcal{F}_1 < \cdots < \mathcal{F}_{n-1} < 1 \) are values that are chosen a priori and remain fixed throughout a simulation. It is most convenient to define the interfaces directly along the progress variable of Eq. (1) (see Fig. 2). We thus set

\[
\mathcal{F}_{\text{PBRB}}(x^o | x) \equiv \mathcal{I}(R(x^o) | x),
\]

(7)

where \( x \) can refer to both the old existing and the new trial path during the sampling. We stress again that the validity of the PBRB algorithm is in general independent of the choice of \( \mathcal{F}(x) \).

The set of interfaces is completed by adding \( \lambda_0 = \lambda_1 \), and \( \lambda_n = \lambda_m \). It is important to note that the shape of the intermediate interfaces is not known a priori, and it is, therefore, not guaranteed that the interfaces \( \lambda_i^{(o)} \) do not intersect with the definitions of the stable regions. This is, however, not a problem, and it is possible to skip interfaces in case there is overlap.

The PBRB method starts with an MD simulation in the stable region \( A \) that continues until crossing \( \lambda_1 \). If the next interface \( \lambda_2 \) intersects with \( \lambda_1 \) and the resulting system configuration already crossed \( \lambda_1^{(o)} \), the interface \( \lambda_1 \) is ignored and the procedure continues immediately with \( \lambda_2^{(o)} \) (see Fig. 3). If the system configuration also already crossed the subsequent interfaces \( \lambda_3^{(o)}, \ldots, \lambda_{n-1}^{(o)} \) as well, then all but the last one are ignored, and the procedure continues immediately with the interface \( \lambda_n^{(o)} \).

The system configuration just across \( \lambda_i^{(o)} \) (or \( \lambda_1 \)) is used as the starting point to generate a jet of \( K_i \) path segments that continue until crossing \( \lambda_0 \) (returning to \( A \)), \( \lambda_1^{(o)} \), or \( \lambda_n \) (reaching \( B \)). The trial segments that crossed \( \lambda_i^{(o)} \) or \( \lambda_n \) are considered successful and are assigned a weight \( w^{(o)}_k \) equal to 1. The remaining segments entered...
A and are assigned a weight of 0. The weight \( W^{(n)} \) of a path segment is thus given by

\[
W^{(n)} = \begin{cases} 
1 & \text{if } x_{\text{end}} \text{ crossed } \lambda_{n+1}^{(o)} \text{ or } \lambda_{o} \\
0 & \text{if } x_{\text{end}} \in A,
\end{cases}
\]  

(8)

where \( x_{\text{end}} \) denotes the endpoint of the segment. If at least one of the segments is successful, then one of the successful segments is selected at random, and its endpoint becomes the starting point for generating a new jet of trial segments that continue until crossing \( \lambda_{o} \), \( \lambda_{2}^{(o)} \), or \( \lambda_{o} \). This procedure is repeated for the subsequent interfaces until the selected segment ends in \( B \) or if there were no successful segments produced at an earlier interface. If a selected segment crossed \( \lambda_{n} \) before crossing an intermediate interface \( \lambda_{i}^{(o)} \), the remaining interfaces \( \lambda_{i}^{(o)}, \ldots, \lambda_{n-1}^{(o)} \) are ignored.

When the generation of a trial path is finished, its Rosenbluth weight is determined by the same expression as in Eq. (4),

\[
\mathcal{W}^{(n)} = \frac{W^{(n)}}{K_{i}},
\]  

(9)

where \( W^{(n)} \) is now the number of successful trials generated from the \( j \)th interface. For the ignored interfaces, we set both \( K_{i} = 1 \) and \( W^{(n)} = 1 \). Again, we stress that the weight \( \mathcal{W}^{(n)} \) depends on the old path \( x^{(o)} \) through the definition of the interfaces \( \lambda_{i}^{(o)} \), and the Rosenbluth weight for the old path \( \mathcal{W}^{(o)} \) must, therefore, be recalculated with the trial path as reference. For this, we define a new set of interfaces \( \lambda_{2}^{(n)}, \ldots, \lambda_{n-1}^{(n)} \) along the trial path using the same \( \mathcal{F} \) values that were used to define \( \lambda_{i}^{(o)} \). In contrast to the PBCBMC method, it is no longer possible to use the jets that were produced in the old path because the starting point and endpoints of the jets do not match with the new set of interfaces. We, therefore, need to regrow trial segments around the old path and impose the condition of super-detailed balance, which states that detailed balance needs to be satisfied around each set of trial moves. The procedure to regrow jets around the old path starts by finding the first crossing points of the old path with the interfaces \( \lambda_{1}, \lambda_{2}^{(n)}, \ldots, \lambda_{n-1}^{(n)} \). If there is overlap between \( \lambda_{1} \) and intermediate interfaces, and the first crossing point of the old path with \( \lambda_{1} \) also crossed \( \lambda_{2}^{(n)} \), \ldots, \( \lambda_{n-1}^{(n)} \), then the first interfaces \( \lambda_{1}, \lambda_{2}^{(n)}, \ldots, \lambda_{n-1}^{(n)} \) are ignored, and the corresponding weights are set to unity. Similarly, if there is overlap of the last interface \( \lambda_{n} \) with intermediate interfaces, and the endpoint of the path is also the first crossing point of the intermediate interfaces \( \lambda_{n-1}^{(n)}, \ldots, \lambda_{n-1}^{(n)} \), then the intermediate interfaces \( \lambda_{n}, \ldots, \lambda_{n-1}^{(n)} \) are ignored. The first crossing points of the old path with each considered interface \( \lambda_{i}^{(n)} \) are then used to initiate \( K_{i} - 1 \) trial segments that continue until crossing \( \lambda_{i}, \lambda_{i+1}^{(n)} \) or \( \lambda_{n} \). The set of trial segments is completed by adding the path segment of the old path between \( \lambda_{i}^{(n)} \) and \( \lambda_{i+1}^{(n)} \), and the completed jet is given a weight \( W_{i}^{(n)} \) equal to the number of successful trial segments. Note that \( W_{i}^{(n)} \) is non-zero since the path segment from the old path is always successful. The normalized Rosenbluth weight \( \mathcal{W}^{(n)} \) for the old path is given by the same expression as Eq. (9).

The final acceptance probability for paths generated with the PBRB method is the same as the acceptance probability for the PBCBMC method given in Eq. (5). In this case, however, the weight of the selected segments is always equal to 1, and the acceptance probability simplifies to

\[
P_{\text{acc}}[x^{(o)} \rightarrow x^{(n)}] = \min \left\{ 1, \frac{\mathcal{W}(n)}{\mathcal{W}(o)} \right\}.
\]  

(10)

The proof that paths are sampled with the correct weights in the TPE is given in Appendix B.

D. Computing the transition rate constant

To compute the transition rate constant in the PBCBMC and the PBRB method, we factorize it as \( k_{AB} = \Phi(\lambda_{1} | \lambda_{1}) P(\lambda_{1} | \lambda_{1}) \). The flux term \( \Phi(\lambda_{1} | \lambda_{1}) \) is calculated in the exact same way as in the TIS and RBFFS methods and is simply given by the total number of generated trial paths divided by the total length of the MD simulation in the stable region \( A \). The crossing probability is calculated using the factorization \( P(\lambda_{B} | \lambda_{1}) = \prod_{i} P(\lambda_{i} | \lambda_{1}) \). It may seem that the factorization is not defined in the PBCBMC method since this method does not make use of interfaces. However, it is possible to define interfaces as abstract hyper-surfaces in the time dimension. The idea of using time as a substitute for the order parameter was already suggested in Ref. 8. Now, \( P(\mathcal{F}_{1}, \mathcal{F}_{2}) \) is the probability that a path coming from \( \lambda_{1} \) does not enter region \( A \) within a time \( \mathcal{F}_{1} \), given that the path remained outside of \( A \) over a time \( \mathcal{F}_{2} < \mathcal{F}_{1} \). This definition is consistent with the meaning of a successful path segment in PBCBMC: a path segment in the \( j \)th interface is successful if it did not enter region \( A \). Hence, the factorization \( P(\lambda_{B} | \lambda_{1}) = \prod_{i} P(\lambda_{i} | \lambda_{1}) \) is still defined, and the term \( P(\lambda_{i+1} | \lambda_{i}) \) is simply given by the fraction of successful path segments in the \( i \)th jet.

In the TIS and the RBFFS method, the term \( P(\lambda_{i+1} | \lambda_{i}) \) is estimated by computing the average \( \langle P(\lambda_{i+1} | \lambda_{i}) \rangle_{\lambda_{i}} \) in the ensemble of paths that cross interface \( \lambda_{i} \). For RBFFS, in particular, each ensemble is sampled separately by applying a Metropolis acceptance/rejection step at every interface. In PBCBMC and PBRB, however, the Rosenbluth weight needs to be recomputed for the old path with the trial path as reference. While theoretically possible, an acceptance/rejection step at each interface makes the practical implementation of the algorithms a tedious and intractable task because each partial trial path needs to be stored. Furthermore, the efficiency of the PBRB method reduces significantly since each partial path comparison requires the generation of new path segments in order to maintain super-detailed balance. Therefore, it is more convenient to calculate \( P(\lambda_{i+1} | \lambda_{i}) \) in the ensemble of paths that cross the first interface \( \lambda_{i} \) by taking the weighted average. The ensemble averages are related by

\[
\langle P(\lambda_{i+1} | \lambda_{i}) \rangle_{\lambda_{i}} = \frac{\langle P(\lambda_{i+1} | \lambda_{i}) \mathcal{W}(i+1) \rangle_{\lambda_{i}}}{\langle \mathcal{W}(i+1) \rangle_{\lambda_{i}}},
\]  

(11)

where \( \mathcal{W}(i+1) \) is the weight of a partial path that connects \( \lambda_{i} \) with \( \lambda_{i+1} \). This weight follows from the acceptance probabilities in the Metropolis acceptance criterion by considering only interfaces up to (and including) the interface \( \lambda_{i+1} \). The weight is given by
\[ \dot{p}_{i-1} = \prod_{j = 1}^{K_i} \frac{W_j}{K_j w_{j,t}}, \quad (12) \]

where \( K_i \) is the number of trials, \( w_{j,t} \) is the weight of the selected path segment, and \( W_j = \sum_{k=1}^{K_i} w_{j,t} \) is the sum of the segment weights at the \( j \)th interface. Note that \( \dot{p} \) differs from the normalized Rosenbluth weight, denoted with \( \dot{w} \), because the former also includes the factors \( w_{j,t} \). For the PBRB method, however, \( w_{j,t} = 1 \) and \( \dot{p} \) reduces to \( \dot{w} \).

The total crossing probability is simply given by the product of the individual terms of Eq. (11). Hence,

\[ P(\lambda_{i+1}|\lambda_i) = \prod_{i} \left( \frac{P(\lambda_{i+1}|\lambda_i)}{\langle \dot{p}_{i-1} \rangle_{\lambda_i}} \right)_{\lambda_i}, \quad (13) \]

For the PBRB method, the expression above can be simplified by noting that \( P(\lambda_{i+1}|\lambda_i) \) is estimated by the number of successful trials, relative to the total number of trials. In the PBRB method, this ratio is the same as the normalized weight \( W_{n_i} / K_i \) of the \( i \)th jet. Hence,

\[ P(\lambda_{i+1}|\lambda_i) \dot{p}_{i-1} = \frac{W_{n_i}}{K_i} \dot{p}_{i-1}. \quad (14) \]

In PBRB, \( w_{j,t} = 1 \), so we can divide the right-hand side by \( w_{j,t} \). This division yields

\[ P(\lambda_{i+1}|\lambda_i) \dot{p}_{i-1} = \frac{W_{n_i}}{K_i} = \sum_{j=1}^{K_i} W_j \dot{p}_{j-1}, \quad (15) \]

where the second and the last equalities follow from the definition of \( \dot{p} \) given in Eq. (12). Substituting the result of the equation above into Eq. (13) yields

\[ P(\lambda_{i+1}|\lambda_i) = \prod_{i} \left( \frac{\dot{p}_{i-1}}{\langle \dot{p}_{i-1} \rangle_{\lambda_i}} \right)_{\lambda_i} = \left( \dot{p}_{n_i} \right)_{\lambda_i}, \quad (16) \]

The crossing probability is thus given by the average statistical weight of trial paths. The average includes a contribution of 0 for trial paths that did not end in region \( B \). In the numerical verification of the algorithms, the crossing probability is computed according to Eq. (13) for the PBCBMC method and according to Eq. (16) for the PBRB method.

### III. RESULTS AND DISCUSSION

The novel algorithms are numerically tested on a simple system consisting of a single particle in a two-dimensional potential energy surface (PES). For the first test case, we revert to the toy model that was used in the original TPS paper, where the force field is given by the negative gradient of the potential. The force is thus conservative, and the system is in equilibrium. For the second test case, the first system is taken out of equilibrium by applying an additional non-conservative force. In the third test case, we consider the Z-potential introduced by Rogal et al., which was designed to have a non-linear reaction coordinate. This makes it hard to come up with a suitable order parameter and is, therefore, a good test case for the path based methods. In these three systems, the results are compared with the Rosenbluth variant of the FFS method.

To show that the methods also work on a more complex test case, we give an application on an active system consisting of multiple self-propelled particles that exhibit collective behavior in a two-dimensional domain. Details of the models and simulation settings are given in Appendix C.

#### A. Toy model

We first test the novel methods on the potential from Ref. 1, shown in Fig. 4 (see Appendix C for details). To get an indication of the efficiency of the methods, we run each method for the same amount of “cycles”. A cycle is defined as the generation of a trial path, which includes paths that did not enter region \( B \) and have a weight of 0. The number of cycles used here is \( 5 \times 10^7 \) for both test cases. This number is rather large for the systems under consideration but allows us to compare the different methods with greater statistical accuracy. Each simulation is repeated 16 times, and the results are averaged. The standard deviation of the different simulations is used to compute error bars. The results for the conservative and non-conservative force fields will be discussed subsequently.

#### 1. Conservative force field

As a first comparison between the methods, the acceptance probabilities are considered. For the methods used here, the acceptance probability can be decomposed into two factors: \( p_{\text{acc}} = p_{\text{succ}} p_{\text{cond}} \). The first factor \( p_{\text{acc}} \) measures the probability that a transition path is successful and reaches region \( B \). The second factor \( p_{\text{cond}} \) is then the acceptance probability that a trial path is accepted, conditional on it being successful. The success rate \( p_{\text{succ}} \) should preferably be large, in which case the bias introduced by the methods is optimal and a large portion of trial paths reach \( B \). In the worst case, \( p_{\text{succ}} \) is in the same order as the crossing probability itself.

FIG. 4. Illustration of the simple two-dimensional potential energy surface. The boundaries of the stable regions \( A \) and \( B \) are indicated with black dashed lines.
(or lower even), meaning that even a straightforward MD simulation would be more efficient to sample transition paths. For $p_{\text{cond}}$ and, therefore, $p_{\text{acc}}$, there is no universal optimum that holds for all systems. However, if $p_{\text{cond}}$ is very low, then there are only a few transition paths that dominate the results. In general, “normal” values for $p_{\text{cond}}$ roughly lie in the interval between 0.2 and 0.5. In Table I, the success probability $p_{\text{acc}}$ and conditional acceptance probability $p_{\text{cond}}$ are listed for each of the methods. In addition, the average number of accepted paths per hour of simulation time is also shown. The latter gives an idea of how many unique transition paths are generated per central processing unit (CPU) time. A typical simulation required 22 h, 87 h, and 30 h of computation time for the PBCBMC, PBRB, and RBFFS methods, respectively, on the same type of CPU. Clearly, the paths generated with the RBFFS method have the highest probability of being successful. This indicates that for the current system, the bias introduced by the (static) interfaces of the RBFFS method is more optimal than the guiding field approach of the PBCBMC method and the varying interfaces of the PBRB method. Due to the low success probability in the PBCBMC method, the number of accepted trial paths per CPU time is also very low, even though the total simulation time of the PBCBMC method itself was shortest. The low acceptance ratio of the PBCBMC method compared to the other two methods can be explained by the difference in selecting a particular trial segment. The PBRB and RBFFS methods only select a trial if it crossed a certain interface, whereas the PBCBMC method selects any trial that did not enter region A with a non-zero probability. The low $p_{\text{acc}}$ in PBCBMC can be improved by increasing the bias factor $b$, but this will at the same time lead to a lower acceptance due to wildly fluctuating Rosenbluth weights caused by new trial paths that are relatively far away from the old path. To ameliorate this, one needs to bias the trial trajectory also in the perpendicular path distance variable. We leave this for future investigation.

Another notable difference is that a typical simulation for the PBRB method required approximately 3–4 times as many CPU time compared to PBCBMC and RBFFS. The time difference is explained by the fact that the PBRB method requires the evaluation of the progress variable at each time step. This is an expensive operation since it requires the computation of the distance between the current point and all points in the reference path. In addition, the condition of super-detailed balance demands the recalculation of the Rosenbluth weight for the old path with the trial path as reference. This means that an additional set of trial path segments must be generated, which is not needed in the PBCBMC and RBFFS methods.

In the next comparison, we consider the transition rate constants and average path lengths. The results for these properties are listed in Table II. All results are, within error bar, equal for the three methods, and the transition rate constant also matches the result found by Dellago et al. For both properties, the PBRB method has the lowest error, which means that out of the three methods, the PBRB method reached the most accurate estimate with the same amount of cycles. The PBCBMC method, on the other hand, has the lowest accuracy of the three methods, which is due to its relatively low success ratio $p_{\text{acc}}$ (see Table I). This means that the correlation between subsequent paths is highest in the PBCBMC method, resulting in a lower accuracy.

To visualize the path ensemble, we plot the path density obtained with RBFFS in Fig. 5. Clearly, transition paths do not go straight over the barrier but, instead, follow one of the two possible channels. The path density is higher in the center of both channels near $x = 0$, where the potential is relatively flat and the dynamics of the particle is more diffusive.

For the RBFFS method, it is obvious that paths in either of the two channels are sampled with equal frequency since the domain (including the interfaces) is perfectly symmetric in $y = 0$. For the PBCBMC and PBRB methods, however, this symmetry is broken by the guiding field and the path interfaces because the path progress variable is not symmetric around $y = 0$. To illustrate this, we plotted the progress variable in Fig. 2 for a single path obtained with the PBRB method. The two stable regions are indicated with dashed black lines, and a path from the TPE is shown in red. The values of the progress variable are indicated with a color gradient going from...
yellow (low progress) to green (high progress). Five interfaces (in this case isolines) defined by the values {0.1, 0.3, 0.5, 0.7, 0.9} are indicated with solid black lines. For paths that go through the same channel as the existing pathway, the progress variable describes the progress toward region $B$ very well. For paths that go through the opposite channel, on the other hand, the progress variable resembles a switching function that is close to 0 for $x < 0$ and close to 1 for $x > 0$. Hence, a trial path that goes through the same channel as the old path has a higher chance to reach $B$, and swapping channels might be difficult. Thus, it is not clear that PBCBMC and PBRB sample the two different channels with the same frequency.

To compare the path densities sampled with the PBCBMC and PBRB methods against the density sampled with the RBFFS method, the absolute difference between the path densities is plotted in Fig. 6. The absolute difference is obtained by subtracting the bin values of the RBFFS method from the bin values of the PBCBMC or PBRB method. Hence, if the absolute difference in a particular bin is negative (indicated with blue), the bin value was larger for the RBFFS method than for the PBCBMC or PBRB method. Conversely, if the absolute difference is positive (indicated with red), then the PBCBMC or PBRB method has a larger value than the RBFFS method. Note the difference in scales between Figs. 6 and 5. For the PBRB [panel (b)], there is no systematic pattern and the noisy pattern is likely caused by random fluctuations due to finite sampling. For the PBCBMC method [panel (a)], the density in the bottom channel is slightly larger than the density in the top channel, but the differences are minor. In the PBCBMC method, 49.851% of the density is contained in the bins for which $y > 0$, which means that the top and bottom channels are sampled with approximately the same frequency. For the RBFFS and PBRB methods, respectively, 49.920% and 49.923% of the density are contained in the bins for which $y > 0$. Thus, the PBCBMC and PBRB methods are not restricted to a single reaction channel and allow sufficient swapping between the two channels. We note that such dependence on swapping (also known as switching) is similar to the original TPS algorithm, which in fact we are trying to mimic.

Finally, we compare the convergence properties of the three methods. In Fig. 7, we plot the rate constant and its standard deviation as a function of the (logarithmic) number of cycles. All methods converge to the rate constants given in Table II. The standard deviation scales roughly with a square root of the number of cycles, as expected. The PBCBMC performs less efficiently, possibly because the guiding field is not optimized. While this comparison is important for the performance of the new methods, we stress that this work provides a proof of principle, not the most efficient implementation.

2. Non-conservative force field

For the non-conservative force field (see Appendix C), we only consider the acceptance probabilities, transition rate constant, and average path lengths. As in the previous test case, the number of cycles is set to $5 \times 10^7$, and each simulation is repeated 16 times.
TABLE III. Acceptance probabilities for the three methods in the non-equilibrium test case. The second column contains the average fraction of trial paths that are successful and reach region B, and the third column contains the acceptance probability of trial paths, conditional on them reaching B. The fourth column shows the average number of accepted paths per hour of simulation time.

<table>
<thead>
<tr>
<th>Method</th>
<th>( p_{\text{succ}} )</th>
<th>( p_{\text{cond}} )</th>
<th>( N_{\text{acc}}/T_{\text{sim}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBCBMC</td>
<td>0.026 49 ± 0.000 02</td>
<td>0.383 50 ± 0.000 49</td>
<td>11 294/h</td>
</tr>
<tr>
<td>PBRB</td>
<td>0.215 76 ± 0.000 11</td>
<td>0.439 68 ± 0.000 18</td>
<td>22 172/h</td>
</tr>
<tr>
<td>RBFFS</td>
<td>0.095 36 ± 0.000 03</td>
<td>0.643 47 ± 0.000 22</td>
<td>59 556/h</td>
</tr>
</tbody>
</table>

in order to obtain an average and standard deviation. A typical simulation required 45 h, 214 h, and 52 h of simulation time for the PBCBMC, PBRB, and RBFFS methods, respectively. The success probabilities, conditional acceptance probabilities, and average number of accepted paths per hour of simulation time are listed in Table III.

For this system, the success probability is the highest in the PBRB method. The PBCBMC method again has a much lower success probability than the other two methods, despite increasing the bias strength. The RBFFS method still has the highest number of accepted paths per hour of simulation time because of its relatively high success probability and low simulation time.

The resulting transition rate constant and the average path lengths are listed in Table IV. Again, the results for all three methods are equal within error bar, which verifies that the new methods are also applicable to this non-equilibrium system. As in the equilibrium test case, the accuracy is highest in the PBRB method and lowest in the PBCBMC method, although the differences in accuracy are small. Compared to the equilibrium test case, the transition rate constant is slightly lower in the current system, even though the current system includes a stirring force that pushes the particle over the barrier. This is caused by the tenfold lower temperature in the current system compared to the equilibrium case. The lower temperature also causes more diffusive dynamics and, therefore, longer (average) path lengths.

B. Z-potential

For this test case, the PES and the boundaries of the stable regions are illustrated in Fig. 8 (see Appendix C for details). Each method is run for \( 10^8 \) cycles, and each simulation is repeated 16 times. A typical simulation takes 23 h, 30 h, and 68 h of computing time for the PBCBMC, PBRB, and RBFFS methods, respectively. The transition rate constants, and the third column contains the average path length in integration steps.

<table>
<thead>
<tr>
<th>Method</th>
<th>( k_{\text{AB}}/10^{-5} )</th>
<th>( \langle L \rangle/10^5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBCBMC</td>
<td>1.454 63 ± 0.001 54</td>
<td>1.021 23 ± 0.000 36</td>
</tr>
<tr>
<td>PBRB</td>
<td>1.454 80 ± 0.001 12</td>
<td>1.021 49 ± 0.000 17</td>
</tr>
<tr>
<td>RBFFS</td>
<td>1.454 53 ± 0.001 21</td>
<td>1.021 31 ± 0.000 26</td>
</tr>
</tbody>
</table>

in Table V. The success probabilities for the Z-potential are much lower than in the previous two test cases. This is because the crossing probability for this system is much lower (this will be discussed later), which means that it is more difficult to generate successful trajectories. The success probability in the RBFFS method is substantially higher than for the path based methods. This may seem counter-intuitive (as the path based methods were developed to be free of a reaction coordinate), but it is important to note that the interfaces in the RBFFS method were optimized by Rogal et al.,\textsuperscript{28} The interfaces in the PBCBMC and PBRB methods were not optimized in any way, although the placement of the (time based) interfaces in the PBCBMC method was based on the information about the path lengths reported in Ref. 28. Furthermore, the simulations of the RBFFS method required approximately 2–3 times as much simulation time, compared to the PBCBMC and PBRB methods. This clearly illustrates the advantage of the

FIG. 8. Illustration of the Z-potential. The boundaries of the stable regions A and B are indicated with black dashed lines.

TABLE V. Acceptance probabilities for the three methods for the Z-potential test case. The second column contains the average fraction of trial paths that are successful and reach region B, and the third column contains the acceptance probability of trial paths, conditional on them reaching B. The fourth column shows the average number of accepted paths per hour of simulation time.

<table>
<thead>
<tr>
<th>Method</th>
<th>( p_{\text{succ}} \times 10^{-4} )</th>
<th>( p_{\text{cond}} )</th>
<th>( N_{\text{acc}}/T_{\text{sim}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBCBMC</td>
<td>0.1084 ± 0.0075</td>
<td>0.165 20 ± 0.0174</td>
<td>8/h</td>
</tr>
<tr>
<td>PBRB</td>
<td>1.4986 ± 0.0555</td>
<td>0.231 04 ± 0.0054</td>
<td>113/h</td>
</tr>
<tr>
<td>RBFFS</td>
<td>5.3869 ± 0.0161</td>
<td>0.075 72 ± 0.0050</td>
<td>60/h</td>
</tr>
</tbody>
</table>

TABLE VI. Results for the Z-potential. The second column contains the transition rate constants, and the third column contains the average path length in integration steps.

<table>
<thead>
<tr>
<th>Method</th>
<th>( k_{\text{AB}}/10^{-9} )</th>
<th>( \langle L \rangle/10^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBCBMC</td>
<td>1.455 23 ± 0.187 36</td>
<td>9.237 54 ± 0.536 51</td>
</tr>
<tr>
<td>PBRB</td>
<td>1.514 17 ± 0.037 63</td>
<td>9.266 00 ± 0.257 18</td>
</tr>
<tr>
<td>RBFFS</td>
<td>1.525 68 ± 0.089 49</td>
<td>9.373 32 ± 0.304 54</td>
</tr>
</tbody>
</table>
FIG. 9. Illustration of \( N = 50 \) self-propelled particles on a two-dimensional domain. The particles are denoted with arrows to indicate their orientation.

TABLE VII. Results for the system with self-propelled particles. The second column contains the transition rate constants, and the third column contains the average path length.

<table>
<thead>
<tr>
<th>Method</th>
<th>( k_{AB}/10^{-6} )</th>
<th>( \langle L \rangle/10^3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBCBMC</td>
<td>8.88905 ± 2.42819</td>
<td>1.27726 ± 0.13199</td>
</tr>
<tr>
<td>PBRB</td>
<td>8.27370 ± 1.34433</td>
<td>1.36518 ± 0.07946</td>
</tr>
</tbody>
</table>

path based methods that no knowledge of the reaction coordinate is required.

The resulting transition rate constants and average path lengths are listed in Table VI. The results are, within error bar, equal for all three methods, and the transition rate constant also matches the result found by Rogal et al.\textsuperscript{28} The accuracy of the methods follows the same pattern as reported in Sec. III A: the PBRB method has the smallest error bar, followed by RBFFS and PBCBMC, respectively.

C. Active model

The systems described above consisted of only one particle in an external potential. In this section, we consider an active system consisting of 50 self-propelled particles confined to a two-dimensional domain. The particles’ dynamics are given by an extension of the Vicsek model\textsuperscript{32} (see Appendix C for details). A snapshot of the model is shown in Fig. 9. Note that the particles form two rows in the confined space, due to excluded volume, and align themselves in either the left or right direction. We investigate the transition from left to right alignment by performing \( 10^5 \) cycles using PBCBMC and PBRB and again repeat each simulation 16 times. We did not apply FFS since we have no indication of an order parameter for this transition. A typical simulation takes 39 h and 46 h for the PBCBMC and PBRB methods, respectively. The resulting rate constant and average path lengths are listed in Table VII.

As in Secs. III A and III B, the results for the two methods are equal within error bars, and the PBRB method has lower error bars compared to the PBCBMC method even though the simulation times are in the same order. The error bars listed here are relatively large compared to the errors in Secs. III A and III B, which is due to the smaller amount of cycles used for the current system.
To get insight into the kinetics of a transition, the $x$ and $y$ components of the average particle velocity are plotted in Fig. 10 for four transition paths, selected from a single PBRB simulation. By the definition of the stable states, the $x$ component of the average velocity (top panel) starts at −0.75 and ends at 0.75 for each path. The $x$ component increases non-monotonically toward region $B$, with many small and a few larger fluctuations around the diagonal trend line. The fluctuations in the $y$ component (bottom panel) are also clearly visible, where $\langle v_y \rangle$ oscillates around a zero mean value, as expected.

To get a better insight into the behavior of the individual particles, a snapshot of one of the trajectories is shown in Fig. 11 for four points in time. As in Fig. 9, the particles are illustrated with arrows that indicate their orientation. The trajectory from which the snapshots are obtained is the trajectory with a path length of 1722 (blue line) that is labeled with “path 1” in Fig. 10. The snapshots in Fig. 11 show relatively chaotic behavior during a transition from $A$ to $B$. In the first and last snapshots [panels (a) and (d), respectively], the particles all point in either the negative or positive $x$ direction. During the intermediate snapshots [panels (b) and (c)], the orientation of the particles varies, with some particles pointing in the positive and some in the negative $x$ direction. Due to the alignment force between particles in a local neighborhood, there are (local) groups of particles all pointing into the same direction.

To further illustrate the local alignment of particles, the velocity components of four particles are plotted as a function of time in Fig. 12. The particles are selected by taking two neighboring particles out of two different groups. Clearly, each pair of neighboring particles follows the same pattern. The top panel of Fig. 12 shows that the groups of particles switch multiple times from positive to negative $x$ direction and only align at the start and the end of the path. The bottom panel shows the fluctuations of $v_y$ around a mean of 0, also observed for the mean $\langle v_y \rangle$ in Fig. 10. All four particles oscillate with approximately the same frequency.

The previous results indicate that a transition occurs by breaking the collective movement of the particles and that the particles form groups that switch to the opposite $x$ direction. To further illustrate this, the path density as a function of the standard deviation of the particle velocity and the average particle velocity in the $x$ direction is plotted in Fig. 13 for both the PBCBMC and the PBRB method, showing the same semicircular path density. Because the acceptance ratio for the PBRB method is higher, the density for the PBRB method [panel (b)] is better distributed than the density for the PBCBMC method [panel (a)]. The semicircular path density indicates that the collective movement of the particles is indeed broken during a transition from $A$ to $B$. In a collective movement, the particles have the same orientation, and the standard deviation of $v_y$ is small, with 0 being the minimum. For instance, this is what happens near the stable regions $A$ and $B$, that is, where $\langle v_y \rangle \approx 0.75$. If a transition between $A$ and $B$ would be a collective process, where all particles synchronously change their velocity to the opposite direction, then the standard deviation would remain close to zero during a transition. However, the arc-shape in the path densities of Fig. 13 indicates that the transition occurs via disorder in the particles’ orientation. When the average $v_y$ is zero, the standard deviation peaks at approximately 0.8, meaning that approximately half of the particles point in either the positive or negative $x$ direction.

Although the collective movement of the particles is broken during the transition, the particle orientation is not completely disordered. As illustrated in Figs 11 and 12, there are still (local) groups of particles that point in the same direction. For a future work, it would be interesting to further quantify the correlation between particles during transitions, by considering, for instance, the correlation length.
IV. CONCLUSIONS

In this work, we have presented two novel algorithms with the aim to provide a transition path sampling technique suitable for non-equilibrium dynamics that is not dependent on predefined collective variables to define a set of interfaces. The methods are based on the configurational bias Monte Carlo technique introduced in the original TPS paper, as well as on the Rosenbluth based FFS method. Yet, both algorithms can be classified as TPS algorithms since they aim at importance sampling of trajectory space. At the heart of both methods is the concept to use the current path to define a progress variable that guides trajectories over the barrier. As this progress variable adapts itself during the sampling, the methods are independent from a predefined reaction coordinate. In this work, we used the path based variable of Branduardi et al. for measuring progress, but other effective path based variables could be developed in the future.

While our methodology has similarities to the original steered TPS approach (StePS), we stress that it is slightly different in spirit from this and other existing algorithms for sampling non-equilibrium paths, such as direct FFS, in the sense that there is no predefined collective variable, or constraint function, but rather a continuously adapting pathway which guides new trial paths. Moreover, in many of these methods, there is no Metropolis acceptance rule governing the acceptance of a trial path with respect to the old current path, something that is crucial for our approach, since the new path needs to relax into and between “channels” in path space. However, we note that Gingrich and Geissler have adapted the steered TPS approach to generate paths that stay in the proximity of reference trajectories, in the context of sampling long, correlated trajectories. This approach is similar to our algorithms, although it differs in details, such as how proximity is measured and how the bias is corrected. Another exception is the RBFFS method, which allows Metropolis sampling, and is what we use to compare with. Note, however, that even RBFFS needs to create a new path along a predefined order parameter, which might not be available.

We tested both the PCBPMC and PBRB algorithms on equilibrium toy models, as well as on non-equilibrium dynamics. Both methods give correct results, and while PBRB seems more efficient overall, optimizing the sampling settings for each method might change this conclusion. For the active system, we find that the transitions occur via states that are locally ordered but globally disordered. This interesting finding can be further studied in future research.

While we presented results on the convergence of the methods as a function of the cycle number, we did not investigate the scaling of the methods as a function of other parameters, such as the number of interfaces or the length of trajectories. As discussed thoroughly in Ref. 15, algorithms that grow trajectories by accumulating weights over time in general suffer from poor convergence when long transition paths are needed as the weights are asymptotically exponentially small for long trajectories. While this is probably also the case for the presented algorithms, it is also the case for, e.g., RBFFS.

In addition to the TPS related methods, there is also literature on large deviation theory and the use of cloning algorithm to sample non-equilibrium path ensembles. While this is outside the scope of this work, it would be interesting to investigate in the future how these algorithms relate to the ones introduced here.

We expect that our novel algorithms will be useful for non-equilibrium systems for which there is not (yet) sufficient insight to define FFS interfaces. Examples are active matter undergoing large (dynamical) transformations, biomolecular driven systems, and other systems without microscopic reversibility.
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APPENDIX A: THEORETICAL BACKGROUND

1. Transition path sampling

A path is defined as a discrete sequence of $L + 1$ phase space points, or frames, $x = [x_0, x_1, x_2, \ldots, x_L]$. Frames are separated by a small time increment $\Delta t$ so that the total duration of the path equals $\tau = L \Delta t$. Each frame $x_i$ completely defines the system at a given point in time and typically consists of the positional coordinates and momenta of all particles in the system. The Path Ensemble (PE) is defined by the probability $P[x]$ of such paths. Under Markovian dynamics, the probability of making a transition between two subsequent frames, $p(x_i \rightarrow x_{i+1})$, is independent of any prior state. In this case, the statistical weight of a path can be written as a product of short time step transition probabilities,

$$P[x] \equiv p(x_0) \prod_{i=0}^{L-1} p(x_i \rightarrow x_{i+1}), \quad (A1)$$

where $p(x_0)$ is the distribution of initial conditions. Transition Path Sampling (TPS) is only concerned with paths that connect two stable states and thus constrains the path ensemble to trajectories that start in one region of phase space, $A$, and end in another region, $B$. Most modern path sampling algorithms employ a flexible path length scheme and constrain the path ensemble even further by considering only paths for which only the initial point lies in $A$ and only the final point lies in $B$. The Transition Path Ensemble (TPE) is defined as the subset of paths in the PE that match these restrictions. To write down a probability for paths in the TPE, it is convenient to define the indicator function,

$$h(x) = \begin{cases} 
1 & \text{if } x_0 \in A, x_L \in B \text{ and } x_i \notin A \cup B \\
0 & \text{for } 0 < i < L \\
0, & \text{otherwise.} 
\end{cases} \quad (A2)$$

The statistical weight for a path in the TPE is given by

$$P_{AB}[x] \equiv h(x) P[x] \mathcal{Z}_{AB}, \quad (A3)$$

where $\mathcal{Z}_{AB}$ is a normalization factor also known as the partition function for the TPE. The goal of TPS simulations is to sample trajectories with a frequency proportional to the distribution in Eq. (A3). This can be achieved, for instance, with a Monte Carlo procedure. Such a procedure performs a random walk through path
space by generating a trial trajectory from an existing pathway and accepting or rejecting the trial based on a suitable acceptance criterion. In the shooting move, trial trajectories are generated by selecting a random point from an existing pathway, adding a perturbation (usually in the momenta), and “shooting” forward and backwards by integrating the equations of motion. The exact acceptance probability for the trial trajectory depends on the details of the shooting move but should always be proportional to the indicator function of Eq. (A2). In principle, the acceptance ratio can be tuned by adjusting the perturbation of the shooting point.

2. Transition interface sampling

Transition Interface Sampling (TIS) is an extension to TPS, specifically developed to compute the transition rate constant with greater efficiency. In TIS, phase space is partitioned into a set of $n+1$ non-intersecting interfaces $\lambda_0 < \lambda_1 < \cdots < \lambda_n$, where $\lambda_0 \equiv \lambda_A$ and $\lambda_n \equiv \lambda_B$ denote the boundaries of the stable regions $A$ and $B$, respectively. Each intermediate interface $\lambda_i$ is then sampled using a path sampling scheme, where not only reactive pathways but also trajectories that come from $A$, cross the interface $\lambda_i$, and subsequently return to $A$ are considered. The sampling of each interface results in an estimate for the conditional crossing probability $P(\lambda_{i+1}|\lambda_i)$, which measures the probability that a trajectory coming from $A$ crosses $\lambda_{i+1}$ before returning to $A$, conditional on crossing $\lambda_i$. Combining the conditional crossing probabilities from each interface yields a total crossing probability $P(\lambda_0|\lambda_1) = \prod_{i=1}^{n} P(\lambda_{i+1}|\lambda_i)$ that measures the probability of reaching $B$ conditional on crossing the first interface $\lambda_1$. The rate constant $k_{AB}$ can then be found by multiplying the total crossing probability with the effective positive flux $\Phi(\lambda_1|\lambda_0)$ for trajectories coming from $A$.

$$k_{AB} = \Phi(\lambda_1|\lambda_0) \prod_{i=1}^{n} P(\lambda_{i+1}|\lambda_i). \quad (A5)$$

The flux factor $\Phi(\lambda_1|\lambda_0)$ considers only crossings in the forward direction toward region $B$ (positive) and does not count recrossings before coming back to $A$ (effective). The flux can be computed from an MD simulation in region $A$ by counting the number of effective crossings with $\lambda_1$.

3. Forward flux sampling

Forward Flux Sampling (FFS) is built on the same framework as TIS and uses the same partitioning of phase space into interfaces. However, instead of an importance sampling, in FFS, trajectories are generated only in a forward time direction by ratcheting along the interfaces toward region $B$. Shortly after the introduction of the basic dFFS scheme, two other variants known as the “Branched Growth” and “Rosenbluth” methods were developed in analogy to efficient schemes for sampling polymers. Here, we consider only the Rosenbluth based FFS scheme, from here on referred to as RBFFS, because this variant forms the basis for the novel algorithms that will be introduced in Sec. II. In RBFFS, trial paths are generated in multiple stages. The first stage consists of an MD simulation in stable region $A$, which is halted once the system leaves $A$ and crosses the first interface $\lambda_1$. In the next stage, the resulting system configuration is used to initiate $K_1$ trial path segments that continue until crossing the next interface $\lambda_2$ or until returning to region $A$. One of the “successful” trials that crossed $\lambda_2$ is then selected at random, and its endpoint is used to initiate $K_2$ trial path segments that continue until crossing $\lambda_3$ or until entering region $A$. This procedure is repeated for the remaining interfaces until reaching $B$ or until there were no successful trials at an intermediate interface. In either case, the resulting trial path is assigned a weight $W$ known as the Rosenbluth factor that is given by

$$W = \prod_{i=1}^{n} \frac{N_i}{K_i}, \quad (A6)$$

where $N_i$ denotes the number of successful trials that were generated from the interface $\lambda_i$. Similar to TPS, a Metropolis acceptance/rejection criterion can be applied to ensure that paths are sampled with the correct weight. The acceptance probability is given by

$$P_{acc}(\mathbf{x}^{(o)} \rightarrow \mathbf{x}^{(n)}) = \min\left(1, \frac{W^{(n)}}{W^{(o)}}\right), \quad (A7)$$

where the superscripts $(o)$ and $(n)$ denote the (old) existing path and the (new) trial path, respectively. As this is effectively an importance sampling algorithm, this form of FFS could also be classified as being a classical TPS algorithm. Still, it is hard to adjust the acceptance ratio in RBFFS, although the spacing of interfaces gives some limited level of control.

APPENDIX B: JUSTIFICATION OF THE ALGORITHMS

Here, the correctness of both the PBCBMC and the PBRB methods is demonstrated in a single, general framework. For this, we need to re-index the interfaces of the PBRB method. In the PBRB method, it is possible that the first (or last) interfaces are ignored if there is overlap with the intermediate interfaces and $\lambda_1$ (or $\lambda_n$). For consistency with the PBCBMC method, we relabel the interfaces in such a way that the $j$th interface that is sampled has index $j$.

To prove that the acceptance probability of the PBCBMC and PBRB methods leads to correct sampling of paths in the TPE, it is important to note that the probability of generating a path in these methods depends on the generation of the entire jets. Following Allen et al., we define a decorated path $x_{dec} = \bigcup_{j,k} s_{j,k}$ as the bare transition path $x$, together with the set of unselected path segments from each jet. This includes the path segment $s_0$ from the flux calculation that connects $\lambda_0$ to $\lambda_1$. The idea of the proof is to derive the weights with which a decorated path is sampled, under the condition of detailed balance. By subsequently integrating out all possible ways to decorate a transition path, it follows that the bare transition paths are sampled with the correct weights of the TPE. The proof follows a similar (but more general) approach as the proof for the RBFFS method derived by Allen et al. in Ref. 12.

Each segment $s_{j,k}$ has a generation probability equal to the product of the short time step probabilities,

$$p_{gen}(s_{j,k}) = \prod_{l=0}^{L_{ij}} p_{ij}(s_{j,k} \rightarrow x_{j,k+1}) / Z_j, \quad (B1)$$

$$Z_j = \int ds_{gen}(s_j), \quad (B2)$$

where $Z_j$ is a normalization constant that takes into account all possible ways to generate a segment in the $j$th jet.
After generating $K_j$ segments, one successful segment is selected with a probability $p_{\text{sel}}^{(n)}(s_j^{(n)})$, which is given by the relative weight $\rho_j^{(n)}(s_j^{(n)}) / W_j^{(n)}$. The superscript "(n)" used in $p_{\text{sel}}^{(n)}$ follows the same convention as used in the weights. The superscript "(n)" thus indicates that the selection probability holds for the path labeled with "n", which implicitly depends on the path labeled with "o". As in Eq. (5), a subtlety arises when the last jet produced no successful trials, in which case $W_j = 0$ and $p_{\text{sel}}(s_{j}^{(n)})$ is not defined. Since the acceptance probability for an unsuccessful path is zero, we can simply set $p_{\text{sel}}(s_{j}^{(n)}) = 1/K_j$ if $w_{j,k} = 0$ for all $1 \leq k \leq K_j$.

If there was at least one successful trial and the selected segment did not enter region $B$, the next jet is generated. The generation probability for a decorated path is thus given by

$$P_{\text{gen}}[x_{\text{dec}}^{(n)} \to x_{\text{dec}}^{(n)}] = \rho(x_0^{(n)}) \prod_{j=0}^{(n)} \left[ P_{\text{gen}}(s_j^{(n)}) p_{\text{sel}}^{(n)}(s_j^{(n)}) \right] \prod_{k=1}^{J_{\text{gen}}} P_{\text{gen}}(s_j^{(n)}) \right] \delta_h(s_j^{(n)}; f^{(n)}) \prod_{k \neq s} P_{\text{gen}}(s_j^{(n)}) \right],$$

(B3)

where the last product runs over all unselected trials in the $j$th jet. Here, we used that $K_0 = 1$ for the initial path segment from the flux calculation that leads up to $\lambda_1$. The indicator function $h_j$ is determined by the termination conditions and ensures that the bare transition path starts in $A$, ends in $A$ or $B$, and lies in the region between $A$ and $B$ for all intermediate steps. The indicator function is defined by

$$h_j(s_j^{(n)}; f^{(n)}) = \begin{cases} 1 & \text{if } j = 0 \text{ and } s_j^{(n)} \cap A = x_j^{(n)}(k) \text{ or} \\ 0 & \text{if } j \neq 0 \text{ and } s_j^{(n)} \cap (A \cup B) = \emptyset \text{ or} \\ 0 & \text{otherwise}, \end{cases}$$

(B4)

where the intersection $s_j^{(n)} \cap (A \cup B)$ is defined as the subset of states in the segment $s_j^{(n)}$ that belong to region $A$ or $B$. To simplify notation, we define $\tilde{h}(x) = \prod_{i=1}^{j} h_i(s_i; f)$. Note that $\tilde{h}$ is closely related to the indicator function $h$ for the TPE defined in Eq. (A2). The two differ because the former also accepts paths that end in $A$.

Using the definition of $\tilde{h}$ and combining the factor $P_{\text{gen}}(s_j^{(n)})$ with the product over all unselected trials yields

$$P_{\text{gen}}[x_{\text{dec}}^{(n)} \to x_{\text{dec}}^{(n)}] = \rho(x_0^{(n)}) \tilde{h}(x^{(n)}) \prod_{j=0}^{(n)} \left[ P_{\text{gen}}(s_j^{(n)}) \prod_{k=1}^{J_{\text{gen}}} P_{\text{gen}}(s_j^{(n)}) \right].$$

(B5)

By imposing the condition of detailed balance in the space of decorated paths, we have

$$\tilde{P}_{\text{dec}}[x_{\text{dec}}^{(n)} \to x_{\text{dec}}^{(n)}] = \frac{P_{\text{gen}}[x_{\text{dec}}^{(n)} \to x_{\text{dec}}^{(n)}] \times P_{\text{dec}}[x_{\text{dec}}^{(n)} \to x_{\text{dec}}^{(n)}] \times P_{\text{dec}}[x_{\text{dec}}^{(n)} \to x_{\text{dec}}^{(n)}]}{P_{\text{gen}}[x_{\text{dec}}^{(n)} \to x_{\text{dec}}^{(n)}] \times P_{\text{gen}}[x_{\text{dec}}^{(n)} \to x_{\text{dec}}^{(n)}] \times P_{\text{dec}}[x_{\text{dec}}^{(n)} \to x_{\text{dec}}^{(n)}]},$$

(B6)

where $\tilde{P}_{\text{dec}}[x_{\text{dec}}^{(n)}]$ is the weight with which a decorated path is sampled. Applying the acceptance probability of Eq. (5) and substituting Eq. (B5) in the equation above, it is clear that many terms cancel in the products $P_{\text{gen}}[x_{\text{dec}}^{(n)} \to x_{\text{dec}}^{(n)}] \times P_{\text{dec}}[x_{\text{dec}}^{(n)} \to x_{\text{dec}}^{(n)}]$ and $P_{\text{gen}}[x_{\text{dec}}^{(n)} \to x_{\text{dec}}^{(n)}] \times P_{\text{dec}}[x_{\text{dec}}^{(n)} \to x_{\text{dec}}^{(n)}]$. For these products, there are two possible outcomes. Either the decorated path ends in $B$ and all of the relative weights $w_j / W_j$ cancel or the decorated path ends in $A$ and the product equals zero. It is, therefore, useful to define a new indicator function $h$ that is equal to $\tilde{h}$ if a path ends in $B$ and 0 if the path ends in $A$. Note that the indicator function $h$ is now equivalent to Eq. (A2). Using this convention and substituting Eqs. (5) and (B5) into Eq. (B6) yields

$$\tilde{P}_{\text{dec}}[x_{\text{dec}}^{(n)}] = \frac{\rho(x_0^{(n)}) \tilde{h}(x^{(n)}) \prod_{j=1}^{(n)} K_j \prod_{k=1}^{J_{\text{gen}}} P_{\text{gen}}(s_j^{(n)})}{\rho(x_0^{(n)}) \tilde{h}(x^{(n)}) \prod_{j=1}^{(n)} K_j \prod_{k=1}^{J_{\text{gen}}} P_{\text{gen}}(s_j^{(n)})}.$$  

(B7)

A particular decorated path $x_{\text{dec}}$ is thus sampled with weight,

$$\tilde{P}[x] = \rho(x_0) \tilde{h}(x) \prod_{j=1}^{J_{\text{gen}}} K_j \prod_{k=1}^{J_{\text{gen}}} P_{\text{gen}}(s_j^{(n)}).$$

(B8)

We are, however, interested in the weight of an undecorated transition path. For the RBFFS method, this weight is simply equal to the integration over $\tilde{P}_{\text{dec}}[x_{\text{dec}}]$, taken over all possible decorations of $x^{(n)}$. In this case, however, the number of jets $J_{\text{gen}}$ is variable, and the presence of bare transition paths is no longer balanced in the space of decorated paths. For each unselected trial in some jet, the bare transition path gains an additional degree of freedom, so its presence is duplicated in the space of decorated paths. By adding a decoration of $k = 1$ unselected trials, the weight of a bare transition path in the space of decorated paths thus increases by a factor $k$. Hence, we need to weight the integration by the number of trials in each jet to take into account the additional degrees of freedom.

By the definition of $P_{\text{gen}}$ given in Eq. (B1), the integration over all possible ways to generate a particular segment $s_{j,k}$ in the $j$th jet equals unity. That is,

$$\int ds_{j,k} P_{\text{gen}}(s_{j,k}) = 1.$$  

(B9)

By repeating the integration for all unselected trials in a jet, and multiplying the results, it thus follows that

$$\prod_{1 \leq k \leq J_{\text{gen}}} \int ds_{j,k} P_{\text{gen}}(s_{j,k}) = 1.$$  

(B10)

Since the segments are independent of each other, the integration and the product can be interchanged. Denoting with $f_{\text{unsel}}^{(j)} = \int ds_{j,k} f_{\text{unsel}} f_{\text{unsel}} \ldots$ the repeated integration over all unselected trials in the $j$th jet, it follows that

$$\int_{\text{unsel}} f_{\text{unsel}}^{(j)} \prod_{1 \leq k \leq J_{\text{gen}}} P_{\text{gen}}(s_{j,k}) = 1.$$  

(B11)

Hence, taking the weighted integration $1/ \prod_{1 \leq k \leq J_{\text{gen}}} f_{\text{unsel}}^{(j)}$ over Eq. (B8) for each jet $j = 0, \ldots, J_{\text{gen}}$, it follows that the weight $\tilde{P}[x]$ of a bare
transition path equals
\[
\mathcal{G}[\mathbf{x}] = \frac{1}{K_0} \int_{s_{\text{unsel}}} (0) \frac{1}{K_1} \int_{s_{\text{unsel}}} (1) \ldots \frac{1}{K_j} \int_{s_{\text{unsel}}} (j) \mathcal{G}[\mathbf{x}_{\text{dec}}]
\]
(B12)
\[
= \rho(x_0)h(x) \prod_{j=1}^{n_{\text{sel}}} \int_{s_{\text{unsel}}} (j) K_j \prod_{k=1}^{n_{\text{gen}}} p_{\text{gen}}(s_{k,j})
\]
(B13)
\[
= \rho(x_0)h(x) \prod_{j=1}^{n_{\text{sel}}} \int_{s_{\text{unsel}}} (j) \prod_{k=1}^{n_{\text{gen}}} p_{\text{gen}}(s_{k,j}).
\]
(B14)
Substituting Eq. (B1) for the generation probabilities of the selected segments proves that the PBCBMC and PBRB methods indeed sample paths proportional to the weights of the TPE defined in Eq. (A3).

APPENDIX C: SIMULATION DETAILS

1. Toy model

The potential used in the original TPS paper is given by
\[
V(x, y) = \frac{4\lambda^4 + 10\lambda^2(y^2 - 1) + 3(y^2 - 2y^2 + 2)}{3}
\]
(C1)
and has two minima located in \( \tilde{r}_A \equiv (x = -\sqrt{3/2}, y = 0) \) and \( \tilde{r}_B \equiv (x = +\sqrt{3/2}, y = 0) \). (Note that in this section and Appendices C 2 and C 3, we refer to \( x \) and \( y \) as simple Cartesian coordinates.) We define the stable regions \( A \) and \( B \) as circular disks of radius \( V_{\text{c}}=4.5 \), centered in \( \tilde{r}_A \) and \( \tilde{r}_B \), respectively. The PES and the boundaries of the stable regions are illustrated in Fig. 4. In the equilibrium test case, the force field is simply given by
\[
\mathbf{F}_{\text{cons}}(x, y) \equiv -\nabla V(x, y).
\]
(C2)
For the non-equilibrium test case, we add a "stirring force" \( \mathbf{F}_{\text{stir}}(x, y) \) inspired by Sachs et al.\(^{37} \) The stirring force pushes the particle radially and in anti-clockwise direction around the origin. The total force field \( \mathbf{F}_{\text{inc}} \) is simply given by the sum of the stirring force and the conservative force. Thus,
\[
\mathbf{F}_{\text{inc}}(x, y) = \mathbf{F}_{\text{cons}}(x, y) + \mathbf{F}_{\text{stir}}(x, y).
\]
(C3)
We use the same parameter settings for both test cases, with the exception of the reciprocal temperature \( \beta \) and the bias strength \( b \). The stirring force effectively lowers the free energy barrier for \( y < 0 \), which results in an increased transition rate constant. We, therefore, use a lower temperature in the non-equilibrium case. More specifically, we set \( \beta = 8 \) in the equilibrium system and \( \beta = 80 \) in the non-equilibrium system. The bias strength is set to \( b = 1 \) for the equilibrium system and increased to \( b = 5 \) for the non-equilibrium system.

The dynamics are given by the Langevin equation with friction \( \gamma = 2.5 \) and a time step of \( \Delta t = 0.01 \).

2. Z-potential

The Z-potential is given by
\[
V(x, y) = \frac{x^4 + y^4}{20480} - 3e^{-0.01x^{(x+5)-0.2y^{(y+5)}}^2}
- 3e^{-0.01(x+5)^2-0.2(y+5)^2} + \frac{5e^{-0.2(3+y^{(y+3)})^2}}{1 + e^{-x-3}} + 3e^{-0.01(x+y)^2}
\]
(C4)
and has two minima located at \( \tilde{r}_A = (-7.2, -5.1) \) and \( \tilde{r}_B = (+7.2, +5.1) \). The stable regions \( A \) and \( B \) are defined as ellipsoid disks around \( \tilde{r}_A \) and \( \tilde{r}_B \), respectively. The disks are parameterized by \( \{(x, y)|(x-x_m)^2/16 + (y-y_m)^2 < 0.25\} \), where \( (x_m, y_m) \) denotes either minima \( \tilde{r}_A \) or \( \tilde{r}_B \). The PES and the boundaries of the stable regions are illustrated in Fig. 8. The force field is simply given by the negative gradient of the potential, \( \mathbf{F}(x, y) \equiv -\nabla V(x, y) \), and is thus conservative. The dynamics are Langevin with friction \( \gamma = 1.0 \) and reciprocal temperature \( \beta = 4.0 \). The time step at the integrator level is set to \( \Delta t = 0.05 \), and only every 10th integration step is stored. The interfaces for the RBFFS method are defined in the same way as the linear interfaces used by Rogal et al.\(^{28} \) These are parameterized by \( \{(x, y)|(x-x_m)^2/16 + (y-y_m)^2 < 0.25\} \), where \( (x_m, y_m) \) denotes either minima \( \tilde{r}_A \) or \( \tilde{r}_B \). The PES and the boundaries of the stable regions are illustrated in Fig. 4. In the RBFFS method, we shoot 15 jets of maximum path segment length 250\(\Delta t \) and a final jet that continues until reaching \( A \) or \( B \). The bias parameter is set to \( b = 5 \). The parameter \( \alpha \) for the progress variable is set to \( \alpha = 1 \), and we run 10 trials for each jet.

3. Active model

The systems described in Appendices C 1 and C 2 consisted of only a single particle in an external potential. In this section, we consider a larger system that consists of multiple self-propelled particles, still in a two-dimensional domain. The system is modeled using an extension of the Vicsek model.\(^{1} \) In the Vicsek model, particles move at a fixed absolute speed and align their direction of motion with that of the particles in a local neighborhood. The alignment of the particles is perturbed by adding some random noise. If the noise is relatively small and the density of particles is sufficiently large, the system shows a collective behavior in which the particles all move in the same spontaneously selected direction.\(^{2} \)
Here, a number of particles \( N \) are placed on a two-dimensional domain with a periodic boundary condition in the \( x \) direction. In order to prevent particles from escaping toward infinity, an axial potential \( V_{\text{ax}}(x, y) \equiv c_{\text{ax}}x^4 \) (\( c_{\text{ax}} > 0 \)) is added that pulls the particles toward the \( y \) axis. In addition, we add a purely repulsive force between the particles to avoid clustering of particles into groups. Due to the axial potential, the particles tend to have a relatively large velocity component in the \( x \) direction compared to the \( y \) direction. Due to the alignment and repulsive forces, there is a collective
movement of the particles in either the positive or the negative $x$ direction. A snapshot of the domain with $N = 50$ particles is shown in Fig. 9. Particles are illustrated with arrows that indicate their orientation.

To model the additional forces in the Vicsek model, we follow Chaté et al., who built on earlier work by Grégoire, Chaté, and Tu and introduced an extended Vicsek model with repulsive (and attractive) forces. The difference between their model and the model used here is the addition of the axial potential. Furthermore, we use an exponential cutoff for the definition of the particle neighborhood, rather than a hard cutoff.

The particles are labeled by index $i$ and have a velocity $\hat{v}^{(i)}$ of fixed modulus $v_0 = |\hat{v}^{(i)}|$. At each time step, the velocities of all particles are updated according to Ref. 40,

$$ \hat{v}^{(i)}(t + \Delta t) = v_0 (\mathcal{A}_\eta \circ \Theta)(\hat{v}^{(i)}), $$

(C5)

where $\circ$ denotes the function decomposition, $\Theta$ is a normalization operator [that is, $\Theta(\hat{w}) = \hat{w}/|\hat{w}|$], and $\mathcal{A}_\eta$ is an operator that performs a random rotation uniformly distributed around the argument vector inside an arc of amplitude $2\eta$. The total force $\vec{F}^{(i)}$ acting on particle $i$ is a linear combination of the individual forces. Here, we weight each force equally, and the total force acting on particle $i$ is thus given by

$$ \vec{F}^{(i)} = \vec{F}^{(i)}_{\text{ax}} + \sum_{j \neq i} \vec{F}^{(i)}_{\text{rep}} + \sum_{j} \vec{F}^{(i)}_{\text{align}}. $$

(C6)

The axial force is simply given by the negative gradient of the axial potential,

$$ \vec{F}^{(i)}_{\text{ax}}(x, y) = -\nabla V_{\text{ax}}(x, y) = -(4c_{\text{ax}}y^3)\hat{y}, $$

(C7)

and, therefore, depends only on the position of particle $i$. For the repulsive force, we use the same expression as in the work of Chaté et al. The repulsive force acting on particle $i$ due to particle $j$ depends on the distance $r_{ij} = |\vec{r}_{ij}| - |\vec{r}_{ij}|$ from $i$ to $j$ and is given by

$$ \vec{F}^{(i)}_{\text{rep}} = \frac{\vec{r}_{ij} |\vec{r}_{ij}|}{1 + \varphi |\vec{r}_{ij}|}, $$

(C8)

where $r_{ij}$ is the typical repulsion length. In the original Vicsek model, the alignment force that particle $j$ exerts on particle $i$ is equal to $\hat{v}^{(j)}$ if particle $j$ is within a certain range of particle $i$ and equals 0 otherwise. Here, we use an exponential rather than a hard cutoff. We define

$$ \vec{F}^{(i)}_{\text{align}} = 2 \frac{\hat{v}^{(i)} |\vec{v}_0|}{1 + \varphi |\vec{v}_0|}. $$

(C9)

The exponential decay for the alignment force is slightly faster than the decay for the repulsive interactions. Note that the total force acting on particle $i$ also includes an alignment force due to particle $i$ itself. Since $\vec{F}_{\text{align}} = 0$, it follows that $\vec{F}^{(i)}_{\text{align}} = \vec{F}^{(i)}_{\text{align}}$. After updating the particle velocities according to Eq. (C5), the particle positions are updated by the following simple rule:

$$ \vec{r}^{(i)}(t + \Delta t) = \hat{v}^{(i)}(t) + \Delta t \cdot \hat{v}^{(i)}(t + \Delta t). $$

(C10)

We note that the above described model does not represent any physical process but was developed to demonstrate the novel algorithms in a more challenging system. The model is, therefore, unit-less. In the following, we set $\Delta t = 0.01$ and $r_{ij} = 1$ and express all time and length scales in terms of these units. The length of the periodic $x$ axis is set to 100. There is no limit on the $y$ axis, but particles are bounded by the axial potential. By setting $c_{\text{ax}} = 1$, the particles in the system under consideration are effectively bounded between $y \in [-0.75, 0.75]$. There are $N = 50$ particles in the domain, resulting in an average density of 1 particle per $3r_{ij}^2$. The absolute velocity of particles is set to $v_0 = 1$. Finally, the noise parameter $\eta$ is set to 0.1. This value is high enough for the particles to switch to the opposite $x$ direction but low enough to make the switching a rare event.

Figure 14 shows a typical time evolution (obtained from a dynamical simulation) of the $x$ and $y$ components of the average particle velocity in the system with self-propelled particles.

We define the stable regions $A$ and $B$ as all system configurations for which $(v_x < -0.75v_0)$ and $(v_x > 0.75v_0)$, respectively. The first interface for the flux calculation is simply set equal to the boundary of $A$. The path progress variable is defined using the $x$ and $y$ components of the velocities of all particles in the system, and we set $\alpha = 1/\Delta t$. In the PBCBMC method, we shoot 15 jets with a maximum path segment length of $50\Delta t$ and a final jet with segments that continue until reaching $A$ or $B$. The bias strength is set to $\beta = 5$. For the PPB method, interfaces are placed at the isolines of the path progress variable determined by the values $[0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5]$. In both methods, we run 10 trials per jet.
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Note that in RBFFS, pathways can relax as already pointed out but are created from scratch and are not created with respect to the previous path. As a result, it is hard to control the acceptance ratio.