INVERSE UNCERTAINTY QUANTIFICATION OF A CELL MODEL USING A GAUSSIAN PROCESS METAMODEL
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In order to accurately describe the mechanics of red blood cells (RBCs) and resulting fluid dynamics, a cell-resolved blood flow fluid solver is required. The parameters of the material model for the RBC membranes are carefully tuned to reproduce the behavior of real cells under various experimental conditions. In this work, uncertainty in the parameters of the material model for RBCs used in a model for RBC suspensions was estimated with Inverse Uncertainty Quantification (IUQ) using Bayesian Annealed Sequential Importance Sampling (BASIS). Due to the relatively high computational cost of the model, a Gaussian Process regression metamodel was trained in order to feasibly draw the large number of samples required to obtain an accurate posterior distribution estimate. Additionally, the identifiability of the model parameters was estimated using Sobol sensitivity indices. The elongation index of simulated RBCs in a perfect sheared environment was the model prediction used to calibrate model parameters. The results show good identifiability of the parameter defining the tensile properties of the cell membrane and viscosity ratio, and poor identifiability of the parameter defining the response of the cell surface while undergoing bending. This suggests that the latter should be identified using a different quantity of interest. Overall, the model outputs with the optimal values of the parameters obtained using the Gaussian Process metamodel match better or close to the measurements than the results with the parameters' values obtained with the original model. Therefore, we can conclude that it is a valid method to decrease the computational cost of IUQ of the model.
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1. INTRODUCTION

Uncertainty quantification (UQ) is a topic of increasing importance in computational bio-medicine. Recent studies have applied UQ to computational models simulating the human heart [1], coronary artery in-stent restenosis [2], and ascending thoracic aortic aneurysms [3]. To advance the understanding of the physiology by computational modeling, it is important to highlight potential sources of uncertainty in those models. Therefore, validation, verification, and uncertainty quantification of the computational models should be performed to assess their fidelity.

HemoCell (High performance MicrOscopic CELlular Library) is an open-source framework for modeling blood flow at the cellular level [4–6]. The goal of this work is to identify the distributions of the input parameters of the material model for red blood cells (RBCs) in HemoCell. The posterior distributions of the model parameters are obtained by calibrating the parameters and quantifying uncertainty of the calibrated parameters using ektacytometry data for both healthy and stiffened red blood cells [7]. This is realized by applying both sensitivity analysis and Bayesian inverse uncertainty quantification (IUQ) to the mechanical model for red blood cells in HemoCell. More precisely, an analysis on how the force parameters impact the deformation of a single RBC in a uniform shear flow
environment is presented. The elongation index, a measure of the deformation of an RBC, is a quantity of interest (QoI) in this study, and the sensitivity of the outcome deformation given a range of force coefficient variations is investigated.

Usually, Uncertainty Quantification methods require a large number of model evaluations in order to receive reliable estimations of uncertainty. If the model is computationally expensive, like HemoCell, which requires approximately 10 min, or more, wall clock time to compute an average deformation of a single red blood cell, it is often replaced by surrogate models [8–11] which are a computationally cheap approximation of the model response. In this work, to make it feasible to obtain a sufficiently large ensemble of the model outputs, a surrogate for the deformation of the HemoCell RBC model was built using the Gaussian process (GP) regression. The surrogate can be trained, per shear rate, in approximately 1 min wall clock time, and evaluated thereafter on the order of micro seconds. Further development of such a surrogate for the deformation of a red blood cell could be applied in future large-scale blood flow models, which incorporate the mechanics of the red blood cell [12].

The novelty of this work identifies the parameters, through the Bayesian Annealed Sequential Importance Sampling method [13], needed to create a healthy and a stiffened HemoCell RBC numerical model, which is based on experimental data. It has recently been identified, through numerical simulation, that stiffened RBCs in the blood stream, as a result of disease [14,15], can decrease the localization of platelets to the vessel wall [16]. This is important as rigid RBCs may impede the body from naturally preventing and stopping bleeding during a vessel injury. Developing reliable numerical RBC models is crucial to study the influences of diseases that affect the deformability of RBCs on flowing whole blood, which may not immediately be accessible via experiment. Previous UQ work has studied bulk flow phenomena of blood such as particle adhesion [17] and diffusion [18] by inferring the mechanics of individual red blood cells. To the best of our knowledge this is the first study to perform IUQ on the input parameters of a red blood cell model to study the direct output of the mechanics of a single red blood cell, namely the deformation, and additionally proposes a surrogate model for the deformation.

Thus, the main results of this work include the probability distribution functions of the parameters and their maximum a posteriori estimation: the link force parameter has the value of 38.8 k_BT for healthy and 117.2 k_BT for treated cell; the obtained value of the bending force parameter is 293.2 k_BT for healthy and 371.4 k_BT for treated cell; and the viscosity ratio has the value equal to 4.9 for healthy and 2.5 for treated cell. From sensitivity analysis, it is concluded that the identifiability of the bending force coefficient is low, therefore, the obtained value can be corrected by applying the method with another QoI. Additionally, this work proposes a surrogate model, for the deformation of the RBC model, which is obtained using the GP regression for IUQ. The metamodel is much faster to execute whereby it was possible to draw a much large number of samples. Hence, the results of the experiments with the GP metamodel outperform or very close to the results with the HemoCell model.

The paper is structured as follows. In Section 2, a brief description of the HemoCell model and the ektacytometry measurements are given. Section 3 explains the methods for IUQ, sensitivity analysis, and uncertainty propagation as well as the surrogate model used in this work. The results are presented in Section 4. Section 5 summarizes and concludes the findings of this work.

2. HEMOCYEL RED BLOOD CELL MODEL

Whole blood is a suspension of cells that exhibits complex non-Newtonian rheology, which is determined by its cellular components, mainly the red blood cells. In this work the free parameters of the HemoCell red blood cell material model [19] are the focus of the sensitivity analysis and Bayesian IUQ. HemoCell is a discrete element method used to describe the mechanical responses of a RBC membrane when undergoing deformation. The RBC membrane model is coupled, via the immersed boundary method, to the suspending blood plasma which is modeled with the lattice Boltzmann method. This model has been previously validated to replicate the deformation of a single RBC in pure shear flow, the membrane stretching in an optical tweezers experiment [19], and has been extended to model the viscosity contrast between the RBC cytoplasmic interior and the exterior blood plasma [20]. With the correct implementation of such a numerical RBC model, the non-Newtonian effects of flowing whole blood emerge as a result [19,21].

The free parameters of the HemoCell material model considered in this study are the link force coefficient κ_l, the bending force coefficient κ_b, and the interior viscosity contrast Λ. The link force coefficient scales the link force
which models the stretching and compression of the underlying spectrin-network, shown in Eq. (A1). The bending force coefficient $\kappa_b$ scales the bending force, shown in Eq. (A2), which models the bending response of the RBC membrane arising from the non-zero thickness of the spectrin network. Both $\kappa_l$ and $\kappa_b$ are temperature dependent and are reported in terms of the Boltzmann constant $k_b$ and $T$ the temperature, which is taken at room temperature of $T = 23^\circ\text{C}$. The force model of HemoCell is elaborated in the Appendix. As outlined in the validation of the numerical cell model [19], to reproduce the accurate mechanical behavior of the red blood cells we need to solve approximately 4000 equations per cell. The red cells are also coupled to the lattice Boltzmann fluid solver that solves the momentum exchange of the underlying blood plasma using a D3Q19 lattice [22], which results in $\approx 10^5$ elements that need to be computed in each step. This results in a typical wall time of 10 min for a simulation of sheared single cell over 5 milliseconds in low shear, running on one compute core. Bulk flow simulations, which typically include $10^3$ cells, require many days of wall time on approximately 300 compute cores.

In this research the free parameters of the HemoCell red blood cell material model [19–21] are analyzed by matching the elongation index computed by a sheared single RBC in HemoCell to elongation index measured via ektacytometry from the experiments of Gutierrez et al. [7]. This is analyzed over multiple shear rates. Deformation of RBCs in this work is classified by the measured/computed elongation index (EL) which is defined as

$$\text{EL} = \frac{a - b}{a + b},$$

where $a$ is the major axis and $b$ is the minor axis of an RBC membrane outline as it undergoes deformation due to shear. A schematic of a HemoCell RBC undergoing deformation due to shear is shown in Fig. 1. Presented in this paper is an extension of the HemoCell RBC model which aims to remain valid when undergoing much higher shear rates than previously studied, as well as proposing a new stiffened RBC model to represent RBCs with reduced deformability, such as those present in the case of diabetes.

2.1 Ektacytometry Elongation Index

The experimental elongation indices were measured from the deformation of real red blood cells using an ektacytometer. The experimental data, i.e., the elongation indices, were provided from a previous study by Gutierrez et al. [7] which measured the elongation index of healthy and stiffened RBCs across multiple shear stresses. Here collections of RBCs are sheared using the laser-assisted optical rotational cell analyzer (LORRCA; Mechatronics, Hoorn, The Netherlands) [23]. Elongation indices here are measured by the diffraction patterns of collections of RBCs undergoing increasing amount of applied shear. Elongation indices of healthy RBCs are shown as a blue line in Fig. 2 and stiffened RBCs treated with 0.5 mM tert-butyl hydroperoxide (TBHP) are shown as an orange line in Fig. 2. RBCs treated with TBHP results in a stiffened RBC membrane through oxidative stress, specifically causing spectrin and ankyrin degradation [24] of the cell membrane. This results in a chemically stiffened RBC model used to study the effects of decreased RBC deformability which is present in a variety of pathologies such as diabetes [14], sickle cell Anemia [15], malaria [25], and the human immunodeficiency virus (HIV) [26].

2.2 HemoCell Elongation Index

The numerical elongation indices from HemoCell are computed by fitting an ellipse to a single RBC in a perfect sheared environment. We follow previous single cell sheared simulations [19–21] where an RBC is placed in a

FIG. 1: The deformation of an RBC in a perfect sheared environment
FIG. 2: Cell deformation for both healthy RBCs and RBCs treated with 0.5 mM TBHP

periodic (in the $X$ direction) domain of dimensions $X = 20$, $Y = 20$, $Z = 10 \, \mu m$ where a constant velocity $V_x$ is provided at the top $+Y$ boundary, and $-V_x$ is provided at the bottom $-Y$ boundary of the simulation, resulting in a uniform shear along the $Y$ axis. In order to convert to shear stress we follow the relation between shear rate and shear stress $\dot{\gamma} = \frac{\tau}{\nu \rho}$, where $\tau$ is the shear stress, $\nu$ is the kinematic viscosity of the blood plasma, and $\rho$ is the density of the blood plasma. For the simulations we use the density of blood plasma $\rho = 1025 \, kg/m^3$ and we set the kinematic viscosity to an estimated value $\nu = 1.1 \times 10^{-6} \, m^2/s$. Ektacytometry is performed on a population of RBCs, and as a result the elongation index is from an aggregate of sheared RBCs. In simulation, however, elongation index is computed from a single RBC in shear flow. The approximation that a single-cell elongation index matches with an aggregate elongation index is a source of discrepancy in the input parameters for the IUQ analysis as well as the surrogate model. This discrepancy between the data and model output is characterized using a prediction error model when performing Bayesian inference.

Red blood cells naturally exhibit a tank treading motion where the cell maintains a nearly constant angular inclination in the direction of flow while the membrane makes a continuous rotation, like the treads of a tank [27]. The HemoCell RBC also exhibits tank treading motion in shear flow; however, due to the discretization of the membrane mesh the computed elongation index will not exactly converge to a fixed value, but will oscillate around a mean value (Fig. 3). This transient behavior in the HemoCell model does not introduce any significant energy error into the system. We note that at $\tau > 2.8 \, Pa$ the HemoCell model becomes numerically unstable. Due to the difference in force applied to the RBC at different shear rates, the lower shear stress simulations take longer wall time to converge to a stable oscillating elongation index than the higher shear stress simulations. Because of this reason we work in the characteristic timescale of strain $\dot{\gamma} t$, where each shear stress should exhibit the same convergence independent of shear rate. The evolution of the elongation measurements using the RBC model parameters determined in [19] and with the link force coefficient changed from $15 \, k_B T$ to $100 \, k_B T$ to simulate a stiffer RBC are shown in Fig. 3 in the left and right panels, respectively. We find that for the range of shear stresses used in the analysis the EL has

FIG. 3: Convergence of the EL while the RBC is being sheared using the default HemoCell RBC model parameters (left panel) and with $\kappa_l$ increased to $100 \, k_B T$ (right panel). The parameter $\kappa_l$ defines the tensile strength of the RBC membrane.
approximately converged around $\dot{\gamma} t = 7.5$ for all shear stress values, although lower shear stresses still seem to converge even before $\dot{\gamma} t = 5$. We shear the RBC until it has converged to a stable state at $\dot{\gamma} t_{\text{conv}} = 7.5$. After this the RBC is sheared until $t = 1.25 \times t_{\text{conv}}$, where the EL was measured at 10 evenly spaced time steps in the interval $[t_{\text{conv}},1.25 \times t_{\text{conv}}]$. We then take the arithmetic mean of the EL measurements as the Quantity of Interest (QoI) and the sample standard deviation of the EL measurements as the computational uncertainty.

3. UNCERTAINTY QUANTIFICATION AND PROPAGATION

3.1 Inverse Uncertainty Quantification

3.1.1 Bayesian Probability Modeling

The inverse Uncertainty Quantification was done using a Bayesian approach [28], where the parameters were calibrated using Bayesian updating. This was done by using Bayes’ rule with the joint density $f(\theta, D)$, where $\theta$ and $D$ are the modeling parameters and experimental dataset, respectively, to obtain

$$f(\theta|D) = \frac{f(D|\theta)\pi(\theta)}{f(D)}, \tag{2}$$

which is used to sample parameter values from the posterior $f(\theta|D)$ with the prior distribution $\pi(\theta)$ and the data likelihood given the parameters $f(D|\theta)$. The evidence $f(D)$ can be estimated from the prior and likelihood functions using

$$f(D) = \int_\Theta f(D|\theta)\pi(\theta)d\theta, \tag{3}$$

where we integrate over the full parameter space $\Theta$.

3.1.2 Model Formulation

The inputs of the model are defined by $\theta_m \in \mathbb{R}^{N_m}$, where $N_m$ is the number of model parameters. An experimental dataset is denoted by $D \equiv \{\hat{y}_j, j = 1, \ldots, N_\hat{y}\}$, where $N_\hat{y}$ is the number of observations. At the same time, the model predictions produced from simulations with particular values of the inputs $\theta_m$ are defined by $q(\theta_m|D) \in \mathbb{R}^{N_\hat{y}}$. Then, the measurements $\hat{y}$ can be written in terms of the model output and the discrepancy between the experimental data and the model response:

$$\hat{y} = q(\theta_m|D) + \varepsilon, \tag{4}$$

where $\varepsilon$ is the prediction error, which can be decomposed as

$$\varepsilon = \varepsilon^d + \varepsilon^c + \varepsilon^m. \tag{5}$$

Here, $\varepsilon^d$, $\varepsilon^c$, and $\varepsilon^m$ are given as the measurement, computational, and modeling uncertainties, respectively.

The measurement uncertainty $\varepsilon^d$ describes the uncertainty of the experimental data caused by the often limited accuracy of the measurements from experimental equipment, which is characterized by the measurement error for each observation, respectively. The computational uncertainty $\varepsilon^c$ describes the uncertainty from the variability of the model output. The modeling uncertainty $\varepsilon^m$ describes the uncertainty on the model output itself. This uncertainty comes from the epistemic uncertainty of the model, such as the uncertainties in the underlying modeling assumptions and numerical approximation errors. It also partially characterizes the discrepancy between the experimental data and the model output. In contrast to the other uncertainty terms, the parameters for this uncertainty term are generally not known a priori and are thus estimated along with the modeling parameters [29,30].
3.1.3 Prediction Error Modeling

In order to model the exact posterior distribution the likelihood needs to be modeled, which is dependent on the prediction error model. Here \( \theta = (\theta_m, \theta_e) \) is defined as the full set of input parameters, where \( \theta_m \) is the set of prediction error parameters used for modeling the uncertainties in the prediction error \( \varepsilon \) given in Eq. (5). \( \theta_m \) and \( \theta_e \) are assumed to be independent, where the prior \( \pi(\theta|M) \) is given by

\[
\pi(\theta) = \pi(\theta_m) \times \pi(\theta_e). \tag{6}
\]

In order to model the prediction error the maximum entropy principle is followed, which states that the distribution which best describes current knowledge is the distribution with the largest possible entropy given all known data [31]. When the interval of the possible output values is undefined for a continuous, real-valued function with a specified variance, the distribution with the largest entropy is a normal distribution. Assuming that the uncertainties are independent, the uncertainties can thus be modeled using zero-mean Gaussian random variables \( \varepsilon^d \sim \mathcal{N}(0, \Sigma^d) \), \( \varepsilon^c \sim \mathcal{N}(0, \Sigma^c) \), and \( \varepsilon^m \sim \mathcal{N}(0, \Sigma^m) \). The individual observations are assumed to be i.i.d. and thus uncorrelated. This implies that the covariance matrices of the uncertainties are diagonal matrices, which contain only variances. For the measurement error \( \Sigma^m_{ij} = \delta_{ij}(\sigma^m)^2 \) is used, where \( \sigma^m \) is the measured error for the \( i \)th observation in \( y \) and \( \delta_{ij} \) is the Kronecker delta. For the computational error \( \Sigma^c_{ij} = \delta_{ij}(\sigma^c)^2 \hat{y}_j^2 \) is used, where \( \sigma^c \) is determined by the variability in the model predictions or simulations. For the modeling error \( \Sigma^d_{ij} = \delta_{ij}(\sigma^d)^2 \hat{y}_j^2 \) is assumed. The set of prediction error parameters is given by \( \theta_c = \{ \sigma^m_i, \sigma^c, \ldots, \sigma^m_N \} \). However, since the HemoCell RBC model is assumed to behave similarly over the full range of shear stresses, the modeling variance is assumed to be homoscedastic, meaning that \( \sigma^m \) is assumed to be the same for all indices \( i \). The prediction error parameter set is thus simplified to \( \theta_e = \{ \sigma^m \} \), where \( \sigma^m \) is a scalar. The modeling standard deviation \( \sigma^m \) is determined during the Bayesian updating along with the modeling parameters. \( \sigma^m \) will tend to be relatively low when the discrepancy between the data and corresponding model output is small and relatively high when the discrepancy between the data and corresponding model output is large.

Since the uncertainties are assumed to be independent Gaussian random variables, the total uncertainty can be described using

\[
\varepsilon \sim \mathcal{N}(0, \Sigma(\theta_e)), \tag{7}
\]

with \( \Sigma(\theta_e) = \Sigma^d + \Sigma^c + \Sigma^m \). Using this prediction error term, the expression for the data likelihood can be obtained, which is given by the multivariate Gaussian

\[
f(D|\theta) = \mathcal{N}(\hat{y}|q(\theta_m|D), \Sigma(\theta_e)) = \frac{|\Sigma(\theta_e)|^{-1/2}}{(2\pi)^{N_y/2}} \exp\left(-\frac{1}{2} J(\theta, \hat{y})\right), \tag{8}
\]

where

\[
J(\theta, \hat{y}) = (\hat{y} - q(\theta_m|D))^T \Sigma^{-1}(\theta_e) (\hat{y} - q(\theta_m|D)). \tag{9}
\]

3.1.4 Bayesian Annealed Sequential Importance Sampling

In order to sample from the posterior distribution, Markov Chain Monte Carlo (MCMC) methods are often used. These MCMC methods are often variants of the Metropolis-Hastings (MH) algorithm. The details on derivation of the basic MH algorithm are described in [32]. There are many drawbacks to the MH algorithm. For instance, in order for the Markov chain to reach its stationary distribution, the MH algorithm often requires a long burn-in period where initial samples are discarded due to high correlations between these initial samples. Moreover, the algorithm is entirely sequential, which effectively limits any optimization efforts to the evaluation of the target distribution itself. A poorly chosen or tuned proposal distribution could also slow down the convergence to the stationary distribution or, in case of some multimodal or complicated distributions, cause the algorithm to get stuck on localized high-probability density regions. In order to address the problems with the convergence and the sequential nature of the MH algorithm, and to address the issue of choosing and tuning the proposal distribution, Bayesian Annealed Sequential Importance Sampling (BASIS) was used as the sampler for the inverse UQ.
BASIS is a method which uses a combination of Sequential Importance Sampling and MCMC to draw samples from multiple intermediate distributions. The intermediate distributions are given by
\[
f_j(\theta) \propto [f(D|\theta)]^{p_j} \pi(\theta)
\]
for \( j = 1, \ldots, s \), where \( 0 = p_0 < p_1 < p_s = 1 \). The exponent \( p_j \) is called the annealing parameter, since it is used to transition the intermediate distributions from the prior \( f_0(\theta) = \pi(\theta) \) at \( p_0 = 0 \) to the posterior \( f_s(\theta) \propto f(D|\theta)\pi(\theta) = p(\theta|D) \) at \( p_s = 1 \) in an annealed manner. The BASIS algorithm samples sequentially from each intermediate distribution through importance sampling, where every distribution is chosen adaptively using the annealing parameter \( p_j \), where \( p_j \) is chosen such that the coefficient of variation (CV) of the importance weights is equal to or less than some tolerance value \( \gamma_{CV} \), until the posterior distribution is reached at \( p_s = 1 \). The samples for every intermediate distribution are resampled from the previous distribution using the adaptively chosen importance weights. In order to reduce degeneracy resulting from repeated resampling, after every resampling step multiple parallel MCMC chains are constructed to generate unique samples from the resampled parameters. The details of the BASIS algorithm are described in [13].

3.2 Gaussian Process Regression Metamodeling

In order to improve the efficiency of the estimation of the posterior distribution for the parameters of the HemoCell model, a Gaussian Process (GP) Regression [33] model was trained as a surrogate model for the HemoCell model, which is much cheaper to evaluate and thus allows for more samples to be drawn from the posterior.

For the kernel of the GP model, we used the sum-kernel with the following covariance:
\[
k(x_i, x_j) = \exp\left( -\frac{1}{2} d(x_i/l, x_j/l)^2 \right) + c \delta[x_i = x_j],
\]
where \( x_i \) and \( x_j \) are two input vectors, \( l \) is a length-scale hyperparameter, \( c \) is a noise-level hyperparameter, and \( d(\cdot, \cdot) \) is the Euclidean distance between the scaled input vectors. The first term is a squared exponential kernel and the second term is a noise-level estimation kernel. The length-scale hyperparameter \( l \) was chosen to be anisotropic, which means that the term \( x_i/l \) in Eq. (11) denotes an element-wise division of the elements of the input vector \( x_i \) by the corresponding elements of the length scale vector \( l \). For the analysis the GP model implementation from scikit-learn [34] was used, which is based on Algorithm 2.1 in [33].

A full Bayesian analysis using a surrogate model is often computationally expensive and intractable, since in this case the posterior distribution would also be dependent on the hyperparameters of the surrogate model which subsequently need to be marginalized out to yield the calibrated model parameters. Therefore a modular Bayesian approach [30] with a pretrained surrogate model was used for the Inverse UQ analysis. In the modular approach the hyperparameters of the GP surrogate model are first separately estimated by training the model using, for example, maximum likelihood estimation. The estimated hyperparameters are then used to perform the Bayesian inference with the resulting GP metamodel.

The training data for the surrogate model were obtained by running the model 500 times with different parameter values for each shear rate used in the analysis. The parameters were sampled using a Maximin Latin-Hypercube design, implemented in the pyDOE (https://pythonhosted.org/pyDOE/) Python package for experimental design, separately for each shear rate within the limits of the priors used for the Inverse UQ analysis, which can be found in Table 1. This sampling method maximizes the distance between the points inside the parameter space and thus

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Distribution</th>
<th>Lower Limit</th>
<th>Upper Limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link force coefficient</td>
<td>( \kappa_b )</td>
<td>Uniform</td>
<td>10 ( k_B T )</td>
<td>300 ( k_B T )</td>
</tr>
<tr>
<td>Bending force coefficient</td>
<td>( \kappa_k )</td>
<td>Uniform</td>
<td>50 ( k_B T )</td>
<td>400 ( k_B T )</td>
</tr>
<tr>
<td>Viscosity contrast</td>
<td>( \Lambda )</td>
<td>Uniform</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>Modeling uncertainty</td>
<td>( \sigma^{\text{nu}} )</td>
<td>Uniform</td>
<td>0.001</td>
<td>0.1</td>
</tr>
</tbody>
</table>

TABLE 1: Prior distributions of the parameters used in the Inverse UQ analysis
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increases the likelihood for any parameter set to be inside the convex hull of the training set. This prevents the GP model from making model predictions through extrapolation, given that GP models are better interpolators than they are extrapolators. Additionally, because the training samples were drawn only for the shear stresses used in the data set, a separate GP model was trained for each shear stress. This yielded an overall smaller number of parameters for the aggregate surrogate model and significantly reduced the cost of training and evaluation at a negligible cost in overall accuracy.

In order to estimate the predictivity of the metamodel the predictivity coefficient

\[
Q_2 = 1 - \frac{\sum_{i=1}^{N_t} (q(\theta_i|D) - q_{\text{GP}}(\theta_i|D))^2}{\sum_{i=1}^{N_t} (q(\theta_i|D) - \bar{q})^2}
\]

(12)

was calculated, where \(q_{\text{GP}}(\theta|D)\) is a GP model QoI prediction and \(\bar{q}\) is the sample mean of the HemoCell RBC model QoIs calculated from \(N_t\) test samples. The parameter samples used to estimate the sensitivity indices which do not result in failed simulations were reused as the test set, since these samples were generated using the low-discrepancy Sobol sequence, which provides test samples which are uniformly distributed over the explored parameter space. Using the trained GP model on this test set yielded a predictivity coefficient of \(Q_2 \approx 0.998\). Since \(Q_2 \geq 0.7\) is often considered a satisfactory approximation of the full model [35], the surrogate GP model was deemed to be a sufficiently accurate approximator to predict the HemoCell RBC model output.

### 3.3 Sensitivity Analysis

The results of sensitivity analysis were used to predict the identifiability of the parameter distributions with the given priors [36]. In order to estimate the sensitivity of the model output to the model parameters, first-order (\(S_i\)) and total (\(S^T_i\)) Sobol sensitivity indices were estimated [37,38]:

\[
S_i = \frac{\operatorname{Var}_{\theta_i}(E_{\theta_{\sim i}}[q(\theta)|\theta_i])}{\operatorname{Var}(q(\theta))},
\]

\[
S^T_i = \frac{E_{\theta_{\sim i}}(\operatorname{Var}_{\theta_i}[q(\theta)|\theta_{\sim i}])}{\operatorname{Var}(q(\theta))},
\]

(13)

where \(\operatorname{Var}(q(\theta))\) is the variance of the model output, \(\operatorname{Var}_{\theta_i}(E_{\theta_{\sim i}}[q(\theta)|\theta_i])\) is the variance of the term in the analysis of variance (ANOVA) decomposition of the model function [39] that depends only on the parameter \(\theta_i\), and \(E_{\theta_{\sim i}}(\operatorname{Var}_{\theta_i}[q(\theta)|\theta_{\sim i}])\) is the variance of the sum of all the terms in the decomposition which contain \(\theta_i\). Here, \(\theta_i\) denotes the \(i\)th element of \(\theta\) and \(\theta_{\sim i}\) the set of all elements of \(\theta\) except the \(i\)th element.

The sensitivity indices were calculated by estimating the partial variances from Eq. (13) using the Monte Carlo estimators suggested in [38]:

\[
\operatorname{Var}_{\theta_i}(E_{\theta_{\sim i}}[q(\theta)|\theta_i]) \approx \frac{1}{N} \sum_{j=1}^{N} q(\theta_{j+N}^\theta) \left( q(\theta_{j,N}^\theta, \theta_{i(j+N)}^\theta) - q(\theta_{j}^\theta) \right),
\]

\[
E_{\theta_{\sim i}}(\operatorname{Var}_{\theta_i}(q(\theta)|\theta_{\sim i})) \approx \frac{1}{2N} \sum_{j=1}^{N} \left( q(\theta_{j}^\theta) - q(\theta_{j,N}^\theta, \theta_{i(j+N)}^\theta) \right)^2,
\]

(14)

where \(q(\theta_{j}^\theta)\) and \(q(\theta_{j,N}^\theta, \theta_{i(j+N)}^\theta)\) are two model runs with different values of the inputs sampled from their distributions, then, the model run \(q(\theta_{j,N}^\theta, \theta_{i(j+N)}^\theta)\) have the same values of \(\theta_{i(j+N)}^\theta\) as for \(q(\theta_{j}^\theta)\) and the value of \(\theta_{i(j+N)}^\theta\) as in \(q(\theta_{j}^\theta)\), and \(N(N_m + 2)\) is the total number of models run required to estimate the sensitivity indices for each of the input.
3.4 Uncertainty Propagation

The uncertainty on the parameters $\theta$ can be propagated to the model predictions of the QoI $q(\theta|D)$ using the posterior distribution of the parameters $f(\theta|D)$ [9]. If $q(\theta|D)$ is a probabilistic function with probability density function $f(q|\theta, D)$, the parameters sampled from the posterior can be used to compute the posterior robust distribution of the output $q(\theta|D)$

$$f(q|D) = \int_{\Theta} f(q|\theta, D) f(\theta|D) d\theta. \quad (15)$$

If the exact distribution $f(q|D)$ is unknown or complicated, $f(q|D)$ can also be estimated using Gaussian Kernel density estimation (KDE).

4. RESULTS

4.1 Setup

Since the BASIS algorithm is largely a tune-free algorithm, there are relatively few hyperparameters. The tolerance for the CV function and the scaling parameter for the covariance matrix of the proposal distribution were set to $\gamma_{CV} = 1$ and $\beta = 0.2$, respectively, which were suggested by [40]. Because of the long simulation time needed for the HemoCell RBC model, the maximum chain length and burn-in period were set to $l_{\text{max}} = 1$ and $n_{\text{burn}} = 0$, respectively, for the HemoCell RBC model for an optimal parallel work load balance. This should minimize the bias in the results due to the inhomogeneous Markov chain lengths, but could reduce the sampling efficiency if the posterior is very peaked. In order to ensure that the posterior for the GP model would sufficiently converge and to reduce the bias in the results, the maximum chain length and the number of burn-in MCMC steps for the BASIS algorithm were set to $l_{\text{max}} = 1$ and $n_{\text{burn}} = 10$, respectively, for the GP model.

The priors used for the Inverse UQ are shown in Table 1. Due to a lack of prior information about the optimal parameter range and high probability density regions in the parameter space, only uninformative priors were chosen in the form of uniform distributions. The limits were chosen such that the validated parameter values for the HemoCell RBC model were within the bounds of the prior by a relatively wide margin. The sensitivity indices were estimated for the HemoCell RBC parameters using the same limits as used by the priors.

Because of the high computational cost of the RBC shearing simulations only 1000 samples were drawn for the IUQ with the HemoCell RBC model. Since the GP model is much cheaper to evaluate than the HemoCell RBC model, 10,000 samples were drawn for the IUQ with the GP model.

4.2 Sensitivity Analysis

The sensitivity analysis was performed on the HemoCell RBC model to gauge for indications of possible unidentifiability for the RBC model parameters. The results of the sensitivity analysis are shown in Fig. 4. The SIs of the link force coefficient have values close to one. Hence, this parameter is an important model parameter and its identifiability in IUQ is expected to be high. On the contrary the bending force coefficient has low values of SIs and its poor identifiability is expected. The viscosity contrast variability slightly affects the model output with the SIs values up to 0.12 for high values of the shear stress and this parameter is expected to be identifiable.

4.3 Inverse Uncertainty Quantification

A comparison of the one-dimensional marginalized distributions of the parameters, approximated using 1D Gaussian Kernel Density Estimations (KDE), which were obtained with the HemoCell model and the GP surrogate model, is shown in Fig. 5. As was expected from sensitivity analysis, the link force coefficient and the viscosity contrast were identifiable and the results with the GP surrogate model approximate the HemoCell model distributions of these parameters well for the healthy cell. The GP model distributions of these parameters for the treated cell do not match the HemoCell model distributions very well, though. This could be explained by the fact that a significantly lower
FIG. 4: SA results with the HemoCell RBC model, where $\kappa_l$, $\kappa_b$, and $\Lambda$ are the link force coefficient, bending force coefficient, and viscosity ratio, respectively.

FIG. 5: 1D marginalized distributions obtained with the HemoCell and GP models for the healthy cell data (top row) and the stiffened cell data (bottom row).

The number of samples was drawn with the HemoCell model and the convergence of these results was not reached. It could also be explained by the fact that the epistemic uncertainty arising from the small number of experimental data points used for the likelihood may add bias to the posterior of the GP model when combined with the errors in the GP model predictions. At the same time, the distribution of the bending force coefficient was not identified well and its approximation by the GP yielded a poor match.

The marginal distributions of $\sigma_m$ for both the healthy and treated cells are also shown in Fig. 5. In both cases the modes of the posterior marginals are positioned closer to the lower bound of the prior of $\sigma_m$. This adds validity to the modeling assumption that the prediction errors are zero-mean Gaussian distributed, which suggests that the HemoCell model is correct on average.

The comparisons between the two-dimensional marginalized distributions obtained using the HemoCell and GP models are presented for the healthy RBC data in Fig. 6 and for the 0.5 mM TBHP treated RBC data in Fig. 7.
FIG. 6: 2D marginalized distributions obtained with the HemoCell (left column) and GP (right column) models for the healthy cell data

These results were approximated using 2D Gaussian KDEs. As with the one-dimensional results, the GP surrogate model approximates the distributions well in the direction of the link force coefficient and viscosity contrast, while yielding a slightly poorer match in the direction of the bending force coefficient. Additionally, a strong correlation is found between the link force coefficient and the viscosity contrast, which is also captured by the GP model.

The Maximum a posteriori (MAP) parameters and statistics from the estimated posteriors for both the HemoCell RBC model and the GP metamodel are shown in Table 2. The MAP parameters were found by computing the posterior density values obtained by multiplying the likelihood values with the prior values of the posterior samples and choosing the posterior sample which yields the highest posterior density value. Comparing the MAP parameters between both models showed the relative differences from about 13 to 58% between the optimal parameters. The relative differences in the mean value are significantly smaller for both healthy and treated cells and they are varying from approximately 1.6 to 7.1%. For the standard deviation, these values vary from 7.1 to 36.5%. In particular, as
It is reflected in the plots with 1D marginalised distributions, the healthy cell results for the link force coefficient and viscosity ratio obtained with the HemoCell model and with the GP metamodel match better than for the treated cell. This can mean that for the healthy cell, the convergence of the HemoCell results could be almost achieved, and which is probably not the case for the treated cell results. Moreover, as it is stated above, the difference between the HemoCell and GP model statistics is at least in part due to the low amount of experimental data points (epistemic uncertainty) combined with the error in the GP model predictions.

Additionally, the shift in the optimal values, for instance the shift in the MAP of $\kappa_l$ from 38.8 in the healthy case to 117.2 in the diseased case, is physically expected. This is the stiffening of the RBC. Physiologically this is due to the oxidative stress induced by TBHP treatment, which causes spectrin and ankyrin degradation [24]. The spectrin network is modelled in the HemoCell model through the link force, and an increase in the link force coefficient $\kappa_l$ results in an increase in the stiffness of the RBC. The result of the sensitivity analysis, given in this report, identified that the link force coefficient is this most important parameter for RBC stiffening.
**TABLE 2:** Optimal parameters and statistics obtained from the Inverse UQ. The parameters $\kappa_l$ and $\kappa_b$ are implicitly scaled with $k_B T$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>HemoCell</th>
<th>Gaussian process regression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu_{HC}$</td>
<td>$\sigma_{HC}$</td>
</tr>
<tr>
<td>Healthy RBC data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\kappa_l$</td>
<td>38.8</td>
<td>38.6</td>
</tr>
<tr>
<td>$\kappa_b$</td>
<td>293.2</td>
<td>282.2</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>4.9</td>
<td>5.2</td>
</tr>
<tr>
<td>$\sigma_{\mu}$</td>
<td>0.014</td>
<td>0.026</td>
</tr>
<tr>
<td>Treated RBC data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\kappa_l$</td>
<td>117.2</td>
<td>118.5</td>
</tr>
<tr>
<td>$\kappa_b$</td>
<td>371.4</td>
<td>312.5</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>2.5</td>
<td>2.8</td>
</tr>
<tr>
<td>$\sigma_{\mu}$</td>
<td>0.027</td>
<td>0.041</td>
</tr>
</tbody>
</table>

4.3.1 Speed-Up

The evaluation times for the HemoCell model range from approximately 1 h and 10 min to 5 min wall clock time per core decreasing with the shear stress, while the GP surrogate model has an evaluation time of approximately 320 $\mu$s wall clock time per core regardless of the shear stress. Additionally, because separate models are trained for each shear stress, the GP surrogate model is trained within approximately 1 min wall clock time.

Whereas the surrogate model, once the training samples are obtained, can be trained and evaluated in a short amount of time on a single core, the large simulation times for the HemoCell RBC model require a highly parallel implementation of the BASIS algorithm. The BASIS algorithm was implemented in Python where multiple model evaluations were performed in parallel using concurrent processes executed by the Python subprocess module. The implementation was further parallelized for cluster computing by implementing communication between multiple multi-core processors on a supercomputer using a server-client model with network sockets. The analysis of the HemoCell RBC model using the parallel implementation of the BASIS algorithm was run on the Dutch National Supercomputer Cartesius with up to 720 concurrently running processes using multiple 24-core nodes. This implementation reduced the run time of the BASIS algorithm to up to approximately 7 h per 1000 parameter set evaluations.

4.4 Uncertainty Propagation

The results of the propagation of uncertainty with the parameters values obtained with the HemoCell and GP models are presented in Fig. 8 for both the healthy and the treated cells. The top plot includes the HemoCell model results run with the optimal values for different values of the shear stress where the solid lines are results with the HemoCell MAP values, and the dashed lines indicate the model output with the GP MAP values. These results show that both experiments produce a good approximation of the optimal values of the input parameters.

Uncertainty in the output of the HemoCell model estimated by the propagation of the obtained posterior distributions of the parameters is illustrated using the violin plots. This uncertainty must be taken into account in future simulations with the HemoCell model.

Additionally, for comparison, the measurement data are shown as a scatter plot (black dots). A more detailed comparison is shown in the plots below, where the absolute errors between the measurements and the model output with the MAP values of the parameters are presented. These plots for both healthy and treated cells show that for most values of the shear stress the GP results outperform or close to the results with the HemoCell estimators.

The bottom plot illustrates the converged healthy (shown in red) and treated (shown in blue) RBC shapes using the optimal parameters at each shear stress.
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FIG. 8: Uncertainty Propagation results. Top plot: the results of uncertainty from the HemoCell model to the output are visualized using violin plots for the UQ analysis on the healthy and treated RBC data. The model outputs using the optimal MAP parameters for both models applied to both the healthy and treated RBC data are also plotted. Middle plots: the absolute error between the measurements data and the outputs of the HemoCell and GP models with the optimal parameters. Bottom plots: the converged healthy and treated RBC shapes with the optimal parameters at different values of the shear stress.
5. CONCLUSIONS

As predicted by the Sensitivity Analysis results, the link force coefficient and viscosity ratio were identified within reasonable uncertainty to influence the stiffening of the HemoCell RBC model. This is highlighted from the posterior marginals having a single clearly identifiable mode. The identifiability of these parameters were observed from the analysis of both healthy and treated cells using both the HemoCell model and the surrogate model. The poor identifiability of the bending force coefficient was also within expectations. The distribution of this parameter should be identified with another model output that depends heavily on the bending force coefficient.

Overall, a good match of the marginal distributions obtained with the HemoCell model and the metamodel is shown for the healthy cell. The results for the treated cell differ more visibly. This discrepancy might be because of a possible bias in the posterior marginals of the HemoCell model due to a relatively low number of samples. This can be suggested by the fact that, for the treated cell, the optimal values obtained with the GP model yield an output either closer to the experiment measurements or similar to the output yielded from the HemoCell optimal values. This is consistent across most values of shear stress.

This demonstrates that a Gaussian Process Regression model may provide a useful surrogate model for the HemoCell RBC model in the context of parameter calibration and uncertainty quantification. For the RBC shearing problem, replacing the HemoCell model with the GP surrogate model offered a trade-off of slightly lower accuracy in parameter estimation for a performance increase of five to seven orders of magnitude, which depends on the shear stress. This performance increase allowed a drastic increase in the number of samples to be drawn for the Inverse UQ analysis, while running on a single core. This yielded a more precise estimate for the exact posterior of the surrogate model.

In summary, we conclude that BASIS is an efficient method for Inverse UQ due to its parallel nature. Additionally, substituting the original model by a surrogate is a valid approach to reduce the computational burden of the method. In future work, the surrogate model could predict the size of the collision cross section of an RBC which will depend on a local shear rate. The results presented in this paper could also be extended to more numerical RBC material validations. Namely the optical-tweezer experiment [41] as well as stiffer RBCs treated with higher concentrations of TBHP.
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APPENDIX. HEMOCCELL MATERIAL MODEL

The HemoCell material model is a constitutive force model comprising four discrete forces that describe the mechanical properties of the RBC membrane. The two physical forces, the link and bending force, are elaborated here as they are used in this research. The area and volume force are left out of this description as they do not represent physical forces and are out of the scope of this research. More detailed description of the implantation and validation of the original model can be found in [19].

The link force captures the stretching and compression of the underlying spectrin network of the RBC and is written as follows:

$$F_{\text{link}} = -\kappa_l dL L_0 \left[ 1 + \frac{1}{\tau_i^2 - dL^2} \right].$$  \hspace{1cm} (A1)

Here $dL = (L_i - L_0)/L_0$ is the normal strain defined as the relative deviation from the equilibrium length $L_0$. $\tau_i$ is the relative expansion ratio, chosen to be 3, when the spectrin network reaches its persistence-length. The persistence length of a spectrin filament was chosen to be $p = 7.5$ nm. The link force coefficient is given by $\kappa_l$.

The bending force represents the bending response of the membrane arising primarily from the non-zero thickness of the spectrin network and is calculated between two neighboring surface elements:

$$F_{\text{bend}} = -\kappa_b d\theta L_0 \left[ 1 + \frac{1}{\tau_b^2 + d\theta^2} \right].$$  \hspace{1cm} (A2)

Here $d\theta = \theta_i - \theta_0$ and since we chose a lattice fluid resolution of $L_0 = 0.5$ $\mu$m the limiting angle is chosen to be $\tau_b = \pi/6$. The bending force coefficient is given by $\kappa_b$. 
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