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A search for the $Z\gamma$ decay mode of the Higgs boson in $pp$ collisions at $\sqrt{s} = 13$ TeV with the ATLAS detector

The ATLAS Collaboration

1. Introduction

A new boson [1,2] was discovered in 2012 by the ATLAS and CMS Collaborations. The observed properties of the particle, such as its couplings to Standard Model (SM) elementary particles, its spin and its parity, are so far consistent with the predictions for a SM Higgs boson ($H$) [3–7]. The mass of this boson was determined by the ATLAS and CMS Collaborations to be $m_H = 125.09 \pm 0.21 \text{(stat)} \pm 0.11 \text{(syst)}$ GeV using the LHC Run 1 data set [8]. Subsequent measurements, by both collaborations during the LHC Run 2, are published [9–11] and are consistent with this value.

The SM Higgs boson can decay into $Z\gamma$ through loop diagrams and the branching ratio is predicted to be $B(H \to Z\gamma) = (1.54 \pm 0.09) \times 10^{-3}$ at $m_H = 125.09$ GeV [12]. It can differ from the SM value for several scenarios beyond the SM, for example, if the Higgs boson were a neutral scalar of different origin [13,14], or a composite state [15]. Different branching ratios are also expected for models with additional colourless charged scalars, leptons or vector bosons that couple to the Higgs boson, due to their contributions via loop corrections [16–18].

Final states where the $Z$ boson decays into electron or muon pairs can be efficiently triggered and clearly distinguished from background events produced in $pp$ collisions. In addition, the $Z(\to \ell\ell)\gamma$ ($\ell = e$ or $\mu$) final state can be reconstructed completely with good invariant mass resolution and relatively small backgrounds.

Previous searches for the $H \to Z(\to \ell\ell)\gamma$ decay by the ATLAS and CMS Collaborations use the full $pp$ data sets collected at $\sqrt{s} = 7$ and 8 TeV [19,20] and partial data sets collected at 13 TeV [21,22]. In all cases, no significant excess of events above the expected background is observed around the Higgs boson mass. Prior to the present study, the ATLAS Collaboration reported an observed (expected assuming the presence of a SM Higgs boson signal) upper limit on the production cross-section times branching ratio for $pp \to H \to Z\gamma$ of 6.6 (5.2) times the SM prediction at 95% confidence level for a Higgs boson with $m_H = 125.09$ GeV using a sample corresponding to an integrated luminosity of 36.1 fb$^{-1}$ [21]. The CMS Collaboration reported an observed (expected assuming the presence of a SM Higgs boson signal) upper limit of 7.4 (6.0) times the SM prediction for a Higgs boson with $m_H = 125$ GeV using a sample corresponding to an integrated luminosity of 35.9 fb$^{-1}$ [22].

An updated search for decays of the Higgs boson into $Z\gamma$ with the $Z$ boson decaying into electron or muon pairs is detailed in this letter. The search uses $pp$ collision data recorded at $\sqrt{s} = 13$ TeV with the ATLAS detector at the LHC from 2015 to 2018, corresponding to a total integrated luminosity of 139 fb$^{-1}$. Important improvements in this analysis compared with the previous one [21], including an increase in the size of the data set, an improved event categorisation, and optimised lepton and photon identification criteria. Events with at least one photon and two electrons or muons of opposite charge are classified into six mutually exclusive categories which are designed to enhance the sensitivity to the presence of the SM Higgs boson decaying into $Z\gamma$. The dominant background is the irreducible non-resonant production of $Z$ bosons together with photons. A simultaneous fit to the reconstructed $Z\gamma$ invariant mass distributions in all the categories is performed to extract the overall $H \to Z\gamma$ signal yield.
2. ATLAS detector and data sample

The ATLAS detector [23,24] at the LHC is a multiparticle particle detector with a forward–backward symmetric cylindrical geometry and a near 4π coverage in solid angle.\(^1\) It consists of an inner tracking detector (ID) surrounded by a thin superconducting solenoid, electromagnetic (EM) and hadronic calorimeters, and a muon spectrometer (MS) incorporating three large air-core toroidal magnets with eight coils each.

A two-level trigger system [25] was used during the \(\sqrt{s} = 13\) TeV data-taking period. The first-level trigger (L1) is implemented in hardware and uses a subset of the detector information. This is followed by a software-based high-level trigger which runs algorithms similar to those in the offline reconstruction software, reducing the event rate to approximately 1 kHz from the maximum L1 rate of 100 kHz.

The events were collected with triggers requiring either one or two electrons or muons in the event. Due to the increasing luminosity, the transverse momentum (\(p_T\)) thresholds were increased slightly during the data-taking periods. At the highest instantaneous luminosity recorded, the lowest \(p_T\) threshold for the single-muon trigger was 26 GeV. For the dimuon trigger, asymmetric \(p_T\) thresholds of 22 GeV and 8 GeV were used. The \(p_T\) threshold was 26 GeV for the single-electron trigger and 17 GeV for both electrons in the dielectron trigger. These lowest-threshold triggers were complemented by triggers with higher thresholds but looser lepton identification criteria. For \(H \rightarrow Z\gamma\) events that pass the full analysis selection, described in Section 4, the trigger selection is 95.6% efficient for the \(ee\) final state and 92.2% efficient for the \(\mu\mu\gamma\) final state. The trigger efficiency has been measured to an accuracy better than 2%. After applying trigger and data quality requirements, the integrated luminosity of the data used in this search corresponds to \(139 \pm 2.4\) fb\(^{-1}\). The average number of pp interactions per bunch crossing (pile-up) ranged from about 13 in 2015 to about 39 in 2018, with a peak instantaneous luminosity of \(2 \times 10^{34}\) cm\(^{-2}\) s\(^{-1}\).

3. Simulation samples

Simulated Monte Carlo (MC) events of the signal and dominant backgrounds are used to optimise the search strategy. The generated MC events, unless stated otherwise, were processed with the detailed ATLAS detector simulation [26] based on GEANT4 [27]. The effects of pile-up were generated with PYTHIA 8.186 [28] using the NNPDF2.3LO set of parton distribution functions (PDFs) [29] and the A3 parameter tune [30]. The MC events were weighted to reproduce the distribution of the number of interactions per bunch crossing observed in the data.

In order to improve the description of the data, simulated events were corrected to ensure that the efficiencies for the reconstruction and identification of objects match those measured in data. The corrections include those applied to trigger, reconstruction, identification and isolation efficiencies for electrons and muons, identification and selection efficiencies for photons, and selection efficiency for jets [31,32]. Similarly, momentum and energy scale and resolution corrections for simulated objects were also taken into account.

The mass of the Higgs boson for all simulated samples was chosen to be \(m_H = 125\) GeV and the corresponding width is \(\Gamma_H = 4.1\) MeV [12]. The samples were normalised with the latest available theoretical calculations of the corresponding SM production cross-sections at \(m_H = 125.09\) GeV via gluon–gluon fusion (ggF) [12,33–44], via vector-boson fusion (VBF) [12,45–47], in association with a vector boson (VH, where \(V = W\) or a Z boson) [12,48–55] and with a top-quark pair (ttH) [12,56–59]. The branching ratio is calculated at leading order in QCD [12,60–63] and it has been shown that higher order QCD corrections have a small impact on the estimated coupling strength [64–66].

The production of the SM Higgs boson was modelled with the Powheg-Box v2 Monte Carlo event generator [67–71], as described in Ref. [72] and summarised in Table 1. PYTHIA 8 [28] was used to simulate the \(H \rightarrow Z\gamma\) decay as well as to provide parton showering, hadronisation and the underlying event. Other Higgs boson production processes are not considered as their contributions to the total Higgs boson production cross-section are of the order of 0.1% or less. All four production modes of the Higgs boson considered contribute to the signal in this analysis and their relative yields were fixed to the SM predictions. Contributions from \(H \rightarrow \mu\mu\) (where the reconstructed photon originates from QED final-state radiation) were evaluated using samples produced in the same manner and are considered as a potential background in this analysis. The impact of interference between Higgs bosons decays with the same final-state signature (\(H \rightarrow \gamma\gamma', \gamma' \rightarrow e^+e^-/\mu^+\mu^-\) and \(H \rightarrow \mu\mu\)) is expected to be negligible in the Standard Model [73] and is neglected.

Additional samples of Higgs bosons produced by gluon–gluon fusion are used for studies of theoretical uncertainties. A sample with multiple parton interactions disabled is used to study the uncertainties in the signal acceptance related to the modelling of non-perturbative quantum chromodynamics (QCD) effects. A sample generated with MadGraph5_aMC@NLO [74] using the NNPDF30 PDF [75,76] set, which includes up to two jets and next-to-leading-order (NLO) accuracy in QCD using the FxFx merging scheme [74,77], is used to study the ggF acceptance in the analysis categories.

The background in this analysis originates mainly from nonresonant production of a Z boson and a photon (\(Z\gamma\)), with a

---

\(^1\) The ATLAS experiment uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upward. Polar coordinates \((r, \phi)\) are used in the transverse plane. The polar angle \((\theta)\) is measured from the positive z-axis and the azimuthal angle \((\phi)\) is measured from the positive x-axis in the transverse plane. The pseudorapidity is defined as \(\eta = \ln(\tan(\theta/2))\). Angular distance is measured in units of \(\Delta \Phi = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}\).
smaller contribution from the production of $Z$ bosons in association with jets ($Z + \text{jets}$), with one jet misidentified as a photon.

A large sample of background $Z\gamma$ events was simulated with the MadGraph5 aMC@NLO generator using a fast simulation of the calorimeter response [79]. It was produced at NLO precision in QCD for up to one additional parton and leading-order (LO) accuracy in QCD for up to three additional partons using the NNPDF3.0nlo PDF set [76]. The matrix elements were matched and merged with the Sherpa parton shower [80,81] using the MEPS@NLO prescription [82–85].

The electroweak production of $Z\gamma jj$ with jets originating from the fragmentation of partons arising from electroweak vertices is also considered. It was generated at LO accuracy in QCD using MadGraph5 aMC@NLO 2.3.3 with no additional partons in the final state, which is orthogonal to the $Z\gamma$ simulation with Sherpa. The NNPDF3.0 LO PDF set [76] was used for the generation of the events, and the hadronisation, parton shower and the underlying event of the events was modelled using Pythia 8.122 with the A14 parameter tune [86].

The background originating from $Z + \text{jets}$ is estimated using a data-driven technique which is validated using a sample simulated with the PowHeg-Box v1 MC generator [68–70] at NLO accuracy in QCD. It was interfaced to Pythia 8.186 for the modelling of the parton shower, hadronisation and the underlying event with parameters set according to the AZNLO tune [87]. The CT10 PDF set [88] was used for the hard-scattering processes, whereas the CTEQ6L1 PDF set [89] was used for the parton shower.

4. Event selection, reconstruction and categorisation

Events are required to have at least one photon candidate and at least two same-flavour opposite-charge leptons, $(\ell = e, \mu)$, associated with a primary vertex candidate. This primary vertex candidate is reconstructed from charged particles (tracks) in the ID with transverse momentum $p_T > 500$ MeV, and is defined to be the one with the largest sum of the squared transverse momenta of the associated tracks.

Muon candidates are required to have a high-quality track in the ID or the MS, satisfy the medium identification criteria, be within $|\eta| < 2.7$ and have $p_T > 10$ GeV [32]. Electron and photon candidates are reconstructed from topological clusters of energy deposits in the EM calorimeter, and in the case of an electron, a track in the ID matched to the cluster [31,101]. Electron and photon candidates in the transition region between the barrel and endcap EM calorimeters, $1.37 < |\eta| < 1.52$, are excluded. Electrons are required to satisfy loose likelihood-based identification criteria [31], have $p_T > 10$ GeV and be within $|\eta| < 2.47$, while photon candidates are required to satisfy $p_T > 10$ GeV, $|\eta| < 2.37$ and the tight identification criteria. Compared with the previous ATLAS publication [21] the electron identification criteria is looser, improving signal acceptance, and the photon identification has been updated to improve efficiency in the transverse momentum range $10$ GeV–$35$ GeV. The lepton and photon candidates are also required to be isolated from additional activity in the tracking detector and in the calorimeters. Contributions to the energy deposited in the calorimeters originating from the underlying events and pile-up are corrected for on an event-by-event basis using the method described in Refs. [102–104].

In order to ensure that muon and electron candidates originate from the primary vertex, it is required that the longitudinal impact parameter, $\Delta z_0$, computed relative to the primary vertex position, satisfies $|\Delta z_0 \cdot \sin \theta| < 0.5$ mm, where $\theta$ is the polar angle of the track. Additionally, to suppress leptons from heavy-flavour decays the significance of the transverse impact parameter $d_0$ calculated relative to the measured beam-line position must satisfy $|d_0|/\sigma_{d_0} < 3$ (5) for muons (electrons) where $\sigma_{d_0}$ is the uncertainty in $d_0$ obtained from the track fit.

Jets are reconstructed from topological clusters [105] using the anti-$k_t$ algorithm [106] with a radius parameter of 0.4. They are required to have $p_T > 25$ GeV and $|\eta| < 4.4$. Jets produced in pile-up interactions are suppressed by requiring that those with $p_T < 60$ GeV and $|\eta| < 2.4$ pass a selection based on a jet vertex tagging algorithm [107], which is 92% efficient for jets originating from the hard interaction.

An overlap removal procedure is applied to the selected lepton, photon and jet candidates. If two electrons share the same track, or the separation between two electron energy clusters satisfies $|\Delta \eta| < 0.075$ and $|\Delta \phi| < 0.125$, then only the highest-$p_T$ electron is retained. Electron candidates that fall within $\Delta R = 0.02$ of a selected muon candidate are also discarded. In order to suppress the events arising from QED final-state radiation (FSR), photon candidates within a $\Delta R = 0.3$ cone around the leptons of the $Z$ boson candidate are rejected. Jet–lepton and jet–photon overlap removal are also performed by removing the jet if its axis is within a cone of size $\Delta R = 0.2$ around one of the leptons or the photon.

The $Z$ boson candidates are reconstructed from two same-flavour opposite-charge leptons satisfying the selection criteria. The leptons of the $Z$ boson candidate are additionally required to be consistent with being accepted by at least one of the triggers that the event passed. It is required that the $p_T$ of the leptons that are associated with the single-lepton or dilepton triggers is $1$ GeV above the trigger threshold. The invariant mass of the $Z$ boson candidates is required to be between $50$ GeV and $101$ GeV before applying the mass resolution improvements described in the following.

The resolution of the invariant mass of the $Z \rightarrow \mu\mu$ candidate is improved by $3\%$ by correcting the muon momenta for collinear FSR ($\Delta R < 0.15$), using all photons identified in the EM calorimeter [72]. A constrained kinematic fit is applied to the dilepton invariant mass [108] for all $Z$ boson candidates. This fit uses a line shape modelled by a Breit-Wigson distribution using the world average values for $Z$ bosons mass and width [109] and a single Gaussian to model the lepton momentum response. It improves the mass resolution by $14\%$ for the Higgs boson candidates with electrons in the final state and by $10\%$ for final states with muons when combined with the FSR correction.

After the FSR correction and applying the kinematic fit, $Z$ boson candidates are required to have an invariant mass within $10$ GeV of the $Z$ boson mass, $m_Z = 91.2$ GeV. If an event has multiple $Z$ boson candidates which pass all requirements, the candidate with the mass closest to the $Z$ boson mass is chosen. Fewer than $1\%$ of the simulated signal events that pass the final $H \rightarrow Z\gamma$ selection have more than two leptons (dominated by events produced via VH and $t\bar{t}H$) and less than $0.1\%$ of the signal events have a $Z$ boson candidate that does not match a true $Z$ boson.

The Higgs boson candidate is reconstructed from the $Z$ boson candidate and the highest-$p_T$ photon candidate in the event. The invariant mass of the final-state particles, $m_{Z\gamma}$, after correction for FSR and by the kinematic fit, is required to satisfy $105$ GeV $< m_{Z\gamma} < 160$ GeV. Finally, to reduce background contamination and simplify the background modelling, an additional requirement is placed on the transverse momentum of the photon such that $p_T^\gamma / m_{Z\gamma} > 0.12$.

For SM $H \rightarrow Z(\rightarrow \ell\ell)/\gamma$ events, the reconstruction and selection efficiency (including kinematic acceptance) is $20.4\%$ varying by a maximum of $2\%$ depending on the production mode.

In order to improve the sensitivity to a $H \rightarrow Z\gamma$ signal, the selected events are classified into six mutually exclusive categories with different expected signal-to-background ratios and mass resolutions. Categories are defined according to the lepton flavour and event kinematics. Additionally, a boosted decision tree (BDT)
trained to separate VBF signal events from other Higgs boson production modes and backgrounds is used to define a category of events with at least two jets. If there are more than two jets in an event, the two highest-$$p_T$$ jets are used. The kinematic variables used in the categorisation and as input to the BDT, which have been extended with respect to the Ref. [21], are:

- The $$p_T$$ of the highest-$$p_T$$ jet, $$p_T^{j1}$$.
- The pseudorapidity difference between the two jets, $$\Delta \eta_{jj}$$.
- The minimum $$\Delta R$$ between the Z boson or photon candidate and either of the two jets, $$\Delta R^{\text{min}}_{\gamma Z}$$.
- The invariant mass of the two jets, $$m_{jj}$$.
- The absolute value of the difference between the pseudorapidity of the Z$$\gamma$$ system and the average pseudorapidity of the two jets, $$(|\eta_{Z\gamma} - (\eta_{j1} + \eta_{j2})/2|)$$ [110].
- The azimuthal separation between the Z$$\gamma$$ system and the system formed by the two jets, $$\Delta \Phi_{Z\gamma}, jj$$. 
- The azimuthal angle between the dilepton system and the photon, $$\Delta \Phi_{Z\gamma}$$.
- The component, $$p_{T}\eta$$, of the transverse momentum of the Z$$\gamma$$ system, that is perpendicular to the difference of the 3-momenta of the Z boson and the photon candidate ($$p_{T}\eta = \vec{p}_{T, Z\gamma} \times \vec{\eta}$$, where $$\vec{\eta} = (\vec{p}_{T} - \vec{p}_{T\gamma})/(|\vec{p}_{T} - \vec{p}_{T\gamma}|$$). This quantity is strongly correlated with the transverse momentum of the Z$$\gamma$$ system, but has better experimental resolution [111,112].

Events with two or more jets with $$\Delta \eta_{jj} > 2$$ that have a BDT output score larger than 0.87 are classified into a VBF-enriched category. Of the remaining events, those that satisfy the requirement on $$p_{T}\eta/m_{Z\gamma} > 0.4$$ are classified into a High relative $$p_T$$ category while the others are separated into four categories depending on the lepton flavour and a cut at $$p_T = 40 \text{GeV}$$. The boundaries of the categories are selected to maximise the expected signal significance.

VBF events are estimated to constitute 72% of the signal in the VBF-enriched category. The High relative $$p_T$$ and High $$p_T$$ categories are expected to be enriched in VBF, VH and t$$\bar{t}$$H events as these production modes have on average higher Higgs boson $$p_T$$ than ggF production. Because the continuum Z$$\gamma$$ background has on average lower Higgs boson candidate $$p_T$$ than the signal, the signal-to-background ratio is expected to be higher in these categories than in the other categories, as shown in Table 2. The table also summarises the observed number of events in both subcategories in the $$m_{Z\gamma}$$ mass range of 105–160 GeV and the expected number of signal ($$S_{68}$$) and background ($$B_{68}$$) events in a $$m_{Z\gamma}$$ window containing 68% of the expected signal. In addition the width of the window containing 68% of the SM signal ($$w_{68}$$), which quantifies the mass resolution and is defined as the difference between the 84th and the 16th percentile of the signal mass distribution, is reported. $$B_{68}$$ is estimated from fits to the data using the background models described in Section 5. The categorisation improves the expected sensitivity, which is defined as $$S_{68}/\sqrt{S_{68} + B_{68}}$$, by approximately 50%.

### 5. Signal and background modelling

The signal and background yields are extracted from a fit to the $$m_{Z\gamma}$$ distribution observed in data by assuming parametric models for both the signal and backgrounds. For the signal, the expected acceptance and parameters that describe the shape are obtained from simulated signal samples in the same manner as Ref. [21]. For the background, the models are chosen using simulated background samples and the values of their parameters are determined by a fit to the mass spectra measured in data.

The signal mass distribution for the Higgs boson decay into Z$$\gamma$$ is well modelled by a double-sided Crystal Ball (DSCB) function (a Gaussian function with power-law tails on both sides) [111,113,114]. The peak position and width of the Gaussian component are represented by $$\mu_{CB}$$ and $$\sigma_{CB}$$, respectively. The parameters of the DSCB are determined in each category by performing a maximum-likelihood fit to the signal MC samples.

The parametric model used to describe the background $$m_{Z\gamma}$$ distribution is selected using a template that is constructed from the simulated Z$$\gamma$$ and electroweak Z$$\gamma$$jj events and a Z + jets contribution derived from data. The simulated Z$$\gamma$$ events use a fast simulation of the calorimeter response which has been confirmed to produce a $$m_{Z\gamma}$$ distribution compatible, in each category, with Z$$\gamma$$ events simulated with the detailed simulation. The shape of the $$m_{Z\gamma}$$ distribution for Z + jets events is constructed for each category from a data control region defined by requiring the photon candidate to not satisfy the tight identification criteria but still pass a looser identification criteria. To smooth the statistical fluctuations of the $$m_{Z\gamma}$$ distribution for Z + jets events, an analytic function is fitted to the ratio of the $$m_{Z\gamma}$$ distributions for Z + jets and Z$$\gamma$$ events in the $$m_{Z\gamma}$$ range of 105–160 GeV. The smoothed $$m_{Z\gamma}$$ distribution for Z + jets events is constructed by multiplying the Z$$\gamma$$ distribution by the fitted ratio. The Z + jets and Z$$\gamma$$ distributions have similar shapes, allowing a parametric function to be used to fit the ratio. The uncertainty in the fitted ratio is found to have negligible impact on the background template.

The background composition in each category is determined using data and confirms the dominance of the Z$$\gamma$$ process over other backgrounds where jets are misidentified as photons. A two-dimensional sideband technique [21,115] based on the track and calorimeter isolation of the photon candidate and whether the

Table 2

<table>
<thead>
<tr>
<th>Category</th>
<th>Events</th>
<th>$$S_{68}$$</th>
<th>$$B_{68}$$</th>
<th>$$N_{68}$$</th>
<th>$$w_{68}$$ [GeV]</th>
<th>$$S_{68}/B_{68} [10^{-2}]$$</th>
<th>$$S_{68}/\sqrt{S_{68} + B_{68}}$$</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBF-enriched</td>
<td>194</td>
<td>2.7</td>
<td>16.7</td>
<td>17</td>
<td>3.7</td>
<td>16.2</td>
<td>0.60</td>
</tr>
<tr>
<td>High relative $$p_T$$</td>
<td>2276</td>
<td>7.6</td>
<td>108.5</td>
<td>118</td>
<td>3.7</td>
<td>7.0</td>
<td>0.70</td>
</tr>
<tr>
<td>High $$p_T$$ ee</td>
<td>5567</td>
<td>9.9</td>
<td>474.7</td>
<td>498</td>
<td>3.8</td>
<td>2.1</td>
<td>0.45</td>
</tr>
<tr>
<td>Low $$p_T$$ ee</td>
<td>76679</td>
<td>34.5</td>
<td>6418.6</td>
<td>6505</td>
<td>4.1</td>
<td>0.5</td>
<td>0.43</td>
</tr>
<tr>
<td>High $$p_T$$ $$\mu\mu$$</td>
<td>6979</td>
<td>12.0</td>
<td>634.4</td>
<td>632</td>
<td>3.9</td>
<td>1.9</td>
<td>0.47</td>
</tr>
<tr>
<td>Low $$p_T$$ $$\mu\mu$$</td>
<td>100876</td>
<td>43.5</td>
<td>8506.9</td>
<td>8491</td>
<td>4.0</td>
<td>0.5</td>
<td>0.47</td>
</tr>
<tr>
<td>Inclusive</td>
<td>192571</td>
<td>110.2</td>
<td>16159.8</td>
<td>16261</td>
<td>4.0</td>
<td>0.7</td>
<td>0.86</td>
</tr>
</tbody>
</table>

The functional form used is $$\left(1 - x^2/\sqrt{s_{\gamma}} + p_1 \log(x)\right)$$ where $$x = m_{Z\gamma}/\sqrt{s_{\gamma}}$$ and $$f_i$$ and $$p_i$$ are the free parameters of the model.
The functional form used to model the background is selected from the following families of functions: Bernstein polynomials, exponential polynomial functions \( \left( \sum_{i=0}^{n} a_i \rho^{M_i} \right) \), and a class of functions given by \( (1 - x^3/3)^{1/2} x^{\sum_{i=0}^{n} p_i \log(s)} \) where \( x = m_{Z'}/\sqrt{s} \) (\( \sqrt{s} = 13 \text{ TeV} \)) where \( f_i \) and \( p_i \) are the free parameters of the models. The choice of analytical model of the background and the \( m_{Z'} \) range used for the final fit is optimised in each category using the background template mentioned earlier. The optimisation procedure, which has been updated when compared to Ref. [21], includes a limit on the amount of bias in the extracted signal yield (also referred to as spurious signal) and a requirement on the fit quality, and it prefers models with fewer free parameters to maximise the statistical sensitivity to the expected signal. For each category used in the analysis, the bias due to the spurious signal is estimated by performing a signal-plus-background fit to the \( m_{Z'} \) background-only distribution estimated as explained above, with \( m_{Z'} \) varied between 123 GeV and 127 GeV. The maximum number of signal events derived from these fits in each category constitutes the spurious-signal systematic uncertainty. A requirement that the spurious signal be less than 50% of the expected statistical uncertainty in the signal yield is applied when selecting the background modelling function. Stricter requirements on the spurious signal are not possible due to the statistical uncertainty in the \( m_{Z'} \) background template. In addition, the \( \chi^2 \) probability of the background-only fit is required to be larger than 1%. The fit range is optimised in each analysis category by varying the lower and upper bounds in 5 GeV steps within the ranges 105–115 GeV and 140–160 GeV, respectively. The optimal fit range and function are selected to achieve the highest signal significance while fitting the expected mass distribution of background plus SM signal. The significance evaluation also includes the spurious-signal systematic uncertainty. The selected background functional form and fit range in each category are detailed in Table 3.

### 6. Systematic uncertainties

The dominant experimental uncertainty in the signal yield is the spurious signal from the choice of background model. The spurious signal corresponds to as much as 50% of the statistical error in the expected signal yield per category, due to a limited number of simulated background events. It introduces a 28% systematic uncertainty in the signal strength, defined as the ratio of the observed to expected signal yield; however, it only increases the total uncertainty in the expected signal strength by 5.6% because of the large statistical uncertainty. The contribution from \( H \rightarrow \mu\mu \) is estimated using simulated events and amounts to about 1.7% inclusively, and up to 3.3% in individual categories. An uncertainty in this contribution taken from the latest ATLAS measurement [117] results in an uncertainty of 2.1% in the expected signal yield. The combined uncertainty in the signal yield in any category due to the reconstruction, identification, isolation, and trigger efficiency measurements [31,32] is no more than 2.6%, 2.4% and 1.6% for photons, electrons and muons, respectively. Pile-up also affects the lepton and photon identification efficiency but contributes a negligible amount to the uncertainty (0.2%). The uncertainty in the combined 2015–2018 integrated luminosity is 1.7% [118,119].

The theoretical uncertainties in the predicted signal yield originate from uncertainties in the predicted branching ratio (5.7%) [12] as well as from uncertainties in the modelling of the production cross-section and kinematics of the Higgs boson due to missing higher-order QCD calculations (5.3%), which are dominated by uncertainties in the QCD renormalisation and factorisation scales (5.2%). Smaller effects originate from the parton shower modelling uncertainty (1.3%), PDFs (2.5%) and \( \alpha_s \) (1.9%). The uncertainties in the Higgs boson event kinematics due to missing higher-order QCD calculations impact the distribution of signal events amongst the analysis categories. They are evaluated using an extension of the Stewart–Tackmann method [12,120], based on inputs from Refs. [121–123]. Details of how the uncertainty in the acceptance of ggF events in the VBF-enriched category and all other categories is evaluated can be found in Refs. [124] and [21], respectively. Additionally, to account for the uncertainties in the modelling of jet kinematics in ggF events the category acceptance is compared with the acceptance derived from the MadGraph5_aMC@NLO sample. The Higgs boson and jet kinematics particularly affect the ggF signal acceptance in the VBF-enriched category (37%) and High relative \( p_T \) category (21%). The effect of parton shower modelling, PDFs and \( \alpha_s \) on the distribution of signal events amongst the analysis categories is less than 1%, 1% and 2%, respectively. The expected signal yield in the VBF category is also affected (14%) by the jet energy scale, jet energy resolution and vertex tagging efficiency [125].

The uncertainty in the modelling of the signal shape varies between analysis channels. The uncertainty in the mass resolution (\( \sigma_{CR} \)) is dominated by the uncertainty in the electron and photon energy resolution (\(< 3.4\)% and in the muon momentum resolution (< 3.6\)%). The uncertainty in the signal position (\( \mu_{CB} \)) from the uncertainty in electron, photon and muon calibration (< 0.15\)% is less than the uncertainty in the assumed Higgs boson mass of 0.19\% [8]. The impact of the signal model uncertainty on the signal strength is less than 2%.

### 7. Results

A profile-likelihood-ratio test statistic [116] is used to search for a localised excess of events above the expected background by performing a fit to the \( m_{Z'} \) spectra in the various categories. In the same manner as was done in previous searches for \( H \rightarrow Z \gamma \) [21], the likelihood is built from the product of Poisson probability terms across all categories with two contributions: non-resonant background, and Higgs boson signal. The likelihood includes terms for the systematic uncertainties discussed in Section 6 implemented as nuisance parameters. The nuisance parameters describe the systematic uncertainties, which are parameterised as Gaussian or log-normal priors and are correlated across analysis categories where appropriate. Upper limits are set on the Higgs boson production cross-section at 95% confidence level (CL) using the modified frequentist formalism [126]. The results are derived using closed-form asymptotic formulae [116].
The invariant mass distributions of the \(Z\gamma\) events for the various categories are shown in Fig. 1 with the background-only fit superimposed. The expected Higgs boson signal normalised to 20 times the SM prediction for \(m_H = 125\) GeV is also shown. At \(m_H = 125.09\) GeV, the observed (expected with a SM Higgs boson) \(p\)-value under the background hypothesis is 1.3\% (12.3\%), which corresponds to a significance of 2.2\(\sigma\) (1.2\(\sigma\)). A weighted sum of all categories with the fitted signal-plus-background model superimposed is shown in Fig. 2. The events are weighted by \(\ln(1 + S_{68}/B_{68})\), where \(S_{68}\) and \(B_{68}\) are defined in Section 4.

The best-fit value for the \(H \rightarrow Z\gamma\) signal strength, defined as the ratio of the observed to the predicted SM signal yield, is found to be 2.0 ± 0.9(stat.)\(^{+0.4}_{-0.3}\)(syst.) = 2.0\(^{+1.0}_{-0.3}\)(tot.) with an expected value of 1.0 ± 0.8(stat.) ± 0.3(syst.) assuming the presence of the SM Higgs boson. The measured signal strength amongst all categories is compatible within their total uncertainties. The largest measured signal strength is 4.2\(^{+3.0}_{-2.0}\)(tot.) in the High \(p_T\) ee category. The total uncertainty is dominated by the statistical component from the data. The systematic component of the total uncertainty is dominated by the spurious-signal uncertainties.

The observed 95\% CL limit on the \(H \rightarrow Z\gamma\) signal strength is found to be 3.6 times the SM prediction compared with an expected value of 1.7 (2.6) assuming no (SM) Higgs boson decays into \(Z\gamma\). The observed upper limit on \(\sigma( pp \rightarrow H ) \cdot B( H \rightarrow Z\gamma )\) is 305 fb at 95\% CL. Assuming the SM Higgs boson production cross-section, the upper limit at 95\% CL on \(B( H \rightarrow Z\gamma )\) is found to be 0.55%.

This result represents an improvement of about a factor of 2.4 in expected sensitivity compared with the previous ATLAS publication [21]. Of this improvement, a factor of approximately two is
Fig. 2. Weighted $Z\gamma$ invariant mass ($m_{Z\gamma}$) distribution of events satisfying the $H \to Z\gamma$ selection in data. The black points represent data. The error bars represent only the statistical uncertainty of the data. Events are weighted by $\ln(1+S_{6\bar{B}}/B_{6\bar{B}})$, where $S_{6\bar{B}}$ and $B_{6\bar{B}}$ are the expected signal and background events in a $m_{Z\gamma}$ window containing 68% of the expected signal. The solid blue curve shows the combined fitted signal-plus-background model when fitting all analysis categories simultaneously, the dashed line shows the model of the background component.

due to the larger analysed dataset and the additional 20% improvement can be attributed to the improvements in the analysis.

8. Conclusion

A search for $Z\gamma$ decays of the SM Higgs boson in 139 fb$^{-1}$ of pp collisions at $\sqrt{s} = 13$ TeV is performed with the ATLAS experiment at the LHC. The observed data are consistent with the expected background with a $p$-value of 1.3%, while the expected $p$-value in the presence of a SM Higgs boson is 12.3%. These $p$-values correspond to a significance of 2.2 and 1.2 standard deviations, respectively. The observed 95% CL upper limit on the $\sigma(pp \rightarrow H) \cdot B(H \rightarrow Z\gamma)$ is 3.6 times the SM prediction for a Higgs boson mass of 125.09 GeV. The expected limit on $\sigma(pp \rightarrow H) \cdot B(H \rightarrow Z\gamma)$ assuming either no Higgs boson decay into $Z\gamma$ or the presence of the SM Higgs boson decay is 1.7 and 2.8 times the SM prediction, respectively. The best-fit value for the signal yield normalised to the SM prediction is $2.0^{+1.0}_{-0.9}$ where the statistical component of the uncertainty is dominant.
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