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1 Introduction

The large number of top quarks produced at the CERN LHC provides an excellent laboratory for the study of their production and decay properties. Precise predictions of some of these properties are available in the standard model (SM) of particle physics, and are tested through detailed comparisons to data. Potential deviations between data and predictions could reveal important information on the existence of new physics beyond the SM. The properties of the top quark decay vertex tWb are governed by the structure of the weak interaction. In the SM, this interaction has a $V - A$ structure, where $V$ and $A$ refer to the vector and axial-vector components of the weak current. This structure, along with the masses of the particles involved, determines the fractions of
W bosons with longitudinal ($F_0$), left-handed ($F_L$), and right-handed ($F_R$) polarizations, referred to as polarization fractions. Theoretical calculations at next-to-next-to-leading order (NNLO) in perturbative quantum chromodynamics (QCD) predict the fractions to be $F_0 = 0.687 \pm 0.005$, $F_L = 0.311 \pm 0.005$, and $F_R = 0.0017 \pm 0.0001$ [1], assuming a top quark mass of $172.8 \pm 1.3$ GeV. Thus, the SM predictions can be tested in high-precision measurements of the polarization fractions, and potential new physics processes that modify the structure of the tWb vertex can be probed.

Experimentally, polarization fractions can be measured in events containing top quarks, using the kinematic properties of its decay products.

For semileptonically decaying top quarks, i.e. $t \rightarrow W(\rightarrow \ell \nu)b$ (with lepton $\ell =$ electron, muon, or $\tau$), the polarization angle $\theta^*$ is defined as the angle between the direction of the charged lepton and the reversed direction of the b quark, both in the rest frame of the W boson. The distribution of the variable $\cos \theta^*$ is particularly sensitive to the polarization fractions. The differential decay rate is given by

$$\frac{1}{\Gamma} \frac{d\Gamma}{d \cos \theta^*} = \frac{3}{4} (1 - \cos^2 \theta^*) F_0 + \frac{3}{8} (1 - \cos \theta^*)^2 F_L + \frac{3}{8} (1 + \cos \theta^*)^2 F_R.$$  

(1.1)

In a similar way, $\theta'$ can be defined for the hadronically decaying top quarks, i.e. $t \rightarrow W(\rightarrow q'\tau)b$, by replacing the charged lepton with the down-type quark ($q'$). In the measurements used in this paper, only angles from top quarks decaying semileptonically to electrons or muons are considered. Imposing a unitarity constraint between the three polarization fractions, $F_0 + F_L + F_R = 1$, results in two independent observables.

The W boson polarization fractions have been measured in proton-antiproton collisions by the CDF and D0 experiments [2] at a centre-of-mass energy of 1.96 TeV with experimental uncertainties of 10–15% in $F_0$ and $F_L$. The ATLAS and CMS collaborations have performed measurements at the LHC in proton-proton (pp) collisions at $\sqrt{s} = 7$ [3, 4] and 8 [5–7] TeV, reaching a precision in $F_0$ and $F_L$ of 3–5%. All measurements are in agreement with the SM NNLO predictions within their experimental uncertainties. However, these experimental uncertainties are larger than those of the current theoretical predictions, which are less than 2%. Improving the experimental precision motivates the combination of the ATLAS and CMS measurements: combining measurements based on independent data sets reduces the statistical uncertainty, while the overall uncertainty can be further decreased by exploiting the differences in experimental systematic effects stemming from the use of the two detectors and different analysis methods.

This paper describes the combination of the W boson polarization fractions measured by the ATLAS and CMS collaborations based on data collected at $\sqrt{s} = 8$ TeV, in final states enhanced in top quark pair (t\bar{t}) [5, 6] and single top quark [7] production processes. The paper is structured as follows: the measurements included in the combination are briefly described in section 2. Section 3 lists the sources of systematic uncertainty considered in the input measurements. The correlations between the measured values included in this combination are categorized in section 4, and presented for each source of systematic uncertainty. In section 5, the results of the combination and their interpretation in terms of new physics using the effective field theory approach are described. A summary and conclusions are presented in section 6.
2 The ATLAS and CMS measurements

Three measurements of the W boson polarization in the top quark decay from top quark pair production events in the $\ell+\text{jets}$ channel and one from events with a single top quark signature are the four input measurements in this combination. The measurements based on $t\bar{t}$ production events were performed by the ATLAS [5] and CMS [6] experiments, where the latter was separated in electron and muon channels. The measurement from events with a single top quark signature was performed by the CMS [7] experiment.

The measurements were based on pp collision data at $\sqrt{s} = 8$ TeV, corresponding to integrated luminosities of 20.2 and 19.7 fb$^{-1}$ for the ATLAS and CMS experiments, respectively. The 7 TeV measurements [3, 4] are not included in this combination since they are based on smaller data sets, and, having relatively large systematic uncertainties, their contribution to the combination is expected to be marginal. All measurements were based on fits where the polarization fractions were adjusted to describe the observed $\cos \theta^*$ distributions of the semileptonically decaying top quark, taking into account the SM predictions for the backgrounds. These measurements are summarized in the rest of the section. Detailed descriptions of the ATLAS and CMS detectors can be found elsewhere [8, 9].

2.1 The ATLAS measurement

The contributing input from the ATLAS experiment to this combination is described in ref. [5] and denoted “ATLAS” in the following. In this measurement, the event selection was defined to efficiently select events from top quark pair decays in the $\ell+\text{jets}$ channel, i.e. exactly one reconstructed electron or muon and at least four jets, of which at least two were tagged as b jets, and minimizing background contributions, e.g. from W/Z+jets and multijet productions. The latter corresponds to events including jets misidentified as leptons, or non-prompt leptons from hadron decay passing the $\ell+\text{jets}$ selection. The $t\bar{t}$ system was fully reconstructed via a kinematic likelihood fit technique [10], which maps the four decay quarks (two b quarks and two light quarks from the W boson decay) to four reconstructed jets, utilising Breit-Wigner distributions for the W boson and top quark masses, as well as transfer functions to map the reconstructed jet and lepton energies to the parton or true lepton level, respectively.

The W boson polarization was measured in the single-lepton channels from $t\bar{t}$ events using a template fit method. Dedicated $t\bar{t}$ templates of the $\cos \theta^*$ distribution for each polarization configuration were produced by reweighting the simulated SM $t\bar{t}$ events. Additional templates for background processes were also produced.

The templates were fit to the $\cos \theta^*$ distribution in data using different templates for the electron and muon channels, via a binned likelihood fit as:

$$\mathcal{L} = \prod_{k=1}^{n_{\text{bins}}} \frac{N_{\text{exp}}(k)}{N_{\text{data}}(k)} \frac{N_{\text{data}}(k)}{!} \exp \left[-N_{\text{exp}}(k)\right] \prod_{j=1}^{n_{\text{bkg}}} \frac{1}{\sqrt{2\pi}\sigma_{\text{bkg},j}} \exp \left[-(N_{\text{bkg},j} - \tilde{N}_{\text{bkg},j})^2 / 2\sigma_{\text{bkg},j}^2\right],$$

(2.1)

where $N_{\text{data}}(k)$ and $N_{\text{exp}}(k)$ represented the number of observed and the total number of expected events (sum of signal and background events) in each bin $k$ of the $\cos \theta^*$ distri-
bution, respectively. The number of events for each background source \( j \) is represented by \( N_{\text{bkg}, j} \). The expected number of events for each background source \( j \), \( \hat{N}_{\text{bkg}, j} \), and the uncertainties in the normalization of the background events, \( \sigma_{\text{bkg}, j} \), were used to constrain the fit. Therefore, the uncertainties in the polarization fractions obtained from the fit included both the statistical and systematic uncertainties in the background normalizations. The final result was obtained by a simultaneous fit of the electron and muon channel templates to the data. A common parameter was used to scale each of the backgrounds in the electron and muon channel in a fully correlated manner, except in the case of the nonprompt-lepton background for which two separate, uncorrelated, parameters were used. The contribution from W+jets events was split into different quark flavour samples and scaled by the calibration factors derived from sidebands in data. These procedures were found to cover the corresponding shape uncertainties in the nonprompt-lepton and W+jets contributions. The uncertainty in the shape of the contributions from single top quark and diboson events was found to be negligible.

2.2 The CMS measurements

Three CMS measurements contribute to this combination. The results presented in ref. [6] used similar final states to those in ATLAS: one lepton and four or more jets, of which at least two were tagged as b jets. The \( t\bar{t} \) system was fully reconstructed using a constrained kinematic fit. The unmeasured longitudinal momentum of the neutrino was inferred by the kinematic constraints.

The measurement was performed by maximizing the binned Poisson likelihood function,

\[
\mathcal{L} = \prod_{k=1}^{n_{\text{bins}}} \frac{N_{\text{exp}}(k) N_{\text{data}}(k)}{N_{\text{data}}(k)!} \exp \left[ -N_{\text{exp}}(k) \right]
\]

(2.2)

where \( N_{\text{data}}(k) \) is the number of observed events in each bin \( k \) of the reconstructed \( \cos \theta^* \) distribution, and \( N_{\text{exp}}(k) \) is the number of expected events from Monte Carlo (MC) simulation for a given polarization configuration \( \hat{F} \equiv (F_0, F_L, F_R) \), including signal and background events. During each step of the maximization, \( N_{\text{exp}}(k) \) was modified for different values of the polarization fractions \( \hat{F} \) using a reweighting procedure based on eq. (1.1). Weights are applied to the events at the generated level, so that the \( \cos \theta^* \) distribution generated according to eq. (1.1) corresponds to alternative values of \( \hat{F} \). Backgrounds that did not involve a top quark did not change \( N_{\text{exp}}(k) \) for different values of \( \hat{F} \). The ATLAS and CMS measurements considered the variations on \( N_{\text{exp}}(k) \) coming from all top quark events passing the selection, either \( \ell+\text{jets} \) or \( \text{non-}\ell+\text{jets} \), including \( \tau+\text{jets} \) and dilepton \( t\bar{t} \) processes. In addition, the CMS analyses took into account the variations arising from single top quark processes, which were treated as a background in the ATLAS measurement. The normalization of the \( t\bar{t} \) process was left free in the fit.

In order to allow a more detailed account of the correlations with the other measurements, the two lepton channels, \( e+\text{jets} \) and \( \mu+\text{jets} \), enter the combination as two separate measurements, referred to as “CMS (e+jets)” and “CMS (\( \mu+\text{jets} \)” throughout this paper, respectively. In the ATLAS measurement, the fractions were obtained simultaneously using the events from the two channels, therefore this separation is not available.
The third CMS input [7] included in the combination used a final state targeting \( t \)-channel single top quark topologies instead of \( \mu t \bar{t} \) events. The event selection required exactly one electron or muon, and exactly two jets, one of which was tagged as a b jet. This selection is orthogonal to that of the CMS (e+jets) and CMS (\( \mu + \)jets) analyses, making the three of them statistically independent. Nevertheless, while the expected amount of selected \( t \)-channel single top quark events corresponded to only about 13% of the sample, the expected contribution from the \( \mu t \bar{t} \) process amounted to about 35%, and needed to be taken into account as part of the signal. The largest background came from the W+jets process. This contribution was fully estimated from data, and corresponded to about 36% of the selected sample. Other processes, such as multijet and Z+jets production, accounted for the remaining 16% of the sample.

The fitting procedure applied in ref. [6] was slightly modified for the single top quark topology measurement. In this case, because of the different background composition with respect to the \( \mu t \bar{t} \) analysis, the normalizations of the single top quark and \( \mu t \bar{t} \) processes were fixed according to their predicted cross section values. On the other hand, the normalization of the W+jets sample was left free in the fit to be adjusted simultaneously with the \( F_0 \) and \( F_L \) fractions, and treated independently in the e+jets and \( \mu + \)jets channels. Moreover, the fractions were extracted by maximizing a combined likelihood function, constructed from the two likelihood functions of the electron and muon channels, taking into account the correlations between them. Therefore, although based on two single-lepton channels, this measurement contributes to the combination as one single input, denoted as “CMS (single top)” in the following.

2.3 The W boson polarization values from the input measurements

The polarization fractions from the input measurements before applying the modifications concerning the combination (as discussed in section 3), and their uncertainties are summarized in table 1. The first quoted uncertainty in the ATLAS measurement includes the statistical uncertainties and uncertainties in the background determination, and the second uncertainty refers to the remaining systematic uncertainty. For CMS measurements, the first uncertainty is statistical, while the second is the total systematic uncertainty, including that on background determination.

In order to harmonize the treatment of the systematic uncertainties evaluation across the input measurements, some of them are modified before performing the combination process. The following modifications are applied (as detailed in section 3):

- The uncertainty values in the ATLAS measurement are symmetrized.
- The \( \mu t \bar{t} \) modelling uncertainties in the CMS (e+jets) and CMS (\( \mu + \)jets) measurements are recalculated without the contributions from the limited number of events in the samples used to estimate them.
- The uncertainty due to the top quark mass used in the ATLAS measurement is increased from a variation of \( \pm 0.7 \) GeV to \( \pm 1.0 \) GeV.
<table>
<thead>
<tr>
<th>Measurement</th>
<th>( F_0 )</th>
<th>( F_L )</th>
<th>( F_R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATLAS (( \ell + )jets)</td>
<td>( 0.709 \pm 0.012 \pm 0.015 )</td>
<td>( 0.299 \pm 0.008 \pm 0.013 )</td>
<td>( -0.008 \pm 0.006 \pm 0.012 )</td>
</tr>
<tr>
<td>CMS (e+jets)</td>
<td>( 0.705 \pm 0.013 \pm 0.037 )</td>
<td>( 0.304 \pm 0.009 \pm 0.020 )</td>
<td>( -0.009 \pm 0.005 \pm 0.021 )</td>
</tr>
<tr>
<td>CMS (( \mu + )jets)</td>
<td>( 0.685 \pm 0.013 \pm 0.024 )</td>
<td>( 0.328 \pm 0.009 \pm 0.014 )</td>
<td>( -0.013 \pm 0.005 \pm 0.017 )</td>
</tr>
<tr>
<td>CMS (single top)</td>
<td>( 0.720 \pm 0.039 \pm 0.037 )</td>
<td>( 0.298 \pm 0.028 \pm 0.032 )</td>
<td>( -0.018 \pm 0.019 \pm 0.011 )</td>
</tr>
</tbody>
</table>

Table 1. Summary of the published ATLAS and CMS measurements for 8 TeV data. The first quoted uncertainty in the ATLAS measurement includes statistical uncertainties and uncertainties in the background determination, and the second uncertainty refers to the remaining systematic contribution. For CMS measurements, the first uncertainty is statistical while the second is the total systematic uncertainty, including that on background determination.

3 Sources of systematic uncertainty

The effects of various systematic uncertainties on the input results were studied individually for each measurement. In the ATLAS measurement, the impact of systematic uncertainties was evaluated with alternative pseudo-data distributions built from the altered signal and background contributions. The alternative pseudo-data distributions were produced by varying each source of systematic uncertainty by one standard deviation (\( \pm 1\sigma \)). The CMS measurements also used pseudo-data to estimate the uncertainties due to parton distribution functions (PDFs), size of the simulated samples, and single top quark analysis specific uncertainties. The other uncertainties were estimated by replacing the nominal sample with alternative samples containing simulated events modified according to each of the systematic variations, and repeating the fit.

As the algorithm used to perform the combination accepts only symmetric uncertainties (more details in section 5), the uncertainties in the ATLAS measurement are symmetrized by assigning the average uncertainty value between the up and down variations in each uncertainty source. A test is performed by replacing the average uncertainty value with the largest shift among the up and down variations. No variation in the combination results is observed, i.e. the central values of the polarization fractions, combination uncertainty, and total correlation remain unchanged. In addition, common uncertainty categories are established by merging and regrouping various uncertainties in each individual input measurement.

In the following, the categorization of the systematic uncertainties considered for the combination is presented. The categories, assumed to be independent from each other, comprise sources of uncertainties that have similar origins, easing the treatment of correlations discussed in section 4.

3.1 Limited size of the data and simulated samples, backgrounds, and integrated luminosity

\textit{Statistical uncertainty, background determination, and integrated luminosity (stat+bkg)}. The uncertainties in the ATLAS measurement from the fit included both the statistical uncertainty in the data and the systematic uncertainty in the background normalizations
via priors for the background yields. The shape of the multijet processes was determined from data, while for the other background events it was fully determined from simulation. The impact of the 1.9% integrated luminosity uncertainty [11] was found to be negligible because of the background normalization treatment in the fit.

In the CMS measurements, the uncertainties in the expected backgrounds included shape and normalization effects, and were estimated by varying them separately within their uncertainties and repeating the measurement. The multijet background in all CMS measurements as well as the normalization of the W+jets contribution in the CMS (single top) case were derived exclusively from data. All other background processes, as well as $\tau\tau$, and single top quark processes in the CMS (single top) measurement were estimated using simulation, normalized to the integrated luminosity of the data samples. These were affected by the uncertainties in their predicted cross sections, and the integrated luminosity determination. The CMS integrated luminosity uncertainty of 2.6% [12] had a sizeable effect only on the CMS (single top) measurement.

**Size of simulated samples.** This category accounts for the limited number of simulated events for the nominal samples in all input measurements. Both ATLAS and CMS evaluated this uncertainty by performing pseudo-experiments. In the CMS (e+jets) and CMS ($\mu$+jets) measurements, the limited number of simulated events was also considered for the $\tau\tau$ samples used for the estimation of the modelling uncertainties. In order to perform a consistent combination, the $\tau\tau$ modelling uncertainties in the CMS (e+jets) and CMS ($\mu$+jets) measurements are recalculated without the contributions from the limited number of events in the samples used to estimate them. The impact of this modification on the relative uncertainty in the measurements is found to be in the order of $O(10^{-4})$.

### 3.2 Detector modelling

**Jets.** In all input measurements in this combination, the same jet clustering algorithm, the anti-$k_T$ algorithm [13, 14], was used, with the radius parameter $R$ of 0.4 and 0.5 for the ATLAS and CMS experiments, respectively. However, in the ATLAS measurement the jets were built from energy deposits in the calorimeter [15], while in the CMS analyses they were reconstructed from particle-flow [16] objects. Thus, the two experiments used different calibration procedures and uncertainties for jets. The following categories comprise various sources of uncertainty related to the reconstruction and energy calibration of jets.

- **Jet energy scale (JES):** the JES uncertainty in the ATLAS and CMS analyses was composed of different uncertainty sources, such as jet flavour dependence, the additional interactions in the same or nearby bunch crossings (pileup), calibrations from $Z$+jets or $\gamma$+jets processes, and other components. In general, these components have different level of correlations among the two experiments and have been used to evaluate the total JES correlation (as detailed in section 5.1). The final JES uncertainty used in this combination is quoted in tables 2–4 and results from grouping all JES uncertainty components into a single number.

- **Jet energy resolution (JER):** this category includes contributions due to the uncertainties in the modelling of the jet energy resolution. The momenta of the jets in
<table>
<thead>
<tr>
<th></th>
<th>( F_0 )</th>
<th>( F_L )</th>
<th>( \rho_{\text{ATLAS}}(F_0, F_L) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured value</td>
<td>0.709</td>
<td>0.299</td>
<td></td>
</tr>
<tr>
<td>Uncertainty category</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\textit{Samples size and background determination}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stat+bkg</td>
<td>0.012</td>
<td>0.008</td>
<td>-1.00</td>
</tr>
<tr>
<td>Size of simulated samples</td>
<td>0.009</td>
<td>0.006</td>
<td>-1.00</td>
</tr>
<tr>
<td>\textit{Detector modelling}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JES</td>
<td>0.005</td>
<td>0.003</td>
<td>-0.94</td>
</tr>
<tr>
<td>JER</td>
<td>0.006</td>
<td>0.003</td>
<td>-0.92</td>
</tr>
<tr>
<td>JVF</td>
<td>0.003</td>
<td>0.002</td>
<td>-0.99</td>
</tr>
<tr>
<td>Jet reconstruction efficiency</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>-1.00</td>
</tr>
<tr>
<td>Lepton efficiency</td>
<td>0.004</td>
<td>0.002</td>
<td>-0.99</td>
</tr>
<tr>
<td>b tagging</td>
<td>0.002</td>
<td>0.001</td>
<td>-0.84</td>
</tr>
<tr>
<td>Pileup</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>\textit{Signal modelling}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top quark mass</td>
<td>0.002</td>
<td>0.007</td>
<td>-1.00</td>
</tr>
<tr>
<td>Simulation model choice</td>
<td>0.003</td>
<td>0.004</td>
<td>0.99</td>
</tr>
<tr>
<td>Radiation and scales</td>
<td>0.003</td>
<td>0.006</td>
<td>-0.91</td>
</tr>
<tr>
<td>Top quark ( p_T )</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>PDF</td>
<td>0.003</td>
<td>0.004</td>
<td>-1.00</td>
</tr>
<tr>
<td>Single top method</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>\textit{Total uncertainties}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systematic uncertainty</td>
<td>0.014</td>
<td>0.013</td>
<td>-0.82</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>0.019</td>
<td>0.015</td>
<td>-0.80</td>
</tr>
</tbody>
</table>

Table 2. Uncertainties in \( F_0 \), \( F_L \) and their corresponding correlations from the ATLAS measurement. The uncertainty that is not applicable to this measurement, or which is included in other categories, is indicated by “n.a.”. The line “Systematic uncertainty” represents the quadratic sum of all the systematic uncertainty sources except for the uncertainty in the background determination, which is included in the “Stat+bkg” category. The quoted correlation values are obtained via the procedures described in section 4.1.

Simulation were smeared so that the jet energy resolution in simulation agrees with that in data. Both experiments used a similar method to estimate this uncertainty.

- \textit{Jet vertex fraction (JVF)}: to suppress jets from pileup, in the ATLAS measurement jets were required to fulfil the JVF criterion. The corresponding uncertainty was eval-
Table 3. Uncertainties in $F_0$, $F_L$ and their corresponding correlations from the CMS $e$+jets and $\mu$+jets measurements. The uncertainty that is not applicable to this measurement, or which is included in other categories, is indicated by “n.a.”. The line “Systematic uncertainty” represents the quadratic sum of all the systematic uncertainty sources except for the uncertainties in the background determination and the integrated luminosity, which are included in the “Stat+bkg” category. The quoted correlation values are obtained via the procedures described in section 4.1.

<table>
<thead>
<tr>
<th>Uncertainty category</th>
<th>CMS $e$+jets</th>
<th>CMS $\mu$+jets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured value</td>
<td>$F_0$ 0.705</td>
<td>$F_0$ 0.685</td>
</tr>
<tr>
<td></td>
<td>$F_L$ 0.304</td>
<td>$F_L$ 0.328</td>
</tr>
<tr>
<td></td>
<td>$\rho_{CMS}^{e+$jets$}(F_0,F_L)$ -0.87</td>
<td>$\rho_{CMS}^{\mu+$jets$}(F_0,F_L)$ -0.88</td>
</tr>
<tr>
<td>Uncertainty category</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Samples size and background determination</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stat+bkg</td>
<td>0.028</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>0.011</td>
<td>0.010</td>
</tr>
<tr>
<td>Size of simulated samples</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>Detector modelling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JES</td>
<td>0.004</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>JER</td>
<td>0.001</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>0.002</td>
<td>0.003</td>
</tr>
<tr>
<td>JVF</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Jet reconstruction efficiency</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Lepton efficiency</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>0.002</td>
<td>0.001</td>
</tr>
<tr>
<td>b tagging</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Pileup</td>
<td>0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Signal modelling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top quark mass</td>
<td>0.012</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>0.008</td>
<td>0.006</td>
</tr>
<tr>
<td>Simulation model choice</td>
<td>0.015</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>0.010</td>
<td>0.004</td>
</tr>
<tr>
<td>Radiation and scales</td>
<td>0.007</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td>0.005</td>
<td>0.006</td>
</tr>
<tr>
<td>Top quark $p_T$</td>
<td>0.011</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>0.010</td>
<td>0.001</td>
</tr>
<tr>
<td>PDF</td>
<td>0.004</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>Single top method</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
</tbody>
</table>

- **Jet reconstruction efficiency**: a systematic uncertainty was included in the ATLAS measurement to account for the jet reconstruction efficiency mismatch between simulation and data. In the CMS measurements, this uncertainty is included in the JES uncertainty.

- **Signal modelling**: uncertainties related to the top quark mass, simulation model choice, radiation and scales, top quark $p_T$, and PDF are considered.

- **Detector modelling**: uncertainties related to the JES, JER, JVF, jet reconstruction efficiency, lepton efficiency, and b tagging are considered.

- **Samples size and background determination**: uncertainties related to the statistical background and size of simulated samples are considered.

- **Total uncertainties**: the total systematic uncertainty is the quadratic sum of all the systematic uncertainties except for the uncertainties in the background determination and the integrated luminosity, which are included in the “Stat+bkg” category.
<table>
<thead>
<tr>
<th>Uncertainty category</th>
<th>$F_0$</th>
<th>$F_L$</th>
<th>$\rho_{CMS}^{0}(F_0,F_L)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured value</td>
<td>0.720</td>
<td>0.298</td>
<td></td>
</tr>
<tr>
<td><strong>Uncertainty category</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Samples size and background determination</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stat+bkg</td>
<td>0.041</td>
<td>0.031</td>
<td>-0.90</td>
</tr>
<tr>
<td>Size of simulated samples</td>
<td>0.020</td>
<td>0.012</td>
<td>-0.96</td>
</tr>
<tr>
<td><strong>Detector modelling</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JES</td>
<td>0.004</td>
<td>0.004</td>
<td>-1.00</td>
</tr>
<tr>
<td>JER</td>
<td>0.001</td>
<td>0.001</td>
<td>-1.00</td>
</tr>
<tr>
<td>JVF</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Jet reconstruction efficiency</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Lepton efficiency</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>-1.00</td>
</tr>
<tr>
<td>b tagging</td>
<td>0.006</td>
<td>0.006</td>
<td>-1.00</td>
</tr>
<tr>
<td>Pileup</td>
<td>0.003</td>
<td>0.003</td>
<td>-1.00</td>
</tr>
<tr>
<td><strong>Signal modelling</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top quark mass</td>
<td>0.005</td>
<td>0.007</td>
<td>-1.00</td>
</tr>
<tr>
<td>Simulation model choice</td>
<td>0.002</td>
<td>0.003</td>
<td>-1.00</td>
</tr>
<tr>
<td>Radiation and scales</td>
<td>0.023</td>
<td>0.019</td>
<td>-1.00</td>
</tr>
<tr>
<td>Top quark $p_T$</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>PDF</td>
<td>0.004</td>
<td>0.004</td>
<td>-0.97</td>
</tr>
<tr>
<td>Single top method</td>
<td>0.012</td>
<td>0.015</td>
<td>-1.00</td>
</tr>
<tr>
<td><strong>Total uncertainties</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systematic uncertainty</td>
<td>0.035</td>
<td>0.029</td>
<td>-0.96</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>0.054</td>
<td>0.043</td>
<td>-0.92</td>
</tr>
</tbody>
</table>

**Table 4.** Uncertainties in $F_0$, $F_L$ and their corresponding correlations from the CMS (single top) measurement. The uncertainty that is not applicable to this measurement, or which is included in other categories, is indicated by “n.a.”. The line “Systematic uncertainty” represents the quadratic sum of all the systematic uncertainty sources except for the uncertainties in the background determination and the integrated luminosity, which are included in the “Stat+bkg” category. The quoted correlation values are obtained via the procedures described in section 4.1.

**Lepton efficiency.** For all measurements, this category accounted for the uncertainties in the scale factors used to correct the simulated samples so that the efficiencies for lepton selection, reconstruction, and identification observed in data were well reproduced by the simulation. Since the samples were collected using single-lepton triggers, uncertainties in
the trigger efficiencies were also included. All corrections were applied as functions of $p_T$ and $\eta$ of the leptons. This uncertainty was found to be negligible for the CMS (single top) measurement, compared to other uncertainties.

$b$ tagging. In this category, uncertainties on the scale factors used to correct the simulation for different efficiencies for tagging jets originating from $b$ quarks (tag) or for those originating from $c$ or light partons wrongly identified as $b$ jets (mistag) were taken into account. This difference was accounted for by assigning scale factors to the jets, dependent on the $p_T$ and $\eta$ as well as on the flavour of the jet. In the ATLAS measurement, additionally, an uncertainty was assigned to account for the extrapolation of the $b$ tagging efficiency measurement to the high-$p_T$ region.

Pileup. In both the ATLAS and the CMS analyses, pileup effects were taken into account in the simulation of signal and background events. The distribution of pileup was adjusted to reflect the measured instantaneous luminosities per bunch in data. In the CMS measurements, this uncertainty was estimated by varying the $pp$ cross section used to estimate the number of pileup in data within its uncertainty, and recalculating the weights applied to the simulation. In the ATLAS measurement, the uncertainty in the description of extra energy deposited due to pileup interactions was treated as a separate missing transverse momentum ($p_{T}^{\text{miss}}$) scale uncertainty. The impact on the measured $W$ boson polarization fractions from this uncertainty was found to be negligible, and therefore was not considered.

### 3.3 Signal modelling

Top quark mass. In all four analyses, the effect of the uncertainty in the top quark mass was estimated by repeating the measurements using simulated samples with different input top quark masses for the signal process. In the ATLAS measurement, this effect was evaluated using an uncertainty of $\pm 0.70$ GeV in the top quark mass as given by the ATLAS measurement [18]. In the CMS measurements on the other hand, an uncertainty of $\pm 1.0$ GeV in the top quark mass was assumed. In order to keep consistency across the various input measurements, this effect in the ATLAS measurement is reestimated using the original estimation method described in ref. [5], accounting for a variation of $\pm 1.0$ GeV in the top quark mass. The impact of this modification in the ATLAS input result is negligible.

Simulation model choice. The impact of using different MC event generators and their interfaced showering and hadronization models was estimated in all input measurements. In the ATLAS measurement, the impact of the choice of different MC event generators was assessed by comparing events produced by Powheg-Box [19–23] and MC@NLO [24–26], both interfaced to Herwig [27] for showering and hadronization. To evaluate the impact of the different parton shower and hadronization models, the Powheg+Herwig sample was compared to Powheg+Pythia [28]. For the CMS ($e$+jets) and CMS ($\mu$+jets) measurements, the uncertainties were estimated by replacing the events produced by MadGraph [29] interfaced with Pythia with MC@NLO interfaced with the Herwig generator and additionally, varying the kinematic scale used to match jets to partons (matching
threshold) by twice and half its central value. In the CMS (single top) measurement, the uncertainty in the choice of different MC generators was estimated as the difference between the POWHEG+PYTHIA and the COMPHEP [30] generators.

Radiation and scales. In all four analyses, this category represents the uncertainty associated with initial- and final-state radiation (ISR/FSR) estimated using simulated samples of $t\bar{t}$ events where the renormalization and factorization scales ($\mu_R$ and $\mu_F$) were simultaneously set to twice and half the default value in the matrix element (ME) calculations. In the CMS measurements, the $\mu_R$ and $\mu_F$ in the parton shower were also varied simultaneously to those used in the ME calculations. However, in the ATLAS measurement, a different set of tuned parameters of the PYTHIA parton shower with a modified strong coupling $\alpha_S$ was used to account for low and high radiation to match the variation of scales in the ME calculations. The detailed list of modified parameters is given in ref. [31]. Furthermore, in the ATLAS measurement the value of the damping parameter ($h_{\text{damp}}$) in POWHEG-Box was set to twice the top quark mass for the high-radiation sample. In addition to changing it in the $t\bar{t}$ background, the CMS (single top) measurement varied the scales used in the single top quark simulated samples.

Top quark $p_T$. In previous CMS analyses of $t\bar{t}$ events, described e.g. in ref. [32], the shape of the $p_T$ spectrum for top quarks was found to be softer than the predictions from MADGRAPH simulation. The effect of this mismodelling on the CMS ($e+\text{jets}$) and CMS ($\mu+\text{jets}$) measurements was estimated by reweighting the simulated $t\bar{t}$ sample to describe the data. The difference in the polarization fractions with the default sample to the reweighted sample was taken as a systematic uncertainty. On the other hand, the top quark $p_T$ distribution did not exhibit, within uncertainties, a significant difference with the predictions in the single top quark enriched phase space, therefore no systematic uncertainty was assigned in the CMS (single top) measurement. In the ATLAS measurement, this mismodelling was checked to be covered by the simulation model choice uncertainties, and therefore no additional uncertainty for the top quark $p_T$ spectrum was considered.

PDF. The uncertainty due to the choice of PDFs in all input measurements was evaluated by varying the eigenvalues of different PDF sets following the PDF4LHC recommendations [33, 34]. In the ATLAS measurement, the differences between three PDF sets: CT10 [35], MSTW2008 [36], and NNPDF 2.3 [37] were taken into account. Uncertainties related to the choice of PDF set in the CMS ($e+\text{jets}$) and CMS ($\mu+\text{jets}$) measurements were estimated by replacing CTEQ6L1 [38] used to generate the nominal samples, with NNPDF 2.1 [39] and MSTW2008. A similar procedure was adopted in the CMS (single top) measurement, where the default CTEQ6.6M [40] set was replaced with CT10 instead.

Single top quark analysis method. In addition to the systematic uncertainties considered for the $t\bar{t}$ measurement, a few specific uncertainties were included for the CMS (single top) measurement. For the specific case of single top quark processes, unlike for $t\bar{t}$ production, the polarization fractions can also be altered at the production level. To study this effect, pseudo-data were generated from samples simulated using COMPHEP and SINGLE
4 Correlations and uncertainties in the ATLAS and CMS measurements

4.1 Correlations

Four pairs of longitudinal and left-handed polarization fractions from four input measurements, as described in section 2 are used in the combination. The correlations between the input values are defined taking into account the unitarity relation between the polarization fractions in each measurement and the correlations among the measurements. The groups of correlations are listed in table 5 and defined as follows:

- **Correlations within the same measurement:** because of the unitarity constraint, and given that $F_R \approx 0$, the observed values of $F_0$ and $F_L$ within one single measurement are usually highly anticorrelated. In the ATLAS measurement, this correlation is estimated for each systematic uncertainty source from its corresponding covariance matrix. For categories with multiple sources of systematic uncertainty, the sum of the individual covariance matrices is used to calculate the correlation. In the CMS analyses, this group of correlations is estimated from the covariance propagation of

<table>
<thead>
<tr>
<th>Measurement</th>
<th>ATLAS Fraction</th>
<th>ATLAS $F_0$</th>
<th>CMS (e+jets) $F_0$</th>
<th>CMS (μ+jets) $F_0$</th>
<th>CMS (single top) $F_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATLAS</td>
<td>$F_0$</td>
<td>$+1$</td>
<td>$\rho_{LHC}(F_0, F_0)$</td>
<td>$\rho_{LHC}(F_0, F_0)$</td>
<td>$\rho_{LHC}(F_0, F_0)$</td>
</tr>
<tr>
<td>CMS (e+jets)</td>
<td>$F_0$</td>
<td>$\rho_{LHC}(F_0, F_0)$</td>
<td>$+1$</td>
<td>$\rho_{CMS}^{e,\mu+jets}(F_0, F_0)$</td>
<td>$\rho_{CMS}^{e,\mu+jets}(F_0, F_0)$</td>
</tr>
<tr>
<td>CMS (μ+jets)</td>
<td>$F_0$</td>
<td>$\rho_{LHC}(F_0, F_0)$</td>
<td>$\rho_{CMS}^{\mu+jets}(F_0, F_0)$</td>
<td>$+1$</td>
<td>$\rho_{CMS}^{\mu+jets}(F_0, F_0)$</td>
</tr>
<tr>
<td>CMS (single top)</td>
<td>$F_0$</td>
<td>$\rho_{LHC}(F_0, F_0)$</td>
<td>$\rho_{CMS}^{\mu+jets}(F_0, F_0)$</td>
<td>$\rho_{CMS}^{\mu+jets}(F_0, F_0)$</td>
<td>$+1$</td>
</tr>
<tr>
<td>ATLAS</td>
<td>$F_L$</td>
<td>$\rho_{ATLAS}(F_0, F_L)$</td>
<td>$-\rho_{LHC}(F_0, F_0)$</td>
<td>$-\rho_{LHC}(F_0, F_0)$</td>
<td>$-\rho_{LHC}(F_0, F_0)$</td>
</tr>
<tr>
<td>CMS (e+jets)</td>
<td>$F_L$</td>
<td>$-\rho_{LHC}(F_0, F_0)$</td>
<td>$\rho_{CMS}^{e,\mu+jets}(F_0, F_L)$</td>
<td>$-\rho_{CMS}^{e,\mu+jets}(F_0, F_L)$</td>
<td>$-\rho_{CMS}^{e,\mu+jets}(F_0, F_L)$</td>
</tr>
<tr>
<td>CMS (μ+jets)</td>
<td>$F_L$</td>
<td>$-\rho_{LHC}(F_0, F_0)$</td>
<td>$-\rho_{CMS}^{\mu+jets}(F_0, F_0)$</td>
<td>$\rho_{CMS}^{\mu+jets}(F_0, F_L)$</td>
<td>$-\rho_{CMS}^{\mu+jets}(F_0, F_L)$</td>
</tr>
<tr>
<td>CMS (single top)</td>
<td>$F_L$</td>
<td>$-\rho_{LHC}(F_0, F_0)$</td>
<td>$-\rho_{CMS}^{\mu+jets}(F_0, F_0)$</td>
<td>$-\rho_{CMS}^{\mu+jets}(F_0, F_L)$</td>
<td>$\rho_{CMS}^{\mu+jets}(F_0, F_L)$</td>
</tr>
</tbody>
</table>

Table 5. Summary of the correlation categories considered in the combination. The correlations among the $F_L$ measurements are not shown for brevity.
Table 6. Input correlations across different measurements, as explained in section 4.1. The values stand for the correlations $\rho(F_i, F_i)$, with i being either 0 or L. The correlations of the type $\rho(F_0, F_L)$ are assumed to be $\rho(F_0, F_L) = -\rho(F_0, F_0) = -\rho(F_L, F_L)$. In case an uncertainty is not applicable, the correlation value is set to zero and marked with an asterisk. The correlations marked with a dagger sign are those that are not precisely determined and checks are performed to test the stability of the results against these assumptions.

\[
\rho(F_0, F_L) = \frac{\sigma^2(F_R) - \sigma^2(F_0) - \sigma^2(F_L)}{2\sigma(F_0)\sigma(F_L)},
\]  

where $\sigma(F_i)$ is the uncertainty in the polarization fraction $F_i$, which is directly obtained from the individual measurements. This is done for all sources of systematic uncertainty. For systematic uncertainty categories with multiple sources, e.g. ‘stat+bkg’ including statistical uncertainty, background determination, and others, $\sigma^2(F_i)$ is defined as the quadratic sum of the individual uncertainty sources.

<table>
<thead>
<tr>
<th>Uncertainty Category</th>
<th>$\rho_{\text{LHC}}(F_i, F_i)$</th>
<th>$\rho_{\text{CMS}}^{e,\mu+\text{jets}}(F_i, F_i)$</th>
<th>$\rho_{\text{CMS}}^{\text{st,}\tau+\text{jets}}(F_i, F_i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Samples size and background determination</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stat+bkg</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Size of simulated samples</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td><strong>Detector modelling</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JES</td>
<td>0.2$^\dagger$</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>JER</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>JVF</td>
<td>0.0$^*$</td>
<td>0.0$^*$</td>
<td>0.0$^*$</td>
</tr>
<tr>
<td>Jet reconstruction efficiency</td>
<td>0.0$^*$</td>
<td>0.0$^*$</td>
<td>0.0$^*$</td>
</tr>
<tr>
<td>Lepton efficiency</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>b tagging</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Pileup</td>
<td>0.0$^*$</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>Signal modelling</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top quark mass</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Simulation model choice</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Radiation and scales</td>
<td>0.5$^\dagger$</td>
<td>1.0</td>
<td>1.0$^\dagger$</td>
</tr>
<tr>
<td>Top quark $p_T$</td>
<td>0.0$^*$</td>
<td>1.0</td>
<td>0.0$^*$</td>
</tr>
<tr>
<td>PDF</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Single top method</td>
<td>0.0$^*$</td>
<td>0.0$^*$</td>
<td>0.0$^*$</td>
</tr>
</tbody>
</table>
ATLAS+CMS combination

<table>
<thead>
<tr>
<th></th>
<th>$F_0$</th>
<th>$F_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fractions</td>
<td>0.693</td>
<td>0.315</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Uncertainty category</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Samples size and background determination</td>
<td></td>
</tr>
<tr>
<td>Stat+bkg</td>
<td>0.009</td>
</tr>
<tr>
<td>Size of simulated samples</td>
<td>0.005</td>
</tr>
<tr>
<td>Detector modelling</td>
<td></td>
</tr>
<tr>
<td>JES</td>
<td>0.004</td>
</tr>
<tr>
<td>JER</td>
<td>0.004</td>
</tr>
<tr>
<td>JVF</td>
<td>0.001</td>
</tr>
<tr>
<td>Jet reconstruction</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Lepton efficiency</td>
<td>0.002</td>
</tr>
<tr>
<td>b tagging</td>
<td>0.001</td>
</tr>
<tr>
<td>Pileup</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Signal modelling</td>
<td></td>
</tr>
<tr>
<td>Top quark mass</td>
<td>0.003</td>
</tr>
<tr>
<td>Simulation model choice</td>
<td>0.006</td>
</tr>
<tr>
<td>Radiation and scales</td>
<td>0.005</td>
</tr>
<tr>
<td>Top quark $p_T$</td>
<td>0.001</td>
</tr>
<tr>
<td>PDF</td>
<td>0.001</td>
</tr>
<tr>
<td>Single top method</td>
<td>0.001</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>0.014</td>
</tr>
</tbody>
</table>

Table 7. Results of the ATLAS and CMS combination: W boson polarization fraction values and uncertainties. The combined $F_0$ and $F_L$ values are anticorrelated, with $\rho = -0.85$.

This group of correlations is denoted in this document as $\rho_{\text{ATLAS},e+\text{jets}}$, $\rho_{\text{CMS},e+\text{jets}}$, $\rho_{\text{CMS},\mu+\text{jets}}$, and $\rho_{\text{CMS},\text{st}}$ for the ATLAS, CMS (e+jets), CMS (\mu+jets), and CMS (single top) measurements, respectively.

- **Correlations between measurements within the CMS experiment**: for each source of systematic uncertainty, the correlations between the polarization fractions in the CMS (e+jets) and CMS (\mu+jets) measurements are denoted $\rho_{\text{CMS},e+\text{jets}}^{\mu+\text{jets}}(F_i, F_j)$, where $i$ and $j$ stand for 0 or L. The correlations between CMS (single top) and CMS (e+jets) are assumed to be the same as those between the CMS (single top) and CMS (\mu+jets) measurements for each source of the uncertainty, and are denoted generically $\rho_{\text{CMS},\text{st},e+\text{jets}}(F_i, F_j)$. The relations $\rho_{\text{CMS}}(F_0, F_0) = \rho_{\text{CMS}}(F_L, F_L) = -\rho_{\text{CMS}}(F_0, F_L)$
are assumed in all CMS measurements. In this hypothesis, the strong anti-correlation observed for \( F_0 \) and \( F_L \) within the same measurement (as described above) is assumed to hold also across different measurements.

The uncertainties associated with the limited size of the data and simulated samples, and background estimation are assumed to be uncorrelated (as also discussed in sections 4.2 and 5.1). The lepton efficiency uncertainty is assumed to be uncorrelated between the CMS (e+jets) and CMS (\( \mu+jets \)) measurements, and partially correlated with the CMS (single top) measurement. All other sources of uncertainty are assumed to be fully correlated.

- **Correlations between the ATLAS and CMS experiments**: for each source of systematic uncertainty, the correlation between the measured polarization fractions \( F_i \) by the ATLAS and CMS experiments, \( \rho(F_i^{\text{ATLAS}}, F_i^{\text{CMS}}) \) is presented by \( \rho_{\text{LHC}}(F_i, F_j) \), where \( \rho_{\text{LHC}}(F_0, F_0) = \rho_{\text{LHC}}(F_L, F_L) = -\rho_{\text{LHC}}(F_0, F_L) \) are assumed.

The uncertainties associated with the detector modelling (except for the JES) as well as the method-specific uncertainty are assumed to be uncorrelated, i.e. \( \rho_{\text{LHC}}(F_0, F_0) = 0 \).

The uncertainty associated with the radiation and scales, and the JES are assumed to be partially correlated with \( \rho_{\text{LHC}}(F_0, F_0) \) estimated to be 0.5 and 0.2, respectively (see sections 4.2 and 5.1 for details). All other sources of uncertainty are assumed to be fully correlated, i.e. \( \rho_{\text{LHC}}(F_0, F_0) = +1 \).

### 4.2 Correlation choices for the partially correlated uncertainties

Although the correlations between the measurements are well known for most of the systematic uncertainty sources, some of them, in particular those that are partially correlated, are not very accurately determined. This section describes how these values are estimated for the combination. Stability tests are performed to verify the robustness of the combination against these correlation assumptions, as discussed in section 5.1.

In the CMS measurements, the uncertainties in the background determination (shape and normalization), integrated luminosity, and the statistical uncertainty were estimated independently and grouped into a single uncertainty category (stat+bkg) for coherence with the ATLAS treatment. The major components of the stat+bkg category in the CMS (e+jets) and CMS (\( \mu+jets \)) measurements are the uncertainty in the determination of the background events from multijet and W+jets production. The former is estimated from data, and therefore uncorrelated between all CMS measurements, while W+jets production, as well as the other minor backgrounds are estimated from simulation, and therefore at least partially correlated between the measurements. For the CMS (single top) case, the major component of this category is the statistical uncertainty, which is uncorrelated with the other measurements. The normalization of W+jets production, a major background in the CMS (single top) analysis, is estimated from data, and therefore it is uncorrelated to the other CMS measurements. On the other hand, the W+jets production shape, as well as the modelling of other background event sources and signal events, rely on simulation, which may lead to a nonzero \( \rho_{\text{CMS}}^{\text{stat,bkg}}(F_i, F_j) \) correlation. Neglecting the small correlations
that could arise from the W+jets production shape and the background modelling from simulation, the values $\rho_{e,\mu+\text{jets}}(F_i, F_j) = 0$ and $\rho_{\text{st,e+jets}}(F_i, F_j) = 0$ are assumed for the combination, and the impact of this assumption is studied via the stability tests.

In all ATLAS and CMS measurements, the JES systematic uncertainty is estimated from different components, which are characterized by different levels of correlations among the two experiments. These components are categorized as fully correlated, such as gluon-initiated jet fragmentation; partially correlated, such as modelling uncertainties from in situ techniques, such as Z-jet, $\gamma$-jet, and multijet balance techniques; and uncorrelated, such as statistical and detector-related uncertainties. These correlations have been evaluated and are described in ref. [42]. In the ATLAS measurement, the contribution from the uncorrelated (partially correlated) components to the total JES uncertainty is found to be about 70 (20)%, and the total JES uncertainty is dominated by the uncorrelated jet flavour composition component. In the CMS measurements, because JES uncertainties are small, the breakdown into components was not done. Therefore, assuming a similar JES uncertainty composition between the two experiments, the value of $\rho_{\text{LHC}}(F_i, F_j)$ is found to be 0.2.

In the ATLAS and CMS analyses, different approaches were used to estimate the radiation and scales uncertainties, as described in section 3.3. In the CMS (single top) measurement, this uncertainty is estimated by varying the scales $\mu_R$ and $\mu_F$ for the simulations of both the $t\bar{t}$ and the single top quark processes. While the $t\bar{t}$ component, which is dominant, is fully correlated to the analogous uncertainties in the ATLAS, CMS (e+jets), and CMS ($\mu$+jets) measurements, the smaller component from the single top quark $\mu_R$ and $\mu_F$ scales is uncorrelated with the other measurements. Since the effects being studied are the same, but the methods are different, the values of $\rho_{\text{LHC}}(F_i, F_j)$ and $\rho_{\text{CMS}}^{st,e+\text{jets}}(F_i, F_j)$ are not well known, and are assumed to be 0.5 and 1.0, respectively.

### 4.3 Summary of the uncertainties and correlations of the input measurements

For each systematic uncertainty category, the correlations between the measured polarization fractions for the input measurements are given in table 6. A breakdown of the uncertainties in the input measurements of $F_0$ and $F_L$ as well as their correlations, are presented in tables 2–4. The uncertainties are grouped according to the categories listed in section 3.

Figure 1 presents the total correlation values between the input measurements. Typically, $F_0$ and $F_L$ are highly anticorrelated within the same measurement. The three $t\bar{t}$ measurements (ATLAS, CMS (e+jets), and CMS ($\mu$+jets)) are also correlated or anticorrelated, with the absolute values of the correlations ranging around 30 to 40%. The correlations of the CMS (single top) measurement with the CMS (e+jets) and CMS ($\mu$+jets) measurements are around 20% in the absolute value, and are generally smaller with the ATLAS measurement.

### 5 Results

The combination is performed by finding the best linear unbiased estimator (BLUE) [43, 44] with the method implemented in ref. [45]. The BLUE method finds the coefficients of the
linear combination of the input measurements by minimizing the total uncertainty of the combined result, taking into account both the statistical and systematic uncertainties, as well as the correlations between the inputs. In this analysis, the measurements of $F_0$ and $F_L$ are combined while $F_R$ is obtained as $F_R = 1 - F_0 - F_L$. As no further constraints on the observables were placed, values outside the range [0, 1] are allowed for the three polarization fractions. The total correlation between $F_0$ and $F_L$ obtained from the combination is taken into account in the estimation of the uncertainty in the $F_R$ value.

The results of the combination of the polarization fractions measurements are

$$
F_0 = 0.693 \pm 0.009 \text{ (stat+bkg)} \pm 0.011 \text{ (syst)},
$$

$$
F_L = 0.315 \pm 0.006 \text{ (stat+bkg)} \pm 0.009 \text{ (syst)},
$$

with a total correlation of $-0.85$. Using the unitarity constraint on the polarization fractions, the fraction of events with a W boson with right-handed polarization is calculated to be

$$
F_R = -0.008 \pm 0.005 \text{ (stat+bkg)} \pm 0.006 \text{ (syst)},
$$

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{The total correlation between the input measurements of the combination.}
\end{figure}
Figure 2. Overview of the four measurements, as well as the results of the combination. The inner and outer error bars correspond to the statistical and the total uncertainties, respectively. The inner bars for the combination include also the background determination uncertainties. The vertical solid line indicates the predictions of NNLO QCD calculations [1].

where the first quoted uncertainty includes the statistical part and uncertainties in the background determination, and the second uncertainty refers to the remaining systematic contribution. From these results, an upper limit of $F_R < 0.007$ at 95% confidence level (CL) is set. The limit is set using the Feldman-Cousins method [46], considering that $F_R$ follows a normal distribution, and that it is physically bound to $F_R \geq 0$. The relative uncertainty on $F_0$ and $F_L$ is 2.0 and 3.5%, respectively, including systematic and statistical components.

Figure 2 shows an overview of the four measurements included in the combination and the result of the combination together with the polarization fractions predicted by NNLO QCD calculations. The uncertainties in the NNLO predictions, presented with vertical bands, include an uncertainty of 1.3 GeV in the top quark mass, uncertainties in the b quark and W boson masses, and in $\alpha_S$. The combined $F_R$ value is negative, as this is not explicitly forbidden in the combination, but compatible with the predictions within the uncertainties. The measurements are consistent with each other and with the NNLO QCD prediction.

The $\chi^2$ and upper tail probability of the combination are 4.3 and 64% respectively. The combination includes four sets of measurements, each composed of two highly anti-correlated observables, and two fit parameters of the combination, i.e. the combined $F_0$ and $F_L$. A detailed breakdown of the uncertainties is presented in table 7. The dominant uncertainties are those arising from the statistical uncertainty on data and background estimation (stat+bkg), followed by the uncertainties in the radiation and scales modelling, the limited size of the simulated samples, and simulation model choice. The total detector modelling uncertainty is minor, smaller than the uncertainties in the stat+bkg category. The measurement with the highest impact in the determination of $F_0$ is ATLAS, while CMS
(μ+jets) dominates the combined $F_L$ determination. The impact of the CMS (e+jets) and CMS (μ+jets) measurements is not directly comparable to the other input measurements that already include the electron and muon channels together. As a test, the combination is repeated, using a pre-combined CMS (e+jets) + CMS (μ+jets) input, and the results are unchanged. The ATLAS+CMS combined fractions and uncertainties are identical in both cases, with a small variation on the resulting $(F_0, F_L)$ correlation, being 1.5% smaller for the cross-check combination.

In another test, the CMS (single top) measurement was removed from the combination. The impact on the combined fractions and uncertainties is less than 1.5%.

The combination yields an important improvement in precision, as compared to the most precise individual published measurements [5, 6]. Improvements of 25 and 29% relative to the most precise single measurement are found for the precision of the combined measurements of $F_0$ and $F_L$, respectively. The improvement is estimated with respect to the published values of the W boson polarization fraction determination that is given in table 1. The total correlation between the combined fractions is similar to those in the input measurements, and their uncertainties are smaller. These two factors lead to a combined right-handed polarization fraction $F_R$ that is almost a factor two more precise than in previous publications.

5.1 Stability tests

The hypotheses assumed for the correlations between the measurements, as defined in sections 4.1 and 4.2, are based on the best knowledge of the similarities and differences in the detectors, analysis methods, and simulations used in each measurement. Nevertheless, some of these correlations cannot be precisely determined. The checks described in this section are performed to test the stability of the results against this potential lack of knowledge.

\[ \rho_{\text{LHC}}(F_i, F_j) \text{ hypothesis (with } i = 0, L \text{) for the JES uncertainty.} \]

The correlation value $\rho_{\text{LHC}}(F_i, F_j) = 0.2$ was estimated according to the prescription given in ref. [42] and the description in section 4.2. The impact of this assumption is evaluated by repeating the combination by varying $\rho_{\text{LHC}}(F_i, F_j)$ in the interval between 0.0 and 0.4, in steps of 0.1. The fraction values and uncertainties remained unchanged in the entire probed range. The $\chi^2$ of the fit, the probability, and the total $(F_0, F_L)$ correlation are found to be stable with a relative shift of less than 0.5%.

\[ \rho_{\text{LHC}}(F_i, F_j) \text{ and } \rho_{\text{CMS}}^{\text{st.}i+\text{jets}}(F_i, F_j) \text{ hypotheses for the radiation and scales uncertainties.} \]

Although addressing similar effects, the radiation and scales uncertainties are estimated in three different ways for ATLAS, CMS (single top), and the other CMS measurements, with different levels of correlations among them. Therefore, the two hypotheses, $\rho_{\text{LHC}}(F_i, F_j) = 0.5$ and $\rho_{\text{CMS}}^{\text{st.}i+\text{jets}}(F_i, F_j) = 1$, are tested simultaneously, by variation in steps of 0.1 in the interval between 0 and 0.5 for $\rho_{\text{LHC}}(F_i, F_j)$ and between 0.6 and 1.0 for $\rho_{\text{CMS}}^{\text{st.}i+\text{jets}}(F_i, F_j)$. The resulting polarization fraction mean values and uncertainties remained unchanged in the whole ranges. Small variations, below the percent level, are observed for the total correlation and fit probability.
JES versus radiation and scales correlations. Since the JES and radiation and scales uncertainties are among the dominant sources of uncertainty with significant correlation between measurements, an additional test was performed varying the two correlation hypotheses simultaneously, rather than separately. The results of this test also show stable combination with maximum relative shifts of about 2\% for the $\chi^2$ and probability and about 0.6\% for the total correlation. The combined fractions and uncertainties are found to be stable, with negligible variations for all probed hypotheses.

$e^{\mu+\text{jets}}_{\text{CMS}}(F_i, F_1)$ and $\rho_{\text{CMS}}^{s+t+\text{jets}}(F_i, F_1)$ hypothesis for statistical+background uncertainty. Small correlations that could arise from the background modelling from simulated samples are neglected in the combination by assuming $e^{\mu+\text{jets}}_{\text{CMS}}(F_i, F_1) = 0$ and $\rho_{\text{CMS}}^{s+t+\text{jets}}(F_i, F_1) = 0$. In order to investigate the effect of these hypotheses, the combination was repeated by varying $e^{\mu+\text{jets}}_{\text{CMS}}(F_i, F_1)$ and $\rho_{\text{CMS}}^{s+t+\text{jets}}(F_i, F_1)$, using for both the same correlation values in the range $[0.0, 0.7]$ in steps of 0.1. In the interval between 0.0 and 0.6, the fraction values are varied by a maximum of 1.3\%, with $F_0$ going from 0.693 to 0.687, and $F_L$ from 0.314 to 0.319. At 0.7, the combination yields $F_0 = 0.684 \pm 0.014$ and $F_L = 0.321 \pm 0.010$, which is the maximum variation observed in all tests performed in this study. However, in this case the fit probability decreases to 28\%, suggesting that the correlation assumption of 0.7 is less favoured. The fit combination does not converge for unreasonable values, i.e. correlation values above 0.7.

In conclusion, the tests reported in this section indicate that the combined results are robust against variations of some poorly known or unknown input correlations. The correlations are varied over a large range, and in all cases the observed deviation from the nominal results are well covered by the uncertainties in the combined result.

5.2 Limits on anomalous couplings

The result of the combination of the polarization fractions measurements can be used to set limits on beyond-the-SM physics contributing to the $tWb$ vertex. In the two approaches presented in this section, only new physics contributions to the top quark decay vertex are considered — effects at the production vertex in single top quark processes are disregarded.

In a first approach, the structure of the $tWb$ vertex is parameterized in a general form in effective field theory, expanding the SM Lagrangian to include dimension-six terms

$$L_{tWb} = -\frac{g}{\sqrt{2}} \gamma^\mu (V_L P_L + V_R P_R) t W^- - \frac{g}{\sqrt{2}} \frac{\partial\gamma^\mu}{m_W} (g_L P_L + g_R P_R) t W^- + \text{h.c.},$$

(5.1)

where $V_{L,R}$ and $g_{L,R}$ are left- and right-handed vector and tensor couplings, respectively. Here, $P_{L,R}$ refers to the left- and right-handed chirality projection operators, $m_W$ to the $W$ boson mass, and $g$ to the weak coupling constant, as detailed in refs. [47, 48]. In the SM, $V_L$ is given by the Cabibbo-Kobayashi-Maskawa (CKM) matrix element $V_{tb}$, with a measured value of $\approx 1$, while $V_R = g_L = g_R = 0$ at the tree level. Using this formalism, the polarization fractions can be translated into the couplings $V_L$, $V_R$, $g_L$, and $g_R$ (as discussed e.g. in ref. [49]). The two independent $W$ boson polarization measurements, $F_0$ and $F_L$, cannot fully constrain the four $tWb$ couplings. Therefore additional assumptions have to be made. Figure 3 shows the limits on the left- and right-handed tensor couplings,
Figure 3. Allowed regions for the $tWb$ anomalous (left) left- and right-handed tensor couplings, and (right) right-handed vector and tensor coupling. The limits are obtained from the ATLAS, CMS, and the combined measurements of the W boson polarization fractions at 68 and 95% CL. The limits from CMS are obtained using the pre-combined result of all CMS input measurements. The anomalous couplings are assumed to be real.

<table>
<thead>
<tr>
<th>Coupling</th>
<th>ATLAS</th>
<th>CMS</th>
<th>ATLAS+CMS combination</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Re}(V_R)$</td>
<td>$[-0.17, 0.25]$</td>
<td>$[-0.12, 0.16]$</td>
<td>$[-0.11, 0.16]$</td>
</tr>
<tr>
<td>$\text{Re}(g_L)$</td>
<td>$[-0.11, 0.08]$</td>
<td>$[-0.09, 0.06]$</td>
<td>$[-0.08, 0.05]$</td>
</tr>
<tr>
<td>$\text{Re}(g_R)$</td>
<td>$[-0.03, 0.06]$</td>
<td>$[-0.06, 0.01]$</td>
<td>$[-0.04, 0.02]$</td>
</tr>
</tbody>
</table>

Table 8. Allowed ranges for the anomalous couplings $V_R$, $g_L$, and $g_R$ at 95% CL. The limit on each coupling is obtained while fixing all other couplings to their SM value. The limits from CMS are obtained using the pre-combined result of all CMS input measurements. The anomalous couplings are assumed to be real.

while the other couplings are fixed to their SM values, as well as limits on the right-handed vector and tensor couplings, with the other couplings fixed to their SM values. Limits on these anomalous couplings are set using the EFTfitter tool [50]. The anomalous couplings are assumed to introduce no additional CP violation, and are taken to be real. The allowed regions at 68 and 95% CL and the most probable couplings values are shown, as derived from the measured polarization fractions reported in refs. [5, 6], and from the combined results presented in this paper. A second region allowed by the W boson polarization measurements around $\text{Re}(g_R) = 0.8$ is excluded by the single top quark cross section measurements [51, 52], and therefore is not shown in this figure. Table 8 shows the 95% CL intervals for each anomalous coupling, while fixing all others to their SM values. These limits correspond to the set of smallest intervals containing 95% of the marginalized posterior distribution for the corresponding parameter.

In a similar way, limits are set in terms of Wilson coefficients. In this second approach, effects of beyond-the-SM physics at a high scale $\Lambda$ are described by an effective Lagrangian [47, 53–56] as

$$-L^\text{eff} = L^\text{SM} + \sum_x \frac{C_x}{\Lambda^2} O_x + \mathcal{O}\left(\frac{1}{\Lambda^3}\right) + \cdots$$  (5.2)
where $O_x$ are dimension-six gauge-invariant operators and $C_x$ are the complex constants known as Wilson coefficients that give the strength of the corresponding operator. Only dimension-six operators are considered in this analysis. The relevant operators affecting the general effective $tWb$ vertex can be found, e.g. in ref. [56]. Three of these operators are of particular interest, since the measurement of the $W$ boson polarization is able to constrain their corresponding Wilson coefficients. These operators are:

$$O_{\phi \phi} = i(\phi^\dagger D_\mu \phi) (\bar{t}_R \gamma^\mu b_R),$$
$$O_{1W} = (\bar{q}_L \sigma^{\mu\nu} \tau^I t_R) \phi W_{\mu\nu}^I,$$
$$O_{bW} = (\bar{q}_L \sigma^{\mu\nu} \tau^I b_R) \phi W_{\mu\nu}^I,$$

where $\phi$ represents a weak doublet of the Higgs field, $t_R$ and $b_R$ are the weak singlets of the right-handed top and bottom quark fields, $q_L^T = (t, b)_L$ denotes the SU(2)$_L$ weak doublet of the third generation left-handed quark fields, and $\tau^I$ is the usual Pauli matrix. Assuming the Wilson coefficients to be real, they can be trivially parameterized as functions of the anomalous couplings of eq. (5.1) (as shown e.g. in refs. [48, 56]), thus, as functions of the $W$ polarization fractions. The limits on each Wilson coefficient are derived from the measured fractions, as done for the anomalous couplings, fixing all others to their SM value, i.e. to zero. They are shown at 95% CL in table 9.

### 6 Summary

The combination of measurements of the $W$ boson polarization in top quark decays performed by the ATLAS and CMS collaborations is presented. The measurements are based on proton-proton collision data produced at the LHC at a centre-of-mass energy of 8 TeV, and corresponding to an integrated luminosity of about 20 fb$^{-1}$ for each experiment. The fractions of $W$ bosons with longitudinal ($F_0$) and left-handed ($F_L$) polarizations were measured in events containing a single lepton and multiple jets, enhanced in $t\bar{t}$ or single top quark production processes. The results of the combination are

$$F_0 = 0.693 \pm 0.009 \text{ (stat+bkg)} \pm 0.011 \text{ (syst)},$$
$$F_L = 0.315 \pm 0.006 \text{ (stat+bkg)} \pm 0.009 \text{ (syst)},$$

where “stat+bkg” stands for the sum of the statistical and background determination uncertainties, and “syst” for the remaining systematic uncertainties. The fraction of $W$
bosons with right-handed polarization, $F_R$, is estimated assuming that the sum of all polarization fractions equals unity, and by taking into account the correlation coefficient of the combination, $-0.85$. This leads to

$$F_R = -0.008 \pm 0.005 \text{ (stat+bkg)} \pm 0.006 \text{ (syst)} ,$$

which corresponds to $F_R < 0.007$ at 95% confidence level.

The results are consistent with the standard model predictions at next-to-next-to-leading-order precision in perturbative quantum chromodynamics. A limit on each anomalous $tWb$ coupling is set while fixing all others to their standard model values, with the allowed regions being $[-0.11, 0.16]$ for $V_R$, $[-0.08, 0.05]$ for $g_L$, and $[-0.04, 0.02]$ for $g_R$, at 95% confidence level. All couplings are assumed to be real. Limits on Wilson coefficients are also derived in a similar manner.

**Acknowledgments**

We congratulate our colleagues in the CERN accelerator departments for the excellent performance of the LHC and thank the technical and administrative staffs at CERN and at other institutes for their contributions to the success of the ATLAS and CMS efforts.

We acknowledge the support of ANPCyT, Argentina; YerPhI, Armenia; ARC, Australia; BMWFW and FWF, Austria; ANAS, Azerbaijan; SSTC, Belarus; CNPq and FAPESP, Brazil; NSERC, NRC and CFI, Canada; CONICYT, Chile; CAS, MOST and NSFC, China; COLCIENCIAS, Colombia; MSMT CR, MPO CR and VSC CR, Czech Republic; DNRF and DNSRC, Denmark; IN2P3-CNRS, CEA-DRF/IRFU, France; SRNSFG, Georgia; BMWF, HGF, and MPG, Germany; GSRT, Greece; RGC, Hong Kong SAR, China; ISF and Benoziyo Center, Israel; INFN, Italy; MEXT and JSPS, Japan; CNRST, Morocco; NWO, Netherlands; RCN, Norway; MNiSW and NCN, Poland; FCT, Portugal; MNE/IFA, Romania; MES of Russia and NRC KI, Russian Federation; JINR; MESTD, Serbia; MSSR, Slovakia; ARRS and MIZŠ, Slovenia; DST/NRF, South Africa; MINECO, Spain; SRC and Wallenberg Foundation, Sweden; SERI, SNSF and Cantons of Bern and Geneva, Switzerland; MOST, Taiwan; TAEK, Turkey; STFC, United Kingdom; DOE and NSF, United States of America. In addition, individual groups and members have received support from BCKDF, CANARIE, Compute Canada and CRC, Canada; ERC, ERDF, Horizon 2020, Marie Skłodowska-Curie Actions and COST, European Union; Investissements d’Avenir Labex and Idex, ANR, France; DFG and AvH Foundation, Germany; Herakleitos, Thales and Aristeia programmes co-financed by EU-ESF and the Greek NSRF, Greece; BSF-NSF and GIF, Israel; CERCA Programme Generalitat de Catalunya and PROMETEO Programme Generalitat Valenciana, Spain; Göran Gustafssons Stiftelse, Sweden; The Royal Society and Leverhulme Trust, United Kingdom.

We acknowledge the enduring support for the construction and operation of the LHC and the CMS detector provided by the following funding agencies: BMBWF and FWF (Austria); FNRS and FWO (Belgium); CNPq, CAPES, FAPERJ, FAPERGS, and FAPESP (Brazil); MES (Bulgaria); CERN; CAS, MoST, and NSFC (China); COLCIENCIAS (Colombia); MSES and CSF (Croatia); RPF (Cyprus); SENESCYT (Ecuador);
MoER, ERC IUT, PUT and ERDF (Estonia); Academy of Finland, MEC, and HIP (Finland); CEA and CNRS/IN2P3 (France); BMBF, DFG, and HGF (Germany); GSRT (Greece); NKFIA (Hungary); DAE and DST (India); IPM (Iran); SFI (Ireland); INFN (Italy); MSIP and NRF (Republic of Korea); MES (Latvia); LAS (Lithuania); MOE and UM (Malaysia); BUAP, CINVESTAV, CONACYT, LNS, SEP, and UASLP-FAI (Mexico); MOS (Montenegro); MBIE (New Zealand); PAEC (Pakistan); MESTD (Serbia); SEIDI, CPAN, PCTI, and FEDER (Spain); MOSTR (Sri Lanka); Swiss Funding Agencies (Switzerland); MST (Taipei); ThEPCenter, IPST, STAR, and NSTDA (Thailand); TUBITAK and TAEK (Turkey); NASU (Ukraine); STFC (United Kingdom); DOE and NSF (U.S.A.).

Individuals have received support from the Marie-Curie programme and the European Research Council and Horizon 2020 Grant, contract Nos. 675440, 752730, and 765710 (European Union); the A.P. Sloan Foundation; the Alexander von Humboldt Foundation; the Belgian Federal Science Policy Office; the Fonds pour la Formation à la Recherche dans l’Industrie et dans l’Agriculture (FRIA-Belgium); the Agentschap voor Innovatie door Wetenschap en Technologie (IWT-Belgium); the F.R.S.-FNRS and FWO (Belgium) under the “Excellence of Science — EOS” — be.h project n. 30820817; the Beijing Municipal Science & Technology Commission, No. Z191100007219010; the Ministry of Education, Youth and Sports (MEYS) of the Czech Republic; the Deutsche Forschungsgemeinschaft (DFG) under Germany’s Excellence Strategy — EXC 2121 “Quantum Universe” — 390833306; the Lendület (“Momentum”) Programme and the János Bolyai Research Scholarship of the Hungarian Academy of Sciences, the New National Excellence Program ÚNKP, the NKFIA research grants 123842, 123959, 124845, 124850, 125105, 128713, 128786, and 129058 (Hungary); the Council of Science and Industrial Research, India; the HOMING PLUS programme of the Foundation for Polish Science, cofinanced from European Union, Regional Development Fund, the Mobility Plus programme of the Ministry of Science and Higher Education, the National Science Center (Poland), contracts Harmonia 2014/14/M/ST2/00428, Opus 2014/13/B/ST2/02543, 2014/15/B/ST2/03998, and 2015/19/B/ST2/02861, Sonata-bis 2012/07/E/ST2/01406; the National Priorities Research Program by Qatar National Research Fund; the Ministry of Science and Education, grant no. 14.W03.31.0026 (Russia); the Tomsk Polytechnic University Competitiveness Enhancement Program and “Nauka” Project FSWW-2020-0008 (Russia); the Programa Estatal de Fomento de la Investigación Científica y Técnica de Excelencia María de Maeztu, grant MDM-2015-0509 and the Programa Severo Ochoa del Principado de Asturias; the Thalis and Aristeia programmes cofinanced by EU-ESF and the Greek NSRF; the Rachadapisek Sompot Fund for Postdoctoral Fellowship, Chulalongkorn University and the Chulalongkorn Academic into Its 2nd Century Project Advancement Project (Thailand); the Kavli Foundation; the Nvidia Corporation; the SuperMicro Corporation; the Welch Foundation, contract C-1845; and the Weston Havens Foundation (U.S.A.).

In addition, we gratefully acknowledge the computing centres and personnel of the Worldwide LHC Computing Grid for delivering so effectively the computing infrastructure essential to our analyses. In particular, the support from CERN, the ATLAS Tier-1 fa-
cilities at TRIUMF (Canada), NDGF (Denmark, Norway, Sweden), CC-IN2P3 (France), KIT/GridKA (Germany), INFN-CNAF (Italy), NL-T1 (Netherlands), PIC (Spain), ASGC (Taiwan), RAL (U.K.) and BNL (U.S.A.), the Tier-2 facilities worldwide and large non-WLCG resource providers is acknowledged gratefully. Major contributors of ATLAS computing resources are listed in ref. [57].

Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

References


10 Physics Department, National Technical University of Athens, Zografou, Greece
11 Department of Physics, University of Texas at Austin, Austin TX, United States of America
12 (a) Bahcesehir University, Faculty of Engineering and Natural Sciences, Istanbul; (b) Istanbul Bilgi University, Faculty of Engineering and Natural Sciences, Istanbul; (c) Department of Physics, Bogazici University, Istanbul; (d) Department of Physics Engineering, Gaziantep University, Gaziantep, Turkey
13 Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan
14 Institut de Física d’Altes Energies (IFAE), Barcelona Institute of Science and Technology, Barcelona, Spain
15 (a) Institute of High Energy Physics, Chinese Academy of Sciences, Beijing; (b) Physics Department, Tsinghua University, Beijing; (c) Department of Physics, Nanjing University, Nanjing; (d) University of Chinese Academy of Science (UCAS), Beijing, China
16 Institute of Physics, University of Belgrade, Belgrade, Serbia
17 Department for Physics and Technology, University of Bergen, Bergen, Norway
18 Physics Division, Lawrence Berkeley National Laboratory and University of California, Berkeley CA, United States of America
19 Institut für Physik, Humboldt Universität zu Berlin, Berlin, Germany
20 Albert Einstein Center for Fundamental Physics and Laboratory for High Energy Physics, University of Bern, Bern, Switzerland
21 School of Physics and Astronomy, University of Birmingham, Birmingham, United Kingdom
22 (a) Facultad de Ciencias y Centro de Investigaciones, Universidad Antonio Nariño, Bogotá; (b) Departamento de Física, Universidad Nacional de Colombia, Bogotá, Colombia, Colombia
23 (a) INFN Bologna and Universita’ di Bologna, Dipartimento di Fisica; (b) INFN Sezione di Bologna, Italy
24 Physikalisches Institut, Universität Bonn, Bonn, Germany
25 Department of Physics, Boston University, Boston MA, United States of America
26 Department of Physics, Brandeis University, Waltham MA, United States of America
27 (a) Transilvania University of Brasov, Brasov; (b) Horia Hulubei National Institute of Physics and Nuclear Engineering, Bucharest; (c) Department of Physics, Alexandru Ioan Cuza University of Iasi, Iasi; (d) National Institute for Research and Development of Isotopic and Molecular Technologies, Physics Department, Cluj-Napoca; (e) University Politehnica Bucharest, Bucharest; (f) West University in Timisoara, Timisoara, Romania
28 (a) Faculty of Mathematics, Physics and Informatics, Comenius University, Bratislava; (b) Department of Subnuclear Physics, Institute of Experimental Physics of the Slovak Academy of Sciences, Kosice, Slovak Republic
29 Physics Department, Brookhaven National Laboratory, Upton NY, United States of America
30 Departamento de Física, Universidad de Buenos Aires, Buenos Aires, Argentina
31 California State University, CA, United States of America
32 Cavendish Laboratory, University of Cambridge, Cambridge, United Kingdom
33 (a) Department of Physics, University of Cape Town, Cape Town; (b) iThemba Labs, Western Cape; (c) Department of Mechanical Engineering Science, University of Johannesburg, Johannesburg; (d) University of South Africa, Department of Physics, Pretoria; (e) School of Physics, University of the Witwatersrand, Johannesburg, South Africa
34 Department of Physics, Carleton University, Ottawa ON, Canada
35 (a) Faculté des Sciences Ain Chock, Réseau Universitaire de Physique des Hautes Énergies — Université Hassan II, Casablanca; (b) Faculté des Sciences, Université Ibn-Tofail, Kénitra; (c) Faculté des Sciences Semlalia, Université Cadi Ayyad, LPTHE-Marrakech; (d) Faculté des Sciences, Université Mohamed Premier and LPTPM, Oujda; (e) Faculté des sciences, Université Mohammed V, Rabat, Morocco
36 CERN, Geneva, Switzerland
37 Enrico Fermi Institute, University of Chicago, Chicago IL, United States of America
38 LPC, Université Clermont Auvergne, CNRS/IN2P3, Clermont-Ferrand, France
30 Nevis Laboratory, Columbia University, Irvington NY, United States of America
31 Niels Bohr Institute, University of Copenhagen, Copenhagen, Denmark
32 (a) Dipartimento di Fisica, Università della Calabria, Rende; (b) INFN Gruppo Collegato di Cosenza, Laboratori Nazionali di Frascati, Italy
33 Physics Department, Southern Methodist University, Dallas TX, United States of America
34 Physics Department, University of Texas at Dallas, Richardson TX, United States of America
35 National Centre for Scientific Research “Demokritos”, Agia Paraskevi, Greece
36 (a) Department of Physics, Stockholm University; (b) Oskar Klein Centre, Stockholm, Sweden
37 Deutsches Elektronen-Synchrotron DESY, Hamburg and Zeuthen, Germany
38 Lehrstuhl für Experimentelle Physik IV, Technische Universität Dortmund, Dortmund, Germany
39 Institut für Kern und Teilchenphysik, Technische Universität Dresden, Dresden, Germany
40 Department of Physics, Duke University, Durham NC, United States of America
41 SUPA — School of Physics and Astronomy, University of Edinburgh, Edinburgh, United Kingdom
42 INFN e Laboratori Nazionali di Frascati, Frascati, Italy
43 Physikalisches Institut, Albert-Ludwigs-Universität Freiburg, Freiburg, Germany
44 H. Physikalisches Institut, Georg-August-Universität Göttingen, Göttingen, Germany
45 Département de Physique Nucléaire et Corpusculaire, Université de Genève, Genève, Switzerland
46 (a) Dipartimento di Fisica, Università di Genova, Genova; (b) INFN Sezione di Genova, Italy
47 H. Physikalisches Institut, Justus-Liebig-Universität Giessen, Giessen, Germany
48 SUPA — School of Physics and Astronomy, University of Glasgow, Glasgow, United Kingdom
49 LPSC, Université Grenoble Alpes, CNRS/IN2P3, Grenoble INP, Grenoble, France
50 Laboratory for Particle Physics and Cosmology, Harvard University, Cambridge MA, United States of America
51 (a) Department of Modern Physics and State Key Laboratory of Particle Detection and Electronics, University of Science and Technology of China, Hefei; (b) Institute of Frontier and Interdisciplinary Science and Key Laboratory of Particle Physics and Particle Irradiation (MOE), Shandong University, Qingdao; (c) School of Physics and Astronomy, Shanghai Jiao Tong University, KLPPAC-MoE, SKLPPC, Shanghai; (d) Tsung-Dao Lee Institute, Shanghai, China
52 Kirchhoff-Institut für Physik, Ruprecht-Karls-Universität Heidelberg, Heidelberg;
53 (b) Physikalisches Institut, Ruprecht-Karls-Universität Heidelberg, Heidelberg, Germany
54 Faculty of Applied Information Science, Hiroshima Institute of Technology, Hiroshima, Japan
55 (a) Department of Physics, Chinese University of Hong Kong, Shatin, N.T., Hong Kong;
56 (b) Department of Physics, University of Hong Kong, Hong Kong; (c) Department of Physics and Institute for Advanced Study, Hong Kong University of Science and Technology, Clear Water Bay, Kowloon, Hong Kong, China
57 Department of Physics, National Tsing Hua University, Hsinchu, Taiwan
58 IJCLab, Université Paris-Saclay, CNRS/IN2P3, 91405, Orsay, France
59 Department of Physics, Indiana University, Bloomington IN, United States of America
60 (a) INFN Gruppo Collegato di Udine, Sezione di Trieste, Udine; (b) ICTP, Trieste; (c) Dipartimento Politecnico di Ingegneria e Architettura, Università di Udine, Udine, Italy
61 (a) INFN Sezione di Lecce; (b) Dipartimento di Matematica e Fisica, Università del Salento, Lecce, Italy
62 (a) INFN Sezione di Milano; (b) Dipartimento di Fisica, Università di Milano, Milano, Italy
63 (a) INFN Sezione di Napoli; (b) Dipartimento di Fisica, Università di Napoli, Napoli, Italy
64 (a) INFN Sezione di Pavia; (b) Dipartimento di Fisica, Università di Pavia, Pavia, Italy
65 (a) INFN Sezione di Pisa; (b) Dipartimento di Fisica E. Fermi, Università di Pisa, Pisa, Italy
66 (a) INFN Sezione di Roma; (b) Dipartimento di Fisica, Sapienza Università di Roma, Roma, Italy
67 (a) INFN Sezione di Roma Tor Vergata; (b) Dipartimento di Fisica, Università di Roma Tor Vergata, Roma, Italy
68 (a) INFN Sezione di Roma Tre; (b) Dipartimento di Matematica e Fisica, Università Roma Tre, Roma, Italy
69 (a) INFN-TIFPA; (b) Università degli Studi di Trento, Trento, Italy
119 Institute for Mathematics, Astrophysics and Particle Physics, Radboud University
Nijmegen/Nikhef, Nijmegen, Netherlands
120 Nikhef National Institute for Subatomic Physics and University of Amsterdam, Amsterdam,
Netherlands
121 Department of Physics, Northern Illinois University, DeKalb IL, United States of America
122 (a) Budker Institute of Nuclear Physics and NSU, SB RAS, Novosibirsk; (b) Novosibirsk State
University Novosibirsk, Russia
123 Institute for High Energy Physics of the National Research Centre Kurchatov Institute, Protvino,
Russia
124 Institute for Theoretical and Experimental Physics named by A.I. Alikhanov of National Research
Centre “Kurchatov Institute”, Moscow, Russia
125 Department of Physics, New York University, New York NY, United States of America
126 Ochanomizu University, Otsuka, Bunkyo-ku, Tokyo, Japan
127 Department of Physics, University of Oklahoma, Norman OK, United States of America
128 Homer L. Dodge Department of Physics and Astronomy, University of Oklahoma, Norman OK,
United States of America
129 Department of Physics, Oklahoma State University, Stillwater OK, United States of America
130 Palacký University, RCPTM, Joint Laboratory of Optics, Olomouc, Czech Republic
131 Institute for Fundamental Science, University of Oregon, Eugene, OR, United States of America
132 Graduate School of Science, Osaka University, Osaka, Japan
133 Department of Physics, University of Oslo, Oslo, Norway
134 Department of Physics, Oxford University, Oxford, United Kingdom
135 LPNHE, Sorbonne Université, Université de Paris, CNRS/IN2P3, Paris, France
136 Department of Physics, University of Pennsylvania, Philadelphia PA, United States of America
137 Konstantinov Nuclear Physics Institute of National Research Centre “Kurchatov Institute”, PNPI,
St. Petersburg, Russia
138 Department of Physics and Astronomy, University of Pittsburgh, Pittsburgh PA, United States of
America
139 (a) Laboratório de Instrumentação e Física Experimental de Partículas — LIP, Lisboa;
(b) Departamento de Física, Faculdade de Ciências, Universidade de Lisboa, Lisboa;
(c) Departamento de Física, Universidade de Coimbra, Coimbra; (d) Centro de Física Nuclear da
Universidade de Lisboa, Lisboa; (e) Departamento de Física, Universidade do Minho, Braga;
(f) Departamento de Física Teórica y del Cosmos, Universidad de Granada, Granada (Spain);
(g) Departamento de Física and CEFITEC of Faculdade de Ciências e Tecnologia, Universidade
Nova de Lisboa, Caparica; (h) Instituto Superior Técnico, Universidade de Lisboa, Lisboa, Portugal
140 Institute of Physics of the Czech Academy of Sciences, Prague, Czech Republic
141 Czech Technical University in Prague, Prague, Czech Republic
142 Charles University, Faculty of Mathematics and Physics, Prague, Czech Republic
143 Particle Physics Department, Rutherford Appleton Laboratory, Didcot, United Kingdom
144 IRFU, CEA, Université Paris-Saclay, Gif-sur-Yvette, France
145 Santa Cruz Institute for Particle Physics, University of California Santa Cruz, Santa Cruz CA,
United States of America
146 (a) Departamento de Física, Pontificia Universidad Católica de Chile, Santiago; (b) Universidad
Andres Bello, Department of Physics, Santiago; (c) Instituto de Alta Investigación, Universidad de
Tarapacá; (d) Departamento de Física, Universidad Técnica Federico Santa María, Valparaíso, Chile
147 Department of Physics, University of Washington, Seattle WA, United States of America
148 Department of Physics and Astronomy, University of Sheffield, Sheffield, United Kingdom
149 Department of Physics, Shinshu University, Nagano, Japan
150 Department Physik, Universität Siegen, Siegen, Germany
151 Department of Physics, Simon Fraser University, Burnaby BC, Canada
152 SLAC National Accelerator Laboratory, Stanford CA, United States of America
153 Physics Department, Royal Institute of Technology, Stockholm, Sweden
The CMS collaboration

Yerevan Physics Institute, Yerevan, Armenia
A.M. Sirunyan, A. Tumasyan

Institut für Hochenergiephysik, Wien, Austria

Institute for Nuclear Problems, Minsk, Belarus
V. Drugakov, V. Mos solov, J. Suarez Gonzalez

Universiteit Antwerpen, Antwerpen, Belgium

Vrije Universiteit Brussel, Brussel, Belgium

Université Libre de Bruxelles, Bruxelles, Belgium

Ghent University, Ghent, Belgium

Université Catholique de Louvain, Louvain-la-Neuve, Belgium

Centro Brasileiro de Pesquisas Fisicas, Rio de Janeiro, Brazil
G.A. Alves, G. Correia Silva, C. Hensel, A. Moraes

Universidade do Estado do Rio de Janeiro, Rio de Janeiro, Brazil
Universidade Estadual Paulista$^a$, Universidade Federal do ABC$^b$, São Paulo, Brazil
C.A. Bernardes$^a$, L. Calligaris$^a$, T.R. Fernandez Perez Tomei$^a$, E.M. Gregores$^b$, D.S. Lemos, P.G. Mercadante$^a$, S.F. Novaes$^a$, Sandra S. Padula$^a$

Institute for Nuclear Research and Nuclear Energy, Bulgarian Academy of Sciences, Sofia, Bulgaria
A. Aleksandrov, G. Antchev, R. Hadjiiska, P. Iaydziej, M. Misheva, M. Rodozov, M. Shopova, G. Sultanov

University of Sofia, Sofia, Bulgaria
M. Bonchev, A. Dimitrov, T. Ivanov, L. Litov, B. Pavlov, P. Petkov, A. Petrov

Beihang University, Beijing, China
W. Fang$^2$, X. Gao$^2$, L. Yuan

Department of Physics, Tsinghua University, Beijing, China
M. Ahmad, Z. Hu, Y. Wang

Institute of High Energy Physics, Beijing, China

State Key Laboratory of Nuclear Physics and Technology, Peking University, Beijing, China
A. Agapitos, Y. Ban, G. Chen, A. Levin, J. Li, L. Li, Q. Li, Y. Mao, S.J. Qian, D. Wang, Q. Wang

Zhejiang University, Hangzhou, China
M. Xiao

Universidad de Los Andes, Bogota, Colombia
C. Avila, A. Cabrera, C. Florez, C.F. González Hernández, M.A. Segura Delgado

Universidad de Antioquia, Medellin, Colombia
J. Mejia Guisao, J.D. Ruiz Alvarez, C.A. Salazar González, N. Vanegas Arbelaez

University of Split, Faculty of Electrical Engineering, Mechanical Engineering and Naval Architecture, Split, Croatia
D. Giljanović, N. Godinovic, D. Lelas, I. Puljak, T. Sculac

University of Split, Faculty of Science, Split, Croatia
Z. Antunovic, M. Kovac

Institute Rudjer Boskovic, Zagreb, Croatia
V. Brigljevic, D. Ferencek, K. Kadija, B. Mesic, M. Roguljic, A. Starodumov$^9$, T. Susa

University of Cyprus, Nicosia, Cyprus
Charles University, Prague, Czech Republic
M. Finger\textsuperscript{10}, M. Finger Jr.\textsuperscript{10}, A. Kveton, J. Tomsa

Escuela Politecnica Nacional, Quito, Ecuador
E. Ayala

Universidad San Francisco de Quito, Quito, Ecuador
E. Carrera Jarrin

Academy of Scientific Research and Technology of the Arab Republic of Egypt, Egyptian Network of High Energy Physics, Cairo, Egypt
A.A. Abdelalim\textsuperscript{11,12}, S. Abu Zeid\textsuperscript{13}

National Institute of Chemical Physics and Biophysics, Tallinn, Estonia
S. Bhowmik, A. Carvalho Antunes De Oliveira, R.K. Dewanjee, K. Ehataht, M. Kadastik, M. Raidal, C. Veelken

Department of Physics, University of Helsinki, Helsinki, Finland
P. Eerola, L. Forthomme, H. Kirschenmann, K. Osterberg, M. Voutilainen

Helsinki Institute of Physics, Helsinki, Finland

Lappeenranta University of Technology, Lappeenranta, Finland
P. Luukka, T. Tuuva

IRFU, CEA, Université Paris-Saclay, Gif-sur-Yvette, France

Laboratoire Leprince-Ringuet, CNRS/IN2P3, Ecole Polytechnique, Institut Polytechnique de Paris

Université de Strasbourg, CNRS, IPHC UMR 7178, Strasbourg, France

Centre de Calcul de l’Institut National de Physique Nucleaire et de Physique des Particules, CNRS/IN2P3, Villeurbanne, France
S. Gadrat
Université de Lyon, Université Claude Bernard Lyon 1, CNRS-IN2P3, Institut de Physique Nucléaire de Lyon, Villeurbanne, France

Georgian Technical University, Tbilisi, Georgia
A. Khvedelidze

Tbilisi State University, Tbilisi, Georgia
Z. Tsamalaidze

RWTH Aachen University, I. Physikalisches Institut, Aachen, Germany

RWTH Aachen University, III. Physikalisches Institut A, Aachen, Germany

RWTH Aachen University, III. Physikalisches Institut B, Aachen, Germany

Deutsches Elektronen-Synchrotron, Hamburg, Germany

University of Hamburg, Hamburg, Germany
O. Rieger, P. Schleper, S. Schumann, J. Schwandt, J. Sonneveld, H. Stadie, G. Steinbrück, B. Vormwald, I. Zoi

Karlsruher Institut fuer Technologie, Karlsruhe, Germany

Institute of Nuclear and Particle Physics (INPP), NCSR Demokritos, Aghia Paraskevi, Greece

National and Kapodistrian University of Athens, Athens, Greece

National Technical University of Athens, Athens, Greece
G. Bakas, K. Kousouris, I. Papakrivopoulos, G. Tsipolitis, A. Zacharopoulou

University of Ioánnina, Ioánnina, Greece

MTA-ELTE Lendület CMS Particle and Nuclear Physics Group, Eötvös Loránd University, Budapest, Hungary
M. Bartók\textsuperscript{21}, R. Chudasama, M. Csanad, P. Major, K. Mandal, A. Mehta, G. Pasztor, O. Surányi, G.I. Veres

Wigner Research Centre for Physics, Budapest, Hungary
G. Bencze, C. Hajdu, D. Horvath\textsuperscript{22}, F. Sikler, V. Veszpremi, G. Vesztergombi\textsuperscript{1}

Institute of Nuclear Research ATOMKI, Debrecen, Hungary
N. Beni, S. Czellar, J. Karancsi\textsuperscript{21}, J. Molnar, Z. Szillasi

Institute of Physics, University of Debrecen, Debrecen, Hungary
P. Raics, D. Teyssier, Z.L. Trocsanyi, B. Ujvari

Eszterhazy Karoly University, Karoly Robert Campus, Gyöngyös, Hungary
T. Csorgo, W.J. Metzger, F. Nemes, T. Novak

Indian Institute of Science (IISc), Bangalore, India
S. Choudhury, J.R. Komaragiri, P.C. Tiwari
National Institute of Science Education and Research, HBNI, Bhubaneswar, India

Panjab University, Chandigarh, India

University of Delhi, Delhi, India
A. Bhardwaj, B.C. Choudhary, R.B. Garg, M. Gola, S. Keshri, Ashok Kumar, M. Naimuddin, P. Priyanka, K. Ranjan, Aashaq Shah, R. Sharma

Saha Institute of Nuclear Physics, HBNI, Kolkata, India

Indian Institute of Technology Madras, Madras, India
P.K. Behera, S.C. Behera, P. Kalbhor, A. Muhammad, P.R. Pujahari, A. Sharma, A.K. Sikdar

Bhabha Atomic Research Centre, Mumbai, India
D. Dutta, V. Jha, D.K. Mishra, P.K. Netrakanti, L.M. Pant, P. Shukla

Tata Institute of Fundamental Research-A, Mumbai, India

Tata Institute of Fundamental Research-B, Mumbai, India
S. Banerjee, S. Bhattacharya, S. Chatterjee, P. Das, M. Guchait, S. Karmakar, S. Kumar, G. Majumder, K. Mazumdar, N. Sahoo, S. Sawant

Indian Institute of Science Education and Research (IISER), Pune, India
S. Dube, B. Kansal, A. Kapoor, K. Kothekar, S. Pandey, A. Rane, A. Rastogi, S. Sharma

Institute for Research in Fundamental Sciences (IPM), Tehran, Iran
S. Chenarani, S.M. Etesami, M. Khakzad, M. Mohammadi Najafabadi, M. Naseri, F. Rezaei Hosseinabadi

University College Dublin, Dublin, Ireland
M. Felcini, M. Grunewald

INFN Sezione di Bari, Università di Bari, Politecnico di Bari, Bari, Italy
INFN Sezione di Bologna\textsuperscript{a}, Università di Bologna\textsuperscript{b}, Bologna, Italy
G. Abbiendi\textsuperscript{a}, C. Battilana\textsuperscript{a,b}, D. Bonacorsi\textsuperscript{a,b}, L. Borgonovi\textsuperscript{a,b}, S. Braibant-Giacomelli\textsuperscript{a,b}, R. Campaninia\textsuperscript{a,b}, P. Capiluppi\textsuperscript{a,b}, A. Castro\textsuperscript{a,b}, F.R. Cavallo\textsuperscript{a}, C. Ciocca\textsuperscript{a}, G. Cidolica\textsuperscript{a,b}, M. Cuffiani\textsuperscript{a,b}, G.M. Dallavalle\textsuperscript{a}, F. Fabri\textsuperscript{a}, A. Fanfani\textsuperscript{a,b}, E. Fontanesi\textsuperscript{a,b}, P. Giacomelli\textsuperscript{a}, C. Grandi\textsuperscript{i}, L. Guiducci\textsuperscript{a,b}, F. Iemmi\textsuperscript{a,b}, S. Lo Meo\textsuperscript{a,31}, S. Marcellini\textsuperscript{a}, G. Meschini\textsuperscript{a}, M. Cuani\textsuperscript{a,b}, G. Masetti\textsuperscript{a}, M.A. Navarria\textsuperscript{a,b}, A. Perrotta\textsuperscript{a}, F. Riva\textsuperscript{a,b}, A.M. Rossi\textsuperscript{a,b}, T. Rovelli\textsuperscript{a,b}, G.P. Siroli\textsuperscript{a,b}, N. Tosi\textsuperscript{a}

INFN Sezione di Catania\textsuperscript{a}, Università di Catania\textsuperscript{b}, Catania, Italy
S. Albergo\textsuperscript{a,b,32}, S. Costa\textsuperscript{a,b}, A. Di Mattia\textsuperscript{a}, R. Potenza\textsuperscript{a,b}, A. Tricomi\textsuperscript{a,b,32}, C. Tuve\textsuperscript{a,b}

INFN Sezione di Firenze\textsuperscript{a}, Università di Firenze\textsuperscript{b}, Firenze, Italy
G. Barbagli\textsuperscript{a}, A. Cassese\textsuperscript{a}, R. Ceccarelli\textsuperscript{a,b}, V. Ciulli\textsuperscript{a,b}, C. Civinini\textsuperscript{a}, R. D'Alessandro\textsuperscript{a,b}, F. Fiori\textsuperscript{a,c}, E. Focardi\textsuperscript{a,b}, G. Latino\textsuperscript{a,b}, P. Lenzi\textsuperscript{a,b}, M. Meschini\textsuperscript{a}, S. Paoletti\textsuperscript{a}, G. Sguazzoni\textsuperscript{a}, L. Viliani\textsuperscript{a}

INFN Laboratori Nazionali di Frascati, Frascati, Italy
L. Benussi, S. Bianco, D. Piccolo

INFN Sezione di Genova\textsuperscript{a}, Università di Genova\textsuperscript{b}, Genova, Italy
M. Bozzo\textsuperscript{a,b}, F. Ferro\textsuperscript{a}, R. Mulargia\textsuperscript{a,b}, E. Robutti\textsuperscript{a}, S. Tosi\textsuperscript{a,b}

INFN Sezione di Milano-Bicocca\textsuperscript{a}, Università di Milano-Bicocca\textsuperscript{b}, Milano, Italy
A. Benaglia\textsuperscript{a}, A. Beschi\textsuperscript{a,b}, F. Brivio\textsuperscript{a,b}, V. Ciriolo\textsuperscript{a,b,17}, M.E. Dinardo\textsuperscript{a,b}, P. Dini\textsuperscript{a}, S. Gennai\textsuperscript{a}, A.O.M. Iorio\textsuperscript{a,b}, L. Layer\textsuperscript{a,b}, L. Lista\textsuperscript{a,b}, S. Meola\textsuperscript{a,d,17}, P. Paolucci\textsuperscript{a,17}, B. Rossi\textsuperscript{a}, C. Sciacca\textsuperscript{a,b}, E. Voevodina\textsuperscript{a,b}

INFN Sezione di Napoli\textsuperscript{a}, Università di Napoli ‘Federico II’\textsuperscript{b}, Napoli, Italy,
Università della Basilicata\textsuperscript{c}, Potenza, Italy, Università G. Marconi\textsuperscript{d}, Roma, Italy
S. Buontempo\textsuperscript{a}, N. Cavallo\textsuperscript{a,c}, A. De Iorio\textsuperscript{a,b}, A. Di Crescenzo\textsuperscript{a,b}, F. Fabozzi\textsuperscript{a,c}, F. Fienga\textsuperscript{a}, G. Galati\textsuperscript{a}, A.O.M. Iorio\textsuperscript{a,b}, L. Layer\textsuperscript{a,b}, L. Lista\textsuperscript{a,b}, S. Meola\textsuperscript{a,d,17}, P. Paolucci\textsuperscript{a,17}, B. Rossi\textsuperscript{a}, C. Sciacca\textsuperscript{a,b}, E. Voevodina\textsuperscript{a,b}

INFN Sezione di Padova\textsuperscript{a}, Università di Padova\textsuperscript{b}, Padova, Italy, Università di Trento\textsuperscript{c}, Trento, Italy
P. Azzi\textsuperscript{a}, N. Bacchetta\textsuperscript{a}, D. Bisello\textsuperscript{a,b}, A. Boletti\textsuperscript{a,b}, A. Braghieri\textsuperscript{a}, A. Bragagnolo\textsuperscript{a,b}, R. Carlin\textsuperscript{a,b}, P. Cecchini\textsuperscript{a}, P. De Castro Manzano\textsuperscript{a}, T. Dorigo\textsuperscript{a}, U. Dosselli\textsuperscript{a}, F. Gasparini\textsuperscript{a,b}, U. Gasparini\textsuperscript{a,b}, A. Gazzaniga\textsuperscript{a}, S.Y. Hoh\textsuperscript{a,b}, M. Margoni\textsuperscript{a,b}, A.T. Meneguzzo\textsuperscript{a,b}, J. Pazzini\textsuperscript{a,b}, M. Presilla\textsuperscript{a,b}, P. Ronchese\textsuperscript{a,b}, R. Rossin\textsuperscript{a,b}, F. Simonetto\textsuperscript{a,b}, A. Tiko\textsuperscript{a}, M. Tosi\textsuperscript{a,b}, M. Zanetti\textsuperscript{a,b}, P. Zotto\textsuperscript{a,b}, A. Zucchetta\textsuperscript{a,b}, G. Zumerle\textsuperscript{a,b}

INFN Sezione di Pavia\textsuperscript{a}, Università di Pavia\textsuperscript{b}, Pavia, Italy
A. Braghieri\textsuperscript{a}, D. Fiorina\textsuperscript{a,b}, P. Montagna\textsuperscript{a,b}, S.P. Ratti\textsuperscript{a,b}, V. Re\textsuperscript{a}, M. Ressegotti\textsuperscript{a,b}, C. Riccardi\textsuperscript{a,b}, P. Salvini\textsuperscript{a}, I. Vai\textsuperscript{a}, P. Vitulo\textsuperscript{a,b}
INFN Sezione di Perugia\textsuperscript{a}, Università di Perugia\textsuperscript{b}, Perugia, Italy
M. Biasini\textsuperscript{a,b}, G.M. Bilei\textsuperscript{a}, D. Ciangottini\textsuperscript{a,b}, L. Fanò\textsuperscript{a,b}, P. Lariccia\textsuperscript{a,b}, R. Leonardi\textsuperscript{a,b}, E. Manoni\textsuperscript{a}, G. Mantovani\textsuperscript{a,b}, V. Marianetti\textsuperscript{a,b}, M. Menichelli\textsuperscript{a}, A. Rossi\textsuperscript{a,b}, A. Santocchia\textsuperscript{a,b}, D. Spiga\textsuperscript{a}

INFN Sezione di Pisa\textsuperscript{a}, Università di Pisa\textsuperscript{b}, Scuola Normale Superiore di Pisa\textsuperscript{c}, Pisa, Italy
K. Androsov\textsuperscript{a}, P. Azzurri\textsuperscript{a}, G. Bagliesi\textsuperscript{a}, V. Bertacchi\textsuperscript{a,c}, L. Bianchini\textsuperscript{a}, T. Boccali\textsuperscript{a}, R. Castaldi\textsuperscript{a}, M.A. Ciocci\textsuperscript{a,b}, R. Dell’Orso\textsuperscript{a}, S. Donato\textsuperscript{a}, L. Giannini\textsuperscript{a,c}, A. Giassi\textsuperscript{a}, M.T. Grippo\textsuperscript{a}, F. Ligabue\textsuperscript{a,c}, E. Manca\textsuperscript{a,c}, G. Mandorli\textsuperscript{a,c}, A. Messineo\textsuperscript{a,b}, F. Palla\textsuperscript{a}, A. Rizzi\textsuperscript{a,b}, G. Rolandi\textsuperscript{a,c}, S. Roy Chowdhury\textsuperscript{a,c}, A. Scribano\textsuperscript{a}, P. Spagnolo\textsuperscript{a}, R. Tenchini\textsuperscript{a}, G. Tonelli\textsuperscript{a,b}, N. Turini\textsuperscript{a}, A. Venturi\textsuperscript{a}, P.G. Verdini\textsuperscript{a}

INFN Sezione di Roma\textsuperscript{a}, Sapienza Università di Roma\textsuperscript{b}, Rome, Italy
F. Cavallari\textsuperscript{a}, M. Cipriani\textsuperscript{a,b}, D. Del Re\textsuperscript{a,b}, E. Di Marco\textsuperscript{a}, M. Diemoz\textsuperscript{a}, E. Longo\textsuperscript{a,b}, P. Meridiani\textsuperscript{a}, G. Organtini\textsuperscript{a,b}, F. Pandolfi\textsuperscript{a}, R. Paramatti\textsuperscript{a,b}, C. Quaranta\textsuperscript{a,b}, S. Rahatlou\textsuperscript{a,b}, C. Rovelli\textsuperscript{a}, F. Santanastasio\textsuperscript{a,b}, L. Sofi\textsuperscript{a,b}, R. Tramontano\textsuperscript{a,b}

INFN Sezione di Torino\textsuperscript{a}, Università di Torino\textsuperscript{b}, Torino, Italy, Università del Piemonte Orientale\textsuperscript{c}, Novara, Italy
N. Amapane\textsuperscript{a,b}, R. Arcidiacono\textsuperscript{a,c}, S. Argiro\textsuperscript{a,b}, M. Arneodo\textsuperscript{a,c}, N. Bartosik\textsuperscript{a}, R. Bellan\textsuperscript{a,b}, A. Bellora\textsuperscript{a,b}, C. Biino\textsuperscript{a}, A. Cappati\textsuperscript{a,b}, N. Cartiglia\textsuperscript{a}, S. Conetti\textsuperscript{a}, M. Costa\textsuperscript{a,b}, R. Covarelli\textsuperscript{a,b}, N. Demaria\textsuperscript{a}, J.R. González Fernández\textsuperscript{a}, B. Kiani\textsuperscript{a,b}, F. Legger\textsuperscript{a}, C. Mariotti\textsuperscript{a}, S. Maselli\textsuperscript{a}, E. Migliore\textsuperscript{a,b}, V. Monaco\textsuperscript{a,b}, E. Montei\textsuperscript{a,b}, M. Monteno\textsuperscript{a}, M.M. Obertino\textsuperscript{a,b}, G. Ortona\textsuperscript{a}, L. Pacher\textsuperscript{a,b}, N. Pastrone\textsuperscript{a}, M. Pelliccioni\textsuperscript{a}, G.L. Pinna Angioni\textsuperscript{a,b}, A. Romero\textsuperscript{a,b}, M. Ruspa\textsuperscript{a,c}, R. Salvatico\textsuperscript{a,b}, V. Sola\textsuperscript{a}, A. Solano\textsuperscript{a,b}, D. Soldi\textsuperscript{a,b}, A. Staiano\textsuperscript{a}, D. Trocino\textsuperscript{a,b}

INFN Sezione di Trieste\textsuperscript{a}, Università di Trieste\textsuperscript{b}, Trieste, Italy
S. Belforte\textsuperscript{a}, V. Candelise\textsuperscript{a,b}, M. Casarsa\textsuperscript{a}, F. Cossutti\textsuperscript{a}, A. Da Rold\textsuperscript{a,b}, G. Della Ricca\textsuperscript{a,b}, F. Vazzoler\textsuperscript{a,b}, A. Zanetti\textsuperscript{a}

Kyungpook National University, Daegu, Korea

Chonnam National University, Institute for Universe and Elementary Particles, Kwangju, Korea
H. Kim, D.H. Moon

Hanyang University, Seoul, Korea
B. Francois, T.J. Kim, J. Park

Korea University, Seoul, Korea
Kyung Hee University, Department of Physics
J. Goh

Sejong University, Seoul, Korea
H.S. Kim

Seoul National University, Seoul, Korea

University of Seoul, Seoul, Korea

Sungkyunkwan University, Suwon, Korea
Y. Choi, C. Hwang, Y. Jeong, J. Lee, Y. Lee, I. Yu

Riga Technical University, Riga, Latvia
V. Veckalns

Vilnius University, Vilnius, Lithuania
V. Dudenas, A. Juodagalvis, A. Rinkevicius, G. Tamulaitis, J. Vaitkus

National Centre for Particle Physics, Universiti Malaya, Kuala Lumpur, Malaysia
F. Mohamad Idris, W.A.T. Wan Abdullah, M.N. Yusli, Z. Zolkapli

Universidad de Sonora (UNISON), Hermosillo, Mexico
J.F. Benitez, A. Castaneda Hernandez, J.A. Murillo Quijada, L. Valencia Palomo

Centro de Investigacion y de Estudios Avanzados del IPN, Mexico City, Mexico
H. Castilla-Valdez, E. De La Cruz-Burelo, I. Heredia-De La Cruz, R. Lopez-Fernandez, A. Sanchez-Hernandez

Universidad Iberoamericana, Mexico City, Mexico
S. Carrillo Moreno, C. Oropeza Barrera, M. Ramirez-Garcia, F. Vazquez Valencia

Benemérita Universidad Autónoma de Puebla, Puebla, Mexico
J. Eysermans, I. Pedraza, H.A. Salazar Ibarguen, C. Uribe Estrada

Universidad Autónoma de San Luis Potosí, San Luis Potosí, Mexico
A. Morelos Pineda

University of Montenegro, Podgorica, Montenegro
J. Mijuskovic, N. Raicevic

University of Auckland, Auckland, New Zealand
D. Krofcheck

University of Canterbury, Christchurch, New Zealand
S. Bheesette, P.H. Butler, P. Lujan
National Centre for Physics, Quaid-I-Azam University, Islamabad, Pakistan
A. Ahmad, M. Ahmad, M.I.M. Awan, Q. Hassan, H.R. Hoorani, W.A. Khan, M.A. Shah, M. Shoaib, M. Waqas

AGH University of Science and Technology Faculty of Computer Science, Electronics and Telecommunications, Krakow, Poland
V. Avati, L. Grzanka, M. Malawski

National Centre for Nuclear Research, Swierk, Poland
H. Bialkowska, M. Bluj, B. Boimska, M. Górski, M. Kazana, M. Szleper, P. Zalewski

Institute of Experimental Physics, Faculty of Physics, University of Warsaw, Warsaw, Poland
K. Bunkowski, A. Byszuk36, K. Doroba, A. Kalinowski, M. Konecki, J. Krolikowski, M. Olszewski, M. Walczak

Laboratório de Instrumentação e Física Experimental de Partículas, Lisboa, Portugal

Joint Institute for Nuclear Research, Dubna, Russia

Petersburg Nuclear Physics Institute, Gatchina (St. Petersburg), Russia

Institute for Nuclear Research, Moscow, Russia

Institute for Theoretical and Experimental Physics named by A.I. Alikhanov of NRC ‘Kurchatov Institute’, Moscow, Russia
V. Epshteyn, V. Gavrilov, N. Lychkovskaya, A. Nikitenko41, V. Popov, I. Pozdnyakov, G. Safronov, A. Spiridonov, A. Stepennov, M. Toms, E. Vlasov, A. Zhokin

Moscow Institute of Physics and Technology, Moscow, Russia
T. Aushev

National Research Nuclear University ‘Moscow Engineering Physics Institute’ (MEPhI), Moscow, Russia
M. Chadeeva42, P. Parygin, D. Philippov, V. Rusinov, E. Zhemchugov
National Taiwan University (NTU), Taipei, Taiwan

Chulalongkorn University, Faculty of Science, Department of Physics, Bangkok, Thailand
B. Asavapibhop, C. Asawatangtrakuldee, N. Srimanobhas, N. Suwonjandee

Çukurova University, Physics Department, Science and Art Faculty, Adana, Turkey

Middle East Technical University, Physics Department, Ankara, Turkey
B. Isildak, G. Karapinar, M. Yalvac

Bogazici University, Istanbul, Turkey
I.O. Atakisi, E. Gulmez, M. Kaya, O. Kaya, Ö. Özçelik, S. Tekten, E.A. Yetkin

Istanbul Technical University, Istanbul, Turkey
A. Cakir, K. Cankocak, Y. Komurcu, S. Sen

Istanbul University, Istanbul, Turkey
S. Cerci, B. Kaynak, S. Ozkorucuklu, D. Sunar Cerci

Institute for Scintillation Materials of National Academy of Science of Ukraine, Kharkov, Ukraine
B. Grynyov

National Scientific Center, Kharkov Institute of Physics and Technology, Kharkov, Ukraine
L. Levchuk

University of Bristol, Bristol, United Kingdom

Rutherford Appleton Laboratory, Didcot, United Kingdom

Imperial College, London, United Kingdom

Brunel University, Uxbridge, United Kingdom

J.E. Cole, P.R. Hobson, A. Khan, P. Kyberd, C.K. Mackay, I.D. Reid, L. Teodorescu, S. Zahid

Baylor University, Waco, U.S.A.

A. Brinkerhoff, K. Call, B. Caraway, J. Dittmann, K. Hatakeyama, C. Madrid, B. McMaster, N. Pastika, C. Smith

Catholic University of America, Washington, DC, U.S.A.

R. Bartek, A. Dominguez, R. Uniyal, A.M. Vargas Hernandez

The University of Alabama, Tuscaloosa, U.S.A.

A. Buccilli, S.I. Cooper, S.V. Gleyzer, C. Henderson, P. Rumerio, C. West

Boston University, Boston, U.S.A.


Brown University, Providence, U.S.A.


University of California, Davis, Davis, U.S.A.


University of California, Los Angeles, U.S.A.


University of California, Riverside, Riverside, U.S.A.


University of California, San Diego, La Jolla, U.S.A.

University of California, Santa Barbara — Department of Physics, Santa Barbara, U.S.A.

California Institute of Technology, Pasadena, U.S.A.

Carnegie Mellon University, Pittsburgh, U.S.A.

University of Colorado Boulder, Boulder, U.S.A.

Cornell University, Ithaca, U.S.A.

Fermi National Accelerator Laboratory, Batavia, U.S.A.

University of Florida, Gainesville, U.S.A.

Florida International University, Miami, U.S.A.
Y.R. Joshi

Florida State University, Tallahassee, U.S.A.
University of Nebraska-Lincoln, Lincoln, U.S.A.
K. Bloom, S. Chauhan, D.R. Claes, C. Fangmeier, L. Finco, F. Golf, R. Kamalieddin, I. Kravchenko, J.E. Siado, G.R. Snow\textsuperscript{†}, B. Stieger, W. Tabb

State University of New York at Buffalo, Buffalo, U.S.A.

Northeastern University, Boston, U.S.A.

Northwestern University, Evanston, U.S.A.

University of Notre Dame, Notre Dame, U.S.A.

The Ohio State University, Columbus, U.S.A.
J. Alimena, B. Bylsma, B. Cardwell, L.S. Durkin, B. Francis, C. Hill, W. Ji, A. Lefeld, T.Y. Ling, B.L. Winer

Princeton University, Princeton, U.S.A.

University of Puerto Rico, Mayaguez, U.S.A.
S. Malik, S. Norberg

Purdue University, West Lafayette, U.S.A.

Purdue University Northwest, Hammond, U.S.A.
T. Cheng, J. Dolen, N. Parashar

Rice University, Houston, U.S.A.
University of Rochester, Rochester, U.S.A.

Rutgers, The State University of New Jersey, Piscataway, U.S.A.

University of Tennessee, Knoxville, U.S.A.
H. Acharya, A.G. Delannoy, S. Spanier

Texas A&M University, College Station, U.S.A.

Texas Tech University, Lubbock, U.S.A.

Vanderbilt University, Nashville, U.S.A.

University of Virginia, Charlottesville, U.S.A.
M.W. Arenton, P. Barria, B. Cox, G. Cummings, J. Hakala, R. Hirosky, M. Joyce, A. Ledovskoy, C. Neu, B. Tannenwald, Y. Wang, E. Wolfe, F. Xia

Wayne State University, Detroit, U.S.A.
R. Harr, P.E. Karchin, N. Poudyal, J. Sturdy, P. Thapa

University of Wisconsin — Madison, Madison, WI, U.S.A.

†: Deceased
1: Also at Vienna University of Technology, Vienna, Austria
2: Also at Université Libre de Bruxelles, Bruxelles, Belgium
3: Also at IRFU, CEA, Université Paris-Saclay, Gif-sur-Yvette, France
4: Also at Universidade Estadual de Campinas, Campinas, Brazil
5: Also at Federal University of Rio Grande do Sul, Porto Alegre, Brazil
6: Also at UFMS, Nova Andradina, Brazil
7: Also at Universidade Federal de Pelotas, Pelotas, Brazil
8: Also at University of Chinese Academy of Sciences, Beijing, China
53: Also at Department of Physics, Tsinghua University, Beijing, China, Beijing, China
54: Also at Near East University, Research Center of Experimental Health Science, Nicosia, Turkey
55: Also at Beykent University, Istanbul, Turkey, Istanbul, Turkey
56: Also at Istanbul Aydin University, Application and Research Center for Advanced Studies (App. & Res. Cent. for Advanced Studies), Istanbul, Turkey
57: Also at Mersin University, Mersin, Turkey
58: Also at Piri Reis University, Istanbul, Turkey
59: Also at Ozyegin University, Istanbul, Turkey
60: Also at Izmir Institute of Technology, Izmir, Turkey
61: Also at Bozok Universitetesi Rektörlüğü, Yozgat, Turkey
62: Also at Marmara University, Istanbul, Turkey
63: Also at Milli Savunma University, Istanbul, Turkey
64: Also at Kafkas University, Kars, Turkey
65: Also at Istanbul Bilgi University, Istanbul, Turkey
66: Also at Hacettepe University, Ankara, Turkey
67: Also at Adiyaman University, Adiyaman, Turkey
68: Also at Vrije Universiteit Brussel, Brussel, Belgium
69: Also at School of Physics and Astronomy, University of Southampton, Southampton, United Kingdom
70: Also at IPPP Durham University, Durham, United Kingdom
71: Also at Monash University, Faculty of Science, Clayton, Australia
72: Also at Bethel University, St. Paul, Minneapolis, U.S.A., St. Paul, U.S.A.
73: Also at Karamanoğlu Mehmetbey University, Karaman, Turkey
74: Also at Bingöl University, Bingöl, Turkey
75: Also at Georgian Technical University, Tbilisi, Georgia
76: Also at Sinop University, Sinop, Turkey
77: Also at Mimar Sinan University, Istanbul, Istanbul, Turkey
78: Also at Nanjing Normal University Department of Physics, Nanjing, China
79: Also at Texas A&M University at Qatar, Doha, Qatar
80: Also at Kyungpook National University, Daegu, Korea, Daegu, Korea