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This paper describes the measurements of flow harmonics $v_n$ in 3 $\mu$b$^{-1}$ of Xe + Xe collisions at $\sqrt{s_{NN}} = 5.44$ TeV performed using the ATLAS detector at the Large Hadron Collider (LHC). Measurements of the centrality, multiplicity, and $p_T$ dependence of the $v_n$ obtained using two-particle correlations and the scalar product technique are presented. The measurements are also performed using a template-fit procedure, which was developed to remove nonflow correlations in small collision systems. This nonflow removal is shown to have a significant influence on the measured $v_n$ at high $p_T$, especially in peripheral events. Comparisons of the measured $v_n$ with measurements in Pb + Pb collisions and $p +$ Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV are also presented. The $v_n$ values in Xe + Xe collisions are observed to be larger than those in Pb + Pb collisions for $n = 2, 3$, and 4 in the most central events. However, with decreasing centrality or increasing harmonic order $n$, the $v_n$ values in Xe + Xe collisions become smaller than those in Pb + Pb collisions. The $v_n$ in Xe + Xe and Pb + Pb collisions are also compared as a function of the mean number of participating nucleons, $\langle N_{\text{part}} \rangle$, and the measured charged-particle multiplicity in the detector. The $v_2$ values in Xe + Xe and Pb + Pb collisions are observed to be similar at the same $\langle N_{\text{part}} \rangle$ or multiplicity, but the other harmonics are significantly different. The ratios of the measured $v_n$ in Xe + Xe and Pb + Pb collisions, as a function of centrality, are also compared to theoretical calculations.
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I. INTRODUCTION

Heavy-ion collisions, such as those at the Relativistic Heavy Ion Collider (RHIC) [1–4] and at the Large Hadron Collider (LHC) [5–10], produce a state of matter, with deconfined quarks and gluons, commonly called quark-gluon plasma (QGP). The QGP produced in such collisions expands anisotropically due to spatial anisotropies in the initial geometry, which produce asymmetric pressure gradients between the medium and the outside vacuum. The anisotropic expansion leads to large azimuthal modulations in the final distributions of the produced particles [11]. The single-particle azimuthal yields of particles produced in heavy-ion collisions are typically characterized as a Fourier series [12]:

$$\frac{dN}{d\phi} = \frac{N_0}{2\pi} \left\{ 1 + 2 \sum_{n=1}^{\infty} v_n \cos[n(\phi - \Phi_n)] \right\},$$

where $\phi$ is the azimuthal angle of the particle momentum and $v_n$ and $\Phi_n$ are the magnitude and phase of the $n$th-order anisotropy. The $v_n$ are referred to as flow harmonics, while the $\Phi_n$ are referred to as event-plane angles. The $v_n$ are functions of the transverse momentum ($p_T$), pseudorapidity$^1$ ($\eta$), event multiplicity, and particle species, and they fluctuate from event to event.

Measurements of the $v_n$ and their comparisons with calculations based on relativistic hydrodynamics have shown that the QGP produced in heavy-ion collisions behaves like a nearly perfect fluid, characterized by a very low ratio of shear viscosity to entropy density, $\eta/s$, close to the conjectured lower limit of $\frac{\ln 4\pi}{\sqrt{s}}$ [13]. Significant experimental progress has been made in recent years in precision measurements of the $v_n$ [5–8,14,15], event-by-event fluctuations in the $v_n$ [16–18], and the correlations between the magnitudes [19,20] and phases [21] of different-order anisotropies. These high-precision measurements have led to significant improvement in constraining the value of $\eta/s$ [22,23]. However, due to large theoretical uncertainties in the understanding of the initial stages of heavy-ion collisions, the precise value of $\eta/s$ or its exact temperature dependence still remains unknown. A possible data-driven way of further constraining the value of $\eta/s$, and at the same time improving the understanding of

$^1$ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector and the $z$ axis along the beam pipe. The $x$ axis points from the IP to the center of the LHC ring, and the $y$ axis points upward. Cylindrical coordinates ($r, \phi$) are used in the transverse plane, with $\phi$ being the azimuthal angle around the $z$ axis. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$. 
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the initial entropy production in heavy-ion collisions, is to compare the \( v_n \) measured across collision systems of different sizes [24].

This paper presents \( v_n \) measurements in Xe+Xe collisions at a center-of-mass energy per nucleon pair of \( \sqrt{s_{NN}} = 5.44 \text{ TeV} \) by ATLAS using an integrated luminosity of 3 \( \mu \)b\(^{-1}\). The flow measurements are performed with the two-particle correlation (2PC) and scalar product (SP) methods. The measurements are also performed using a template-fit procedure [25,26] developed by ATLAS to measure correlations in small systems, such as \( pp \) and \( p + Pb \). The template-fit procedure removes "nonflow" correlations that arise from back-to-back jet pairs (dijets) and particle decays, which typically bias the \( v_n \) measurements in low-multiplicity events, especially at high \( p_T \).

The Xe nucleus is small compared to the Pb nucleus—the specific isotopes used at the LHC are \( ^{129}\text{Xe} \) and \( ^{208}\text{Pb} \). Thus, Xe+Xe collisions are expected to have larger event-by-event fluctuations in the initial geometry compared to Pb+Pb collisions [24]. On the other hand, a smaller system implies larger viscous effects in the hydrodynamic expansion of the produced QGP fireball [24,27,28]. Thus, the \( v_n \) measurements in Xe+Xe collisions and their comparison with those in Pb+Pb collisions allow the interplay of these two effects to be studied.

The outline of the paper is as follows: Section II describes the ATLAS detector subsystems used in this measurement. Section III describes the dataset, the event selection, and requirements on charged-particle tracks used in the analysis. Section IV gives a brief description of the 2PC, template-fit, and SP methods. The systematic uncertainties in the \( v_n \) measurements are described in Sec. V. In Section VI, the results of the measurements are presented, which include the \( p_T \), centrality, and multiplicity dependence of the \( v_n \) as well as its dependence on the mean number of participating nucleons in the collisions \( \langle N_{\text{part}} \rangle \). In Sec. VII, the present Xe+Xe \( v_n \) measurements are compared with previous \( v_n \) measurements in Pb+Pb and \( p + Pb \) collisions. Finally, Sec. VIII, summarizes the results.

II. THE ATLAS DETECTOR

The measurements presented in this paper were performed using the ATLAS detector [29] at the LHC. The principal components used in this analysis are the inner detector (ID), calorimeter, and the trigger and data acquisition systems.

The ID, consisting of a silicon pixel detector, a silicon microstrip tracker, and a transition radiation tracker, is immersed in a 2 T axial magnetic field. The ID provides charged-particle tracking in the range \( |\eta| < 2.5 \). The high-granularity silicon pixel detector covers the interaction region and typically provides four measurements per track. The first hit is normally in the "insertable B layer" (IBL) [30,31], which was installed before the 2015 data taking period. The pixel detector is followed by the silicon microstrip tracker (SCT), which typically provides measurements of four three-dimensional points per track. These silicon detectors are complemented by the transition radiation tracker, which enables radially extended track reconstruction up to \( |\eta| = 2.0 \), providing around 30 hits per track. The ATLAS calorimeter system consists of a liquid argon (LAr) electromagnetic calorimeter covering \( |\eta| < 3.2 \), a steel-scintillator sampling hadronic calorimeter covering \( |\eta| < 1.7 \), a LAr hadronic calorimeter covering \( 1.5 < |\eta| < 3.2 \), and two LAr electromagnetic and hadronic forward calorimeters (FCal) covering \( 3.2 < |\eta| < 4.9 \). The ATLAS trigger system [32] consists of a first-level (L1) trigger implemented using a combination of dedicated electronics and programmable logic, and a software-based high-level trigger (HLT).

III. DATASET, EVENT, AND TRACK SELECTIONS

The Xe + Xe data used in this paper were collected in October 2017. A set of minimum-bias events was selected by a pair of complementary and mutually exclusive triggers. The first trigger required the total transverse energy deposited in the calorimeters at L1 \( (E_T^{L1}) \) to be larger than 4 GeV, without any additional requirement at the HLT. The second trigger required that \( E_T^{L1} \) be less than 4 GeV with the additional requirement of a reconstructed track with \( p_T > 0.2 \text{ GeV} \) at the HLT. Together, these two triggers selected all events with either \( E_T^{L1} > 4 \text{ GeV} \) or a reconstructed track at the HLT.

In the offline analysis, the \( z \) coordinate of the primary vertex [33] is required to be within 10 cm of the nominal interaction point. Events containing more than one inelastic interaction (pileup events) were removed by exploiting the correlation between the transverse energy measured in the FCal \( (\Sigma E_T^{\text{FCal}}) \) and the number of tracks associated with the primary vertex. In a typical pileup event, the track multiplicity associated with the primary vertex belongs to a single Xe+Xe collision, while the energy deposited in calorimeters contains contributions from multiple collisions. Therefore, events with small values of measured multiplicity and large \( \Sigma E_T^{\text{FCal}} \), which differ markedly from those of the majority of Xe+Xe collisions, are removed from the analysis [17]. The fraction of pileup events is estimated to be \( \approx 0.1 \% \). As in previous ATLAS heavy-ion analyses, the events are classified into centrality percentiles based on the total transverse energy deposited in the FCal in the event [5,14]. The Glauber model [34] is used to obtain a correspondence between the \( \Sigma E_T^{\text{FCal}} \) distribution and the sampling fraction of the total inelastic Xe + Xe cross section, allowing the setting of the centrality percentiles [5,14]. The Glauber model is also used to obtain the mapping from the observed \( \Sigma E_T^{\text{FCal}} \) to the primary properties, such as the mean number of nucleons participating in the nuclear collision, \( \langle N_{\text{part}} \rangle \), for each centrality interval. Figure 1 shows the distribution of \( \Sigma E_T^{\text{FCal}} \) in data and provides the fraction of the total inelastic Xe + Xe cross section, allowing the setting of the centrality percentiles [5,14]. The Glauber model is also used to obtain the mapping from the observed \( \Sigma E_T^{\text{FCal}} \) to the primary properties, such as the mean number of nucleons participating in the nuclear collision, \( \langle N_{\text{part}} \rangle \), for each centrality interval. Figure 1 shows the distribution of \( \Sigma E_T^{\text{FCal}} \) in data and provides the fraction of the total inelastic Xe + Xe cross section, allowing the setting of the centrality percentiles [5,14]. The Glauber model is also used to obtain the mapping from the observed \( \Sigma E_T^{\text{FCal}} \) to the primary properties, such as the mean number of nucleons participating in the nuclear collision, \( \langle N_{\text{part}} \rangle \), for each centrality interval. Figure 1 shows the distribution of \( \Sigma E_T^{\text{FCal}} \) in data and provides the fraction of the total inelastic Xe + Xe cross section, allowing the setting of the centrality percentiles [5,14]. The Glauber model is also used to obtain the mapping from the observed \( \Sigma E_T^{\text{FCal}} \) to the primary properties, such as the mean number of nucleons participating in the nuclear collision, \( \langle N_{\text{part}} \rangle \), for each centrality interval. Figure 1 shows the distribution of \( \Sigma E_T^{\text{FCal}} \) in data and provides the fraction of the total inelastic Xe + Xe cross section, allowing the setting of the centrality percentiles [5,14].
is expected, at least eight SCT hits, and no missing hits in the pixel or SCT. A hit is expected if the extrapolated track crosses an active region of a silicon-sensor module (pixel or SCT) that has not been disabled, and a hit is said to be “missing” when it is expected but not found. Further, the transverse ($d_0$) and longitudinal ($z_0 \sin(\theta)$) impact parameters of the track relative to the primary vertex are required to be less than 1 mm. The track-fit quality parameter $\chi^2$/ndof is required to be less than 6. For cross checks and for estimating systematic uncertainties, a looser and a tighter set of requirements are used. For the looser selection, referred to as “loose,” the requirements on the number of pixel and SCT hits are reduced to one and six, respectively, and the requirement on $d_0$ and $z_0 \sin \theta$ are relaxed to 1.5 mm. These looser requirements on the tracks are also used to study the multiplicity dependence of the $v_n$ as they enhance the per-event multiplicity. For the tighter selection, referred to as “tight,” the topological requirements on the reconstructed track are not altered, but the transverse and longitudinal impact parameters of the track are restricted to be less than 0.5 mm.

In order to study the performance of the ATLAS detector, a sample of 1M minimum-bias Xe + Xe Monte Carlo (MC) events was generated using HIJING version 1.38b [36]. Since the HIJING event generator does not have any intrinsic mechanism to generate flow, the latter is added after the generation using an “afterburner” procedure [37], which slightly shifts the $\phi$ positions of generated particles to mimic flow. The generated sample was passed through a full simulation of the ATLAS detector [38] using GEANT4 [39], and the MC events were reconstructed by the same algorithms as the data. The reconstructed particles in the MC events are used to calculate the reconstruction efficiency—the fraction of the generated charged particles that are successfully reconstructed—as a function of $p_T$ and $\eta$, and denoted by $\epsilon(p_T, \eta)$ below. At midrapidity ($|\eta| < 1$) and for events in the 0–5% centrality interval, the reconstruction efficiency is $\approx 60\%$ at low $p_T$ and increases to $\approx 73\%$ at higher $p_T$. For $|\eta| > 1$, the efficiency decreases to about 40–60% depending on the $p_T$ and centrality. The reconstruction efficiency depends weakly on the centrality for low-$p_T$ tracks, for which it is smaller in the most central events by about 3% as compared to peripheral events. For tracks with $p_T > 1$ GeV, the dependence on centrality is less than 1%. The MC simulation is also used to calculate the fraction of fake tracks—the fraction of the reconstructed particles that do not correspond to any generated particle—also as a function of $p_T$ and $\eta$, and denoted by $f(p_T, \eta)$ below. The fake rate is less than 1% across the $p_T$ and centrality range used in this analysis. Additionally, systematic differences seen between the $v_n$ evaluated using the reconstructed particles in the MC events—using the same techniques as in the data analysis—and the $v_n$ implemented for the generated particles, are used as multiplicative correction factors in the data analysis. The size of this correction is discussed in Sec. V.

The Xe+Xe measurements in this paper are compared with similar measurements in Pb+Pb and $p + $ Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV. Further, for the template fits, data from $pp$ collisions at $\sqrt{s} = 5.02$ TeV are used [26] (see Sec. IV B). The Pb+Pb dataset, triggers, and track selections used for the comparisons are identical to those used in Ref. [6]. The $pp$ and $p + $ Pb datasets, triggers, and track selections are identical to those used in Ref. [26].

IV. METHODOLOGY

In this section, a brief description of the methods used to measure flow harmonics is provided. First, the two-particle correlation analysis, including the construction of correlation functions, is described. Next, the template-fit procedure is explained, which starts from the 2PCs but implements additional nonflow subtraction. Finally, the steps involved in obtaining the SP results are presented.

A. Two-particle correlations

The 2PC method has been used extensively for flow measurements at RHIC and the LHC [6,14,16,19,25,26,40–42]. In the 2PC method, the distribution of particle pairs in relative azimuthal angle $\Delta \phi = \phi^a - \phi^b$ and pseudorapidity separation $\Delta \eta = \eta^a - \eta^b$ is measured. The particles $a$ and $b$ are conventionally referred to as the “reference” and “associated” particles, respectively. In this analysis, the two particles are charged particles measured by the ATLAS tracking system, over the full azimuth and $|\eta| < 2.5$, resulting in a pair-acceptance coverage of $\pm 5.0$ units in $\Delta \eta$. In order to account for the detector acceptance effects, such as localized regions with lower efficiency or dead regions, the correlation is constructed from the ratio of the distribution in which the reference and associated particles are taken from the same event to the distribution in which the reference and associated particles are taken from two different events. The correlation function is defined as

$$ C(\Delta \eta, \Delta \phi) = \frac{S(\Delta \eta, \Delta \phi)}{B(\Delta \eta, \Delta \phi)}, $$

where $S$ and $B$ represent the “same-event” and “mixed-event” pair distributions, respectively [14]. The same-event distribution includes both the physical correlations and the
correlations arising from detector acceptance effects. On the other hand, the mixed-event distribution reflects only the effects of detector inefficiencies and nonuniformity, but contains no physical correlations. Detector acceptance effects largely cancel out in the S/B ratio [40]. To ensure that the acceptance effects in the B distribution closely match those in the S distribution, the B distribution is constructed from particles from two different events that have similar centrality (or multiplicity) and z vertex. When constructing S and B, in order to account for the inefficiency in track reconstruction and for misconstrued tracks, pairs are weighted by their fake-track rates and the inverse product of their reconstruction efficiencies (see Sec. III):

\[ [1 - f(p^a_\eta, \eta^b)][1 - f(p^b_\eta, \eta^b)]/[\epsilon(p_\eta^a, \eta^a)\epsilon(p_\eta^b, \eta^b)].\]

To investigate the \( \Delta \phi \) dependence of the long-range (\(|\Delta \eta| > 2\)) correlation in more detail, the S and B distributions are integrated over \( 2 < \Delta \eta < 5 \) and a one-dimensional correlation function \( C(\Delta \phi) \) is constructed as follows:

\[
C(\Delta \phi) = \frac{\int d|\Delta \eta| S(|\Delta \eta|, \Delta \phi)}{\int d|\Delta \eta| B(|\Delta \eta|, \Delta \phi)} = \frac{S(\Delta \phi)}{B(\Delta \phi)}.
\]

The \(|\Delta \eta| > 2\) requirement is imposed to reject the short-range correlations and focus on the long-range features of the correlation functions. In a similar fashion to the single-particle distribution [Eq. (1)], the \( C(\Delta \phi) \) can be expanded as a Fourier series [14]:

\[
C(\Delta \phi) = C_0[1 + 2\Sigma_{n=1}^\infty v_{n,n}(p_T^a, p_T^b)\cos(n\Delta \phi)].
\]

In the absence of any nonflow correlations, it can be shown that the Fourier coefficients of the \( C(\Delta \phi) \) factorize into the product of single-particle anisotropies as [40]

\[
v_{n,n}(p_T^a, p_T^b) = v_n(p_T^a)v_n(p_T^b).
\]

The factorization of \( v_{n,n} \) given by Eq. (3) is expected to break down at high \( p_T \) and in low-multiplicity events, where the \( v_{n,n} \) separation between the particles is small and short-range correlations dominate [14]. However, the \(|\Delta \eta| > 2\) requirement removes most of such short-range correlations. In the phase-space region where Eq. (3) holds, the \( v_n(p_T^a) \) can be evaluated from the measured \( v_{n,n} \) as

\[
v_n(p_T^a) = \frac{v_{n,n}(p_T^a, p_T^b)}{v_n(p_T^a)} = \frac{v_{n,n}(p_T^a, p_T^b)}{\sqrt{v_{n,n}(p_T^a, p_T^b)}},
\]

where the relation \( v_{n,n}(p_T^a, p_T^b) = v_n^2(p_T^a) \) is used in the denominator. For most of the 2PC results in this analysis the \( v_{n,n}(p_T^a, p_T^b) \) are evaluated using Eq. (4) with \( 0.5 \text{ GeV} < p_T^a < 5 \text{ GeV} \). The upper limit on \( p_T^a \) is chosen to exclude high-\( p_T \) particles, which originate predominantly from jets.

### B. Template fits

One drawback of the 2PC method is that in peripheral events with low multiplicity or for 2PCs involving particles at high \( p_T \), the measured \( v_n \) can be biased by correlations arising from back-to-back dijets that are not rejected by the \(|\Delta \eta| > 2\) requirement. This issue is much more severe in smaller collision systems such as \( p + \text{Pb} \) and especially in \( pp \) collisions, in which the 2PC even at large \(|\Delta \eta|\) is completely dominated by the back-to-back dijet correlations. To address this issue, a template-fitting procedure was developed to measure the \( v_n \) in \( pp \) and \( p + \text{Pb} \) collisions [25,26,43]. The template-fit method assumes the following:

1. The shape of the dijet contribution to the 2PC does not change from low- to high-multiplicity events; only its relative contribution to the 2PC changes.
2. The 2PC for low-multiplicity events is dominated by the dijet contribution.

With the above assumptions, the correlation \( C(\Delta \phi) \) in higher multiplicity events is then described by a template fit, \( C_{\text{template}}(\Delta \phi) \), consisting of two components: a scale factor, \( F \), times the correlation measured in low-multiplicity events, \( C_{\text{periph}}(\Delta \phi) \), which accounts for the dijet correlation, and a genuine long-range harmonic modulation, \( C_{\text{ridge}}(\Delta \phi) \):

\[
C_{\text{template}}(\Delta \phi) = FC_{\text{periph}}(\Delta \phi) + C_{\text{ridge}}(\Delta \phi) = FC_{\text{periph}}(\Delta \phi) + G[1 + 2\Sigma_{n=2}^\infty v_{n,n} \cos(n\Delta \phi)],
\]

where the coefficient \( F \) and the \( v_{n,n} \) are fit parameters adjusted to reproduce the \( C(\Delta \phi) \). The coefficient \( G \) is not a free parameter but is fixed by the requirement that the integrals of the \( C_{\text{template}}(\Delta \phi) \) and \( C(\Delta \phi) \) are equal. There are two variations of the template-fit procedure, depending on how the \( C_{\text{periph}}(\Delta \phi) \), used in Eq. (5), is obtained. In the first case, the entire correlation function in the low-multiplicity interval is used as \( C_{\text{periph}}(\Delta \phi) \). In the second case, only the modulated part of the correlation function is used as \( C_{\text{periph}}(\Delta \phi) \) and the unmodulated “pedestal” is removed. The removal of the pedestal is done using the “zero yield at minimum” (ZYAM) procedure [25], which subtracts a pedestal from the \( C_{\text{periph}}(\Delta \phi) \) such that the value of \( C_{\text{periph}}(\Delta \phi) \) is zero at its minimum. The ZYAM-based method includes the additional assumption that only the part of the low-multiplicity 2PC that is modulated in \( \Delta \phi \) arises from “nonflow” correlations. In general, the standard and ZYAM-based template-fit measurements in \( pp \) and \( p + \text{Pb} \) collisions give significantly different \( v_n \) values at very low multiplicities. But with increasing multiplicities, the difference between the \( v_n \) values obtained from the two methods decreases [25,26]. Since the \( \text{Pb} + \text{Pb} \) and \( \text{Xe} + \text{Xe} \) multiplicities are significantly larger than in \( pp \) and \( p + \text{Pb} \), it is expected that the standard and the ZYAM-based template measurements yield similar \( v_n \) values, except at very low multiplicities. The difference between the \( v_n \) values obtained with and without the ZYAM procedure then gives an estimate of the bias that the nonflow subtraction technique induces in the measured \( v_n \).

In this paper, the \( C_{\text{periph}}(\Delta \phi) \) used in the template fits is constructed using \( pp \) events at \( \sqrt{s} = 5.02 \text{ TeV} \) that have fewer than 20 reconstructed tracks passing the selection requirements listed in Sec. III. Prior measurements using the template-fit method in \( pp \) and \( p + \text{Pb} \) collisions used the low-multiplicity events from the same collision system to generate
the $C_{\text{periph}}(\Delta \phi)$. In the present analysis, the choice of $p p$ reference is based on the following reasoning. The template-fit method works better when the $C_{\text{periph}}(\Delta \phi)$ is dominated by nonflow correlations. Even in peripheral $A + A$ collisions, there is still significant flow compared to $p p$ collisions; thus, using the $C_{\text{periph}}(\Delta \phi)$ constructed from $p p$ collisions at similar collision energy, which has smaller flow-like correlations, is a better alternative. Because of “jet quenching” effects present in heavy-ion collisions [44–47], it is possible that the assumption made in the template-fit procedure, that the shape of the dijet correlation in $A$ collisions; thus, the SP [48,49] measurement relies on correlations between the flow vector, respectively. In this paper, the complex-number notation is used.

The flow vectors can be represented as two-dimensional vectors, or equivalently as complex numbers, with the real and imaginary parts of the complex number representing the $x$ and $y$ components of the flow vector, respectively. In this paper, the complex-number notation is used.

C. Scalar product

While the 2PC method relies on correlations between particle pairs using only information from the ID to measure $v_n$, the SP [48,49] measurement relies on correlations between the flow from energy deposits measured in the FCal and from tracks in the ID. Thus, it allows measurements of the $v_n$ with a larger gap in $\eta$ to strongly suppresses short-range correlations. In fact, the larger $\eta$ gap not only suppresses short-range correlations, it also suppresses correlations from back-to-back dijets, as most of the dijets are at midrapidity.

The SP measurement is based on the construction of flow vectors [48,49] from tracks in the ID, and towers—segmentations of the calorimeter of approximant granularity $0.1 \times 0.1$ in $\eta$ and $\phi$—in the FCal. The flow-vectors are defined as follows:

$$k_n = \frac{1}{\sigma_j w_j} \sum_j w_j e^{i \phi_j},$$

where $n$ is the harmonic order. For the construction of $k_n$ from ID tracks, which is labeled as $q_n$ in the following text, $\phi_j$ is the azimuthal angle of the track, and the weight $w_j$, which corrects for tracking performance, is equal to $[1 - f(p_T^j, \eta_j)]/\epsilon(p_T^j, \eta_j)$. The sum runs over a set of particles in a single event, usually restricted to a region of the $\eta$-$p_T$ space. For the estimate of $k_n$ from the FCal, denoted by $Q_n$, the sum runs over calorimeter towers, with $\phi_j$ being the azimuthal position of the tower and the weight $w_j$ being the measured $E_T$ in the tower.

Using Eq. (1), it can be shown that the flow vectors $q_n$ are given by $v_n(p_T, \eta) e^{i \phi_n}$. However, due to statistical fluctuations arising from the finite number of tracks used in measuring the $q_n$ event by event [16], the measured $q_n$ fluctuate around the true $v_n(p_T, \eta) e^{i \phi_n}$, and can be written as

$$q_n = v_n e^{i \phi_n} + q_n^{\text{fluc}},$$

where $q_n^{\text{fluc}}$ is a complex number representing event-by-event statistical fluctuations. Similarly, the $Q_n$ can be written as

$$Q_n = v_n e^{i \phi_n} + Q_n^{\text{fluc}},$$

where $v_n$ is used to denote the integrated $v_n$ of particles in the calorimeter acceptance together with the $E_T$ response of the calorimeter folded in, and $Q_n^{\text{fluc}}$ represents statistical noise.

Because of the random orientation of the collision geometry from event to event, the flow vector averaged over many events should be equal to zero. Additionally, the distributions for the real and imaginary parts of the flow vector should have identical widths. However, due to nonuniform detector response in $\phi$, these conditions may not be satisfied. To correct for the nonuniform detector response, a procedure described in Ref. [6] is applied, which ensures that the distributions of the real and imaginary parts of the flow vectors are centered at zero and have the same widths.

In the estimation of $v_n$ from the SP method, four flow vectors are involved: $Q_n^{\text{fluc}}$ measured in the FCal at positive $\eta$, $Q_n^{\text{fluc}}$ measured in the FCal at negative $\eta$, and the corresponding flow vectors for charged particles measured in the ID, denoted by $q_n^{\text{fluc}}$ for positive $\eta$ and $q_n^{\text{fluc}}$ for negative $\eta$. The $v_n$ for $\eta < 0$ from the SP method is then defined as

$$v_n^{\text{SP}}(\eta < 0) = \frac{\Re \{q_n^{\text{fluc}} Q_n^{\text{fluc}}\}}{\sqrt{\{Q_n^{\text{fluc}} Q_n^{\text{fluc}}\}},}$$

while for $\eta > 0$ the numerator is replaced by $\{q_n^{\text{fluc}} Q_n^{\text{fluc}}\}$.

The “$\Re$” denotes complex conjugate and the angular brackets indicate an average over all events. Equation (8) can be understood by substituting expressions from Eqs. (6) and (7) for the flow vectors and noting that all terms involving $q_n^{\text{fluc}}$ and $Q_n^{\text{fluc}}$ drop out when averaged over many events. This gives

$$v_n^{\text{SP}}(\eta < 0) = \frac{\{v_n^{\text{SP}} V_n^{\text{SP}}\}}{\sqrt{|V_n^{\text{SP}} V_n^{\text{SP}}|},}$$

where the superscripts $N$ and $P$ indicate whether the quantities involved correspond to $\eta < 0$ or $\eta > 0$, respectively. Equation (9) is similar to Eq. (4) for the 2PC measurements. The final $v_n$ from the SP method is obtained by averaging the results obtained for $\eta > 0$ and $\eta < 0$ in Eq. (8). While Eq. (8) explicitly uses the real part of the flow-vector product to obtain the $v_n$, the imaginary part of the flow-vector product should be statistically consistent with zero [cf. Eq. (9)]. Any statistically significant nonzero value for the imaginary part of the flow-vector product in Eq. (8) is indicative of detector response effects that are not corrected for in the measurement and is typically used as a systematic uncertainty of the measured $v_n$.

The 2PC and SP methods are very closely related; both methods nominally measure the $\langle \sqrt{v_n^2} \rangle$, where the average is taken over all particles and events in the chosen $p_T$, $\eta$, and centrality range. The 2PC method uses correlation between pairs of tracks while the SP method utilizes correlations between tracks and energy deposition in the calorimeters. One advantage of the SP method in ATLAS is that the larger rapidity gap between the FCal and the ID, which is greater
This is the reason why for small systems (difficult to obtain reliable flow vectors using the calorimeters for Pb template-fit methods [25,26,43,53,54]. Flow measurements are typically performed using the 2PC or template-fit methods. The 2PC and template-fit methods are used to measure harmonics $v_2$, while the SP method is used to measure harmonics $v_2$–$v_6$. For example, the larger $\eta$ gap biases the $v_2$–$v_6$ measurements if the reconstructed tracks, and including the resulting decorrelations increase with decreasing system-size [50–52]. The flow-$v_2$–$v_6$ is specific to the 2PC and template-fit methods, item 6 is specific to the template-fit method, and items 7 and 8 are specific to the SP method only. The 2PC and template-fit methods are used to measure harmonics $v_2$–$v_6$, while the SP method is used to measure harmonics $v_2$–$v_6$. The systematic uncertainties of the measured $v_n$ are evaluated by varying several aspects of the analysis. Most of the uncertainties are common to the SP and 2PC methods and are discussed together. Since the template-fit measurements start with the 2PCs, all systematic uncertainties related to the 2PC method also affect the measurements based on the template fit. The template-fit measurements have an additional uncertainty related to the choice of the peripheral reference, which is discussed below. The SP method is used to measure harmonics $v_2$–$v_6$, while the 2PC and template-fit methods are used to measure harmonics $v_2$–$v_5$. This difference is due to the fact that the 2PC and template-fit measurements have large systematic uncertainties attributed to the pair acceptance and peripheral reference choice for $v_n$, which make a significant measurement not feasible. The uncertainties for two representative centrality and $p_T$ ranges are summarized in Table I. The following sources of uncertainties are considered:

(1) **Track selection**: The tracking selection cuts control the relative contribution of genuine charged particles and fake tracks entering the analysis. The stability of the results with respect to the track selection is evaluated by varying the requirements imposed on the reconstructed tracks, and including the resulting variation in the $v_n$ as a systematic uncertainty. The two sets of variations termed loose and tight in Sec. III are used for this purpose. At low $p_T$ ($0.5$–$0.8$ GeV), the variation in the $v_n$ obtained from this procedure is most significant in the most central events, typically $5\%$, as the fake-track rate is largest in this region of phase space. For higher $p_T$ and less central events, changing the set of tracks used in the analysis has less influence on the measurement.

(2) **Tracking efficiency**: As mentioned in Sec. IV, the tracks are weighted by $(1 - f)/\epsilon$ when calculating the $v_n$ to account for the impact of the tracking efficiency. Uncertainties in the efficiency, resulting from, e.g., uncertainty of the amount of material in the detector, are propagated into the measured $v_n$. This uncertainty is evaluated by varying the efficiency up and down within its uncertainties ($\pm 3\%$) in a $p_T$-dependent manner and re-evaluating the $v_n$. This contribution to the overall uncertainty is very small and amounts to less than $1\%$ on average for the $p_T$-integrated $v_n$, and is negligible for the $p_T$-integrated $v_n$. This is because the change of efficiency largely cancels out in the

<table>
<thead>
<tr>
<th>Uncertainty sources</th>
<th>Harmonic order</th>
<th>5–10% centrality</th>
<th>40–50% centrality</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Track selection</td>
<td>$v_2$–$v_6$</td>
<td>1.5</td>
<td>0.5</td>
</tr>
<tr>
<td>2. Tracking efficiency</td>
<td>$v_2$–$v_6$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3. Centrality determination</td>
<td>$v_2$–$v_6$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4. MC closure</td>
<td>$v_2$–$v_6$</td>
<td>$&lt;0.1$</td>
<td>$&lt;0.1$</td>
</tr>
<tr>
<td></td>
<td>$v_2$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$v_3$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5. Event mixing</td>
<td>$v_4$</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>$v_5$</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>$v_2$</td>
<td>$&lt;0.5$</td>
<td>1.5</td>
</tr>
<tr>
<td>6. Peripheral reference</td>
<td>$v_4$</td>
<td>1.0</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>$v_5$</td>
<td>5</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>$v_2$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7. $\eta$ asymmetry</td>
<td>$v_3$</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$v_4$</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>$v_5$–$v_6$</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>$v_2$–$v_3$</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>8. Residual sine term</td>
<td>$v_4$</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>$v_5$–$v_6$</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>
FIG. 2. Two-particle correlations in $\Delta\eta$–$\Delta\phi$ for 2 GeV < $p_T$ < 3 GeV. The correlations are shown for the 0–5% (left), 30–40% (center), and 60–70% (right) centrality intervals. The distributions are truncated to suppress the peak at $\Delta\eta = \Delta\phi = 0$ to show the long-range correlation in greater detail. The $\Delta\eta$ axis is also truncated at $\Delta\eta = \pm 4.6$ to avoid large statistical fluctuations present at the edge of the $\Delta\eta$ acceptance.

differential $v_n(p_T)$ measurement, and for $v_n$ integrated over $p_T$, the low-$p_T$ particles dominate the measurement. The uncertainty does not change significantly with centrality or with the harmonic order.

(3) Centrality determination: The centrality definitions used to classify the events into centrality percentiles have an ≈1% uncertainty associated with them. This uncertainty arises from uncertainties in the fraction of the inelastic Xe+Xe cross section accepted by the triggers used in this analysis. The impact of the uncertainty from the centrality definition on the $v_n$ is evaluated by varying the centrality interval definitions by 1%, re-evaluating the $v_n$, and including the variation in the $v_n$ as a systematic uncertainty. The impact on all harmonics over the 0–50% centrality range is found to be within 1%. For more peripheral events, this number varies between 1% and 5% depending on the $p_T$, centrality, and harmonic order $n$.

(4) MC closure: The MC closure test consists of comparing the $v_n^{\text{MC}}$ obtained directly from the MC generated particles, and the $v_n^{\text{ reco}}$ obtained by applying the same analysis procedures to the MC sample as to the data. The analysis of MC events is done to evaluate the contributions of effects not corrected for in the data analysis. Systematic differences seen between the $v_n$ of the generated particles and reconstructed particles are used to correct the $v_n$ measured in the data and, conservatively, also included as a systematic uncertainty. This uncertainty is at the level of a few percent over the 0.5–0.8 GeV $p_T$ range and the 0–20% centrality range, and reaches 5% for $p_T \sim 0.5$ GeV in the 0–5% centrality interval. It is negligible elsewhere.

(5) Event mixing: As explained in Sec. IV A, the 2PC analysis uses the event-mixing technique to estimate and correct for the detector acceptance effects. Potential systematic uncertainties in the $v_n$ due to the residual pair-acceptance effects, which are not corrected for by the mixed events, are evaluated by varying the multiplicity and $z$-vertex matching criteria used to make the mixed-event distributions, following procedures from Ref. [14]. The resulting uncertainty in the $v_2$–$v_5$ is 1–3% for most of the centrality and $p_T$ ranges considered in this paper. However, at high $p_T$ and for the harmonic orders $n \geq 4$, this uncertainty can become large as 10%. This uncertainty only contributes to the $v_n$ values measured by the 2PC and template-fit methods.

(6) Choice of peripheral reference: The template-fit procedure uses $pp$ events at $\sqrt{s} = 5.02$ TeV with less than 20 reconstructed tracks to build $C^{\text{pp}}(\Delta\phi)$. The choice of 20 tracks is partially motivated by the fact that the mean multiplicity of minimum-bias $pp$ events is close to 20 tracks. To test the stability of the $v_n$ with respect to our choice of the peripheral reference, the analysis is repeated with an alternative $C^{\text{pp}}(\Delta\phi)$ constructed from $pp$ events with 0–20, 10–20, and 10–30 reconstructed tracks and the change in the template-$v_n$ values is included as a systematic uncertainty. This uncertainty is within ≈4% over the 0–50% centrality range and for $p_T < 4$ GeV, but increases considerably and can become as large as 30% for more peripheral events or at higher $p_T$. This uncertainty only contributes to the $v_n$ values measured by the template-fit method.

(7) $\eta$ asymmetry: Because of the symmetry of the Xe + Xe collision system, the event-averaged $\langle v_{\eta}(\eta) \rangle$ and $\langle v_{\eta}(\eta) \rangle$ are expected to be equal. Any difference between the event-averaged $v_{\eta}$ at ±$\eta$ arises from residual detector nonuniformity. The difference between the $v_{\eta}$ values measured in opposite hemispheres is treated as a systematic uncertainty quantifying imperfect detector performance. This uncertainty only contributes to the $v_{\eta}$ values measured with the SP method. The value of this uncertainty depends on the harmonic order. It is less than 1% for $v_2$ and increases to ≈5% for $v_6$. For the 2PC method, the residual nonuniformity is estimated by variations in the event-mixing procedure.

(8) Residual sine term: The imaginary part of the flow-vector product in Eq. (8) should be consistent with zero. Any systematic deviation of the imaginary part from zero indicates the presence of residual detector response effects. The ratio of the imaginary part of
The flow-vector product to its real part [Eq. (8)] is therefore included as a contribution to the systematic uncertainty. The contribution from this source is ≤2% in most of the phase space, while for the higher harmonics \( n = 5 \) it can reach 10%. This uncertainty is only relevant for the \( v_n \) values measured by the SP method.

### VI. RESULTS

#### A. Two-particle correlations and template fits

Figure 2 shows the two-dimensional 2PCs in \( \Delta \eta - \Delta \phi \) for several centrality intervals for \( 2 \text{ GeV} < p_T^a, b < 3 \text{ GeV} \), where \( p_T^a \) and \( p_T^b \) label the \( p_T \) ranges of the reference and associated particles used in the correlation. In all cases, a peak is seen in the correlation at \( (\Delta \eta, \Delta \phi) \approx (0, 0) \). This peak arises from short-range correlations such as jet fragmentation, resonance decays, or Hanbury Brown and Twiss (HBT) correlations \[55\]. The long-range (large \( \Delta \eta \)) correlations are the result of the global anisotropy of the event and are the focus of the study in this analysis. Thus, all further 2PC results are discussed with the \( \Delta \eta > 2 \) requirement.

Figure 3 shows corresponding one-dimensional 2PCs along \( \Delta \phi \) for \( 2 \text{ GeV} < p_T^a, b < 3 \text{ GeV} \) and for several centrality intervals. The line is a Fourier fit to the correlation [Eq. (2)] that includes harmonics up to \( n = 5 \). The \( y \)-axis ranges for the different panels are kept identical so that the modulation in the correlation across the different centralities can be easily compared. It is seen that the modulation in the correlation is smallest in the most central events (left panel), increases toward midcentral events, and then decreases slightly. This roughly follows the centrality dependence of most \( v_{n,n} \), especially the \( v_2, 2 \).

Figure 4 shows the same correlation functions but with a reduced \( y \)-axis range to make it easier to observe the features of the correlation. The Fourier fit is indicated by the thick black line and the contributions of the individual \( v_{n,n} \) are also shown. In the most central 0–5% collisions (left panel of Fig. 4), the \( v_2, 2 \)–\( v_4, 4 \) are of comparable magnitude, but in other centralities, where the average collision geometry is elliptic,
FIG. 5. Template fits to the 2PCs in Xe + Xe collisions. The fits are shown for the 0–5% (left), 30–40% (center), and 60–70% (right) centrality intervals. The plots are for 0.5 GeV < p_{T} < 5 GeV. The solid points indicate the measured 2PC, and the open points and curves show different components of the template (see legend) that are shifted along the γ axis by G or by FC^{exp}(0), where necessary, for presentation. The plots correspond to the template-fit method without using ZYAM subtraction on the pp reference. The template-fit includes harmonics n up to 5.

FIG. 6. The demonstration of factorization as a function of p_{T} for v_{2} in the 40–50% centrality interval (top row) and 60–80% centrality interval (bottom row). The left panels show the results for the 2PC method and the right panels show the results for the template-fit method without ZYAM. The error bars indicate statistical uncertainties only.
FIG. 7. The $p_T$ dependence of the $v_n$ obtained with the 2PC and SP methods. Each panel represents a different centrality interval. The solid markers show the results obtained using the 2PC method and the open markers show the results obtained from the SP method. The vertical error bars and shaded bands indicate statistical and systematic uncertainties, respectively, and are often too small to be visible. The 2PC results are shown for harmonics 2–5, and the SP results are shown for harmonics 2–6.

The $v_{2,2}$ is significantly larger than the other $v_{2,n}$ ($n \geq 3$). In central events, the away-side peak (at $\Delta\phi = \pi$) is also much broader due to the comparable magnitudes of the higher order harmonics and $v_{2,2}$, while in midcentral events (30–40% centrality in Fig. 4), the near ($\Delta\phi = 0$) and away-side peaks are more symmetric as the $v_{2,2}$ dominates. In central and midcentral events, the near-side peak is larger than the away-side peak. However, beyond 60% centrality (right panel of Fig. 4), the away-side peak becomes larger, indicating the presence of a large negative $v_{1,1}$ component. This negative $v_{1,1}$ component in the peripheral 2PCs largely arises from dijets and its contribution to the correlation function increases in
FIG. 8. The $p_T$ dependence of the $v_n$ obtained with the 2PC and template-fit measurements. Each panel represents a different centrality interval. The solid markers show the results obtained using the 2PC analysis. The small and large open markers show the results obtained from the template fit with and without ZYAM, respectively. The vertical error bars and shaded bands indicate statistical and systematic uncertainties, respectively, and are often too small to be visible.

peripheral events [14,26]. While the near-side jet contribution is rejected by the $|\Delta\eta| > 2$ requirement, the away-side jet is not localized in $|\Delta\eta|$ and cannot be rejected entirely. The presence of the away-side jet produces a large negative $v_{1,1}$ and also affects the other harmonics. Over this centrality range, the $v_{n,n}$ are strongly biased by dijets, especially at higher $p_T$.

The presence of the jets also results in the breakdown of the factorization relation [Eq. (4)]. This is discussed in more detail in Sec. VI B.

Figure 5 shows examples of template fits to the measured 2PCs [Eq. (5)] that includes harmonics $n$ up to 5. The figure shows the template fits without a ZYAM subtraction.
FIG. 9. The centrality dependence of the $v_n$ obtained with the 2PC and template-fit methods. The solid points represent the 2PC $v_n$. The large open points represent the template fit $v_n$ without ZYAM. The small open points represent the template fit $v_n$ with ZYAM. Each panel shows the results for a different $p_T$ interval. The error bars and shaded bands indicate statistical and systematic uncertainties, respectively.

performed on the $pp$ reference. However, in the plots presented in Fig. 5, the template fits look identical with and without ZYAM as explained in the following. The ZYAM method sets the minimum of the $C_{\text{periph}}(\Delta \phi)$ term to zero by removing a pedestal equal to $C_{\text{periph}}(0)$, since the minimum of $C_{\text{periph}}(\Delta \phi)$ occurs at $\Delta \phi = 0$. The template fits then transfer this pedestal to the $G$ term of the $C_{\text{ridge}}(\Delta \phi)$. However, the components of the template fit are shifted vertically by the pedestal of the other term, i.e., the $C_{\text{ridge}}(\Delta \phi)$ is plotted as $C_{\text{ridge}}(\Delta \phi) + FC_{\text{periph}}(0)$ and the $C_{\text{periph}}(\Delta \phi)$ is plotted as $FC_{\text{periph}}(\Delta \phi) + G$, where $G$ and $FC_{\text{periph}}$ are the pedestals of the two components. This shift in the plotting undoes the shift in the pedestals of the two components. In Fig. 5, the fits are shown for a central (0–5%), a midcentral (30–40%), and a peripheral (60–70%) centrality interval. The relative difference between $C_{\text{temp}}(\Delta \phi)$ and $C_{\text{ridge}}(\Delta \phi)$ is largest for the peripheral centrality interval and decreases for midcentral events. This is indicative of larger contributions from nonflow correlations in peripheral collisions than in midcentral collisions.

B. Factorization of $v_n$ for 2PC and template fits

Figure 6 shows how well the factorization of the $v_n$ [Eq. (4)] works for the 2PC and template-fit $v_n$ measurements. The plots show the $v_2(p_T)$ obtained using Eq. (4) in the 40–50% and 60–80% centrality ranges, for several $p_T$ intervals: 0.5–1, 1–2, 2–3, 3–4, and 0.5–5 GeV. If factorization worked, then the obtained values of $v_2(p_T)$ would be independent of the choice of $p_T$. For the 2PC measurements, factorization breaks down at large values of $p_T$ because of nonflow effects such as jets. In midcentral events the $v_2$ is largest, and thus the bias from nonflow effects is relatively weak and the factorization holds until much higher $p_T$ values.
than in other centrality ranges. In peripheral events, with the decreased multiplicity, the bias from nonflow effects becomes larger; this, coupled with the decreased $v_2$, results in larger or earlier onset (in $p_T$) of factorization breakdown. In general, the factorization holds better for $v_3$ and $v_4$ than for $v_2$. This is because the factorization breakdown occurs mostly because of the back-to-back dijets, not rejected by the $\Delta \eta$ cut, which have a larger impact on the $v_{2,2}$ than the $n \geq 3$ harmonics [14,26]. These observations are similar to those made in previous $v_n$ measurements in Pb+Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV [6]. However, quantitatively, the breakdown in the Xe+Xe case is somewhat larger than in Pb+Pb collisions at the same centrality, due to smaller multiplicities. On the other hand, for the template-fit measurements, the...
factorization works much better for higher $p_T$ and for more peripheral events, indicating a significant reduction of the bias from dijet correlations.

For all remaining plots involving the 2PC or template-fit measurements, the default $p_T$ interval used for the $v_n$ measurement is $0.5 \text{ GeV} < p_T < 5 \text{ GeV}$. Over this $p_T$ interval, the factorization holds quite well for the 2PC method for most of the centrality ranges.

C. $p_T$ dependence of $v_n$

Figure 7 shows the $p_T$ dependence of the $v_n$ obtained using the 2PC and SP methods. Each panel shows the measurements for a different centrality interval. In general, the 2PC and SP results are quite comparable, although small differences can be seen in the most central events. However, in peripheral events (50–60% and 60–70% centrality classes) and for $p_T > 4 \text{ GeV}$ the $v_2$ from the 2PC method gives systematically higher
values. This increase arises due to bias from dijets and is further investigated below.

Figure 8 compares the \(p_T\) dependence of the \(v_n\) obtained using the 2PC method, and the template-fit measurement with or without the ZYAM subtraction. The measurements are shown in finer \(p_T\) intervals, thereby allowing examination of the \(p_T\) dependence and the nonflow bias in detail. For the harmonic \(v_5\) the results are truncated for centralities more peripheral than the 40–50% interval, beyond which the statistical errors are typically too large to study the \(p_T\) dependence. For all the methods of measurement, the following trends are observed: The \(v_n\) values increase at low \(p_T\) and reach a maximum between 2 GeV and 4 GeV, and then decrease. For nearly all centralities, the \(v_n\) follow the trend \(v_2 \gg v_3 > v_4 > v_5\). This hierarchy is violated in the most central 0–5% collisions, where the \(v_3\) and \(v_4\) values at high enough \(p_T\) become larger than the \(v_2\) values. These trends are the same as those observed in prior \(v_n\) measurements in Pb+Pb collisions [6,14]. For the 2PC measurements, it is observed that at high \(p_T\) (the last two \(p_T\) intervals shown), the \(v_2\) again increases with \(p_T\). This feature can be explained as a bias from dijets, which dominate the 2PC at high \(p_T\) especially in peripheral events. The back-to-back nature of the dijet correlations enhances (suppresses) the measured values of the
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**FIG. 14.** The \(p_T\) dependence of scaled flow harmonics, \(v_n/v_n^3\), as a function of centrality in Xe + Xe collisions. The error bars denote statistical errors and the shaded bands represent the systematic uncertainty. The horizontal dashed lines represent fits to a constant, over the 0.6–5 GeV \(p_T\) range. The \(v_n\) values are measured with the SP method.

![Figure 15](image2.png)

**FIG. 15.** The centrality dependence of mean values of scaled harmonics (left) \(v_n/v_n^{3/2}\) and (right) \(v_n/v_n^{3/3}\) calculated in the 0.6–5 GeV \(p_T\) range. The errors represent the uncertainty of the fit and do not account for systematic uncertainties.
$v_n$ for even-order (odd-order) harmonics. This trend is to some extent also seen in the SP measurements shown previously in Fig. 7. This bias is considerably reduced in the measurements based on the template-fit method. It is interesting to note that the template-fit measurements with or without ZYAM give similar results for the $v_n$. As mentioned earlier, the differences between the $v_n$ values obtained with or without the ZYAM procedure can give an estimate of possible biases in the nonflow subtraction. Thus, similar values obtained from the two template-fit methods, which make different assumptions about the $C_{\text{periph}}(\Delta\phi)$ [Eq. (5)], give more confidence in the robustness of the nonflow subtraction.

D. Centrality dependence of $v_n$

Figure 9 shows the centrality dependence of the $v_n$ obtained from the 2PC and template-fit methods. The different panels represent different $p_T$ intervals. Results from the template-fit method with or without a ZYAM procedure on the reference and from the 2PC method are shown. For the 2PC
measurements and for \( p_T < 3 \) GeV—shown in the first three panels—the \( v_n \) values increase from central to midcentral events, reach a maximum between 40% and 60% centrality, and then decrease. The variation with centrality is largest for the \( v_2 \) owing to the large change in the second-order eccentricity [56] from central to midcentral collisions. These features are consistent with those observed in other heavy-ion collisions [1–8,14]. The effects of the nonflow bias seen in Fig. 8 can also be observed more clearly in Fig. 9, where for the 4–6 GeV \( p_T \) interval the 2PC \( v_2 \) values increase over the 60–80% centrality range. The template-fit \( v_2 \), on the other hand, does not show this increase. In general, for centrality intervals more peripheral than 60% and \( p_T > 3 \) GeV, the template-fit \( v_2 \) have smaller values for the even-order harmonics and larger values for the odd-order harmonics, compared to the 2PC results. This is consistent with the removal of bias from dijets, which enhances (suppresses) even-order (odd-order) harmonics.

### E. Scaling behavior of \( v_n \)

#### 1. Scaling of \( v_n(p_T) \) across different centralities

In a recent ATLAS paper [6] on \( v_n \) measurements in Pb+Pb collisions, it was observed that the \( v_n(p_T) \) at different centralities in Pb+Pb collisions had a very similar \( p_T \) dependence. In fact, after scaling the \( p_T \) and \( v_n \) axes by multiplicative factors that depend only on centrality, the \( v_n(p_T) \) across different centralities were consistent within \( \pm 5\% \) over the 0.5–5 GeV \( p_T \) range. In this section \( p_T \), a similar study is presented for the \( v_n \) measured in Xe+Xe collisions.

The left panels of Fig. 10 show the \( v_n(p_T) \) for several centrality intervals and for \( n = 2 \) and 3 obtained via the 2PC method. The \( v_n(p_T) \) are then scaled along the \( x \) and \( y \) axes to match their shapes across the different centrality intervals. For this matching, the 0–60% centrality interval is chosen as the reference and the \( v_n(p_T) \) for the individual centralities are scaled to best match the \( v_n(p_T) \) in the 0–60% centrality interval over the 0.5–5 GeV \( p_T \) range. The fitting is done over the 0.5–5 GeV \( p_T \) range, with the \( \chi^2 \) minimization taking into account the combined statistical and systematic uncertainties and treating the scale factors along the \( p_T \) and \( v_n \) axes as the fit parameters. The right panels of Fig. 10 show the corresponding scaled \( v_n \). The scaled \( v_n \) match within \( \pm 4\% \) across most of the shown \( p_T \) range.

Figure 11 shows the \( p_T \) and \( v_n \) scale factors obtained for \( v_2 \) and \( v_3 \) as a function of centrality. The \( p_T \) scale factors increase from central to peripheral events over the 10–60% centrality range. Over this interval, the values of the scale factors for the two harmonics match within \( \pm 8\% \). However, in the most central events (0–10%), some significant deviation is observed between the two scale factors, where the scale factor for the \( v_2 \) increases for more central events while that for the \( v_3 \) decreases. This deviation may be due to larger jet-bias effects in the \( v_2 \) as compared to \( v_3 \), but requires additional investigation to properly understand its origin. The \( v_n \) scale factors are quite different between the two harmonics and show a much larger variation for \( v_2 \) compared to \( v_3 \). This scale factor is mostly affected by the changing collision geometry; the ellipticity of the collision geometry changes considerably with the collision centrality, leading to significantly larger variations in the scale factor for \( v_2 \) compared to that for \( v_3 \).

Finally, Fig. 12 compares the \( p_T \) scale factors obtained in Xe+Xe collisions with those obtained in Pb+Pb collisions from Ref. [6], as a function of centrality. The scale factors follow a very similar trend as a function of centrality. In fact, for \( v_3 \) the values of the \( p_T \) scale factor are typically consistent within \( \approx 2\% \). The comparison of this scaling and the corresponding scale factors for Xe+Xe and Pb+Pb collisions should be able to provide additional constraints on theoretical models.

#### 2. Scaling of \( v_n(p_T) \) with the harmonic order \( n \)

Another scaling previously observed in the \( v_n \) measurements in Au+Au and Pb+Pb collisions is that the \( v_n \) as a function of \( p_T \) qualitatively follow the power-law relation \( v_n/(v_2)^{2/m} = \text{constant} \) [14,57–59]. This scaling is demonstrated in Fig. 13 for the \( v_n \) in Xe+Xe collisions, for \( n = 3–6 \) and \( m = 2 \), using the \( v_n \) values obtained with the SP method. It is observed that at least in the 0.6–5 GeV \( p_T \) range the ratios do not depend on the transverse momentum. The scaling often holds to considerably higher \( p_T \) values, depending on the harmonic order and the centrality interval. The mean values of \( v_n/(v_2)^{n/2} \) are large in the most central events and
FIG. 18. Comparisons of the $v_n$ as a function of $\langle N_{\text{part}} \rangle$ measured in $\text{Xe} + \text{Xe}$ collisions with those measured in $\text{Pb} + \text{Pb}$ collisions at $\sqrt{s_{\text{NN}}} = 5.02$ TeV. Each panel corresponds to a different harmonic order $n$. The plots are for the 2PC method and for $0.5 \text{GeV} < p_T < 5 \text{ GeV}$. The error bars and bands represent statistical and systematic uncertainties, respectively.

become much smaller, even less than one, in the peripheral events. There is also a clear ordering of the ratios over the 0–30% centrality range, with $v_6/v_3^{1/2}$ the largest and $v_3/v_2^{3/2}$ the smallest. The lack of $p_T$ dependence of harmonics scaled by $v_2$ suggests testing for scaling with $v_3$. In Fig. 14, the flow harmonics scaled by triangular flow, $v_n/v_3^{1/2}$, are shown. In this case, not only are the scaled values constant as a function of $p_T$, but they also have similar values for different $n$. In addition, the mean values of $v_n/v_3^{1/2}$ are very similar for all centralities. These observations are summarized in Fig. 15, where the mean values of $v_n/v_2^{1/2}$ and $v_n/v_3^{1/3}$ are shown as a function of centrality. The harmonics scaled by elliptic flow have a considerable variation when going from central to peripheral events. This is because the elliptic flow has considerable centrality dependence, while the other harmonics vary slowly with centrality. Thus, the other harmonics scaled by the elliptic flow also demonstrate considerable centrality dependence. In contrast, scaling by $v_3$ gives a $v_n/v_3^{1/3}$ value of about 1.4 for all centralities and harmonics of all orders larger than $n = 3$. On the basis of the latter scaling, after measuring $v_3$ it is possible to also predict $v_n$ for $n = 4$ up to at least $n = 6$. As mentioned in Ref. [59], the origin of

FIG. 19. Comparison of the $v_n$ obtained with the SP method, as a function of $N_{\text{part}}$, for $\text{Xe} + \text{Xe}$ collisions at $\sqrt{s_{\text{NN}}} = 5.44$ TeV (open markers) and $\text{Pb} + \text{Pb}$ collisions at $\sqrt{s_{\text{NN}}} = 5.02$ TeV (solid markers). The left panel shows the comparison for $v_2$–$v_3$ and the right panel shows the comparison for $v_4$–$v_6$. The error bars and bands represent statistical and systematic uncertainties, respectively.
this scaling dependence is not well understood. Further insight from theoretical calculations into its origin would be useful.

VII. COMPARISON WITH Pb+Pb MEASUREMENTS AT $\sqrt{s_{NN}} = 5.02$ TeV

Figure 16 shows comparisons of the $v_n$ measured in Xe+Xe collisions at $\sqrt{s_{NN}} = 5.44$ TeV with the corresponding measurements in Pb+Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV, from Ref. [6], as a function of centrality. The comparisons are for measurements performed using the 2PC method. For $v_2$–$v_4$, the figures also show comparisons with theoretical calculations from Ref. [24]. Figure 17 shows similar comparisons for the SP method. In the 0–5% central events, the Xe+Xe values for $v_2$ are $\approx 35\%$ larger than the Pb+Pb values. This is seen most clearly from the ratio plots shown in Fig. 16. For less central collisions, the ratio decreases and becomes smaller than one by the 10–15% centrality interval.
FIG. 21. Comparisons of the \(v_n\) measured in different collision systems as a function of multiplicity. The left panel compares the \(v_n\) obtained with the template-fit method for the Xe + Xe measurements with those obtained in Pb + Pb collisions at \(\sqrt{s_{NN}} = 5.02\) TeV. The right panel includes comparisons with measurements in \(p + Pb\) at \(\sqrt{s_{NN}} = 5.02\) TeV, shown over a limited multiplicity range. The plots are for \(0.5\) GeV < \(p_T\) < 5 GeV. The error bars and bands represent statistical and systematic uncertainties, respectively.

For more peripheral events, the ratio keeps decreasing, but at a lower rate, and becomes roughly 0.9 by the 50–60% centrality interval. For \(v_2\), the Xe+Xe values are larger than the Pb+Pb values over the 0–30% centrality interval, become comparable to the Pb+Pb values over the 30–40% centrality interval, and become smaller than the Pb+Pb values for more peripheral events. In this case, the ratio in the 0–5% most central events is smaller than for \(v_2\), and decreases almost linearly over the 0–70% centrality range. For \(v_4\), the Xe+Xe values are only marginally larger in the top 0–5% central events. The ratio for \(v_4\) becomes comparable to or less than one by the 5–10% centrality and continues to decrease for more peripheral events. For \(v_5\), the Xe+Xe values are smaller throughout. For \(v_2\) to \(v_4\), the measured ratios are quite consistent with the theoretical predictions from Ref. [24] and consistent with measurements from the ALICE and CMS Collaborations [9,10]. The observed trends can be explained as follows. Since Xe+Xe is a smaller system than Pb+Pb, the impact of fluctuations is considerably more important. The fluctuations increase the initial eccentricities of the collision geometry and this effect contributes to enhancing the \(v_n\) in Xe+Xe compared to Pb+Pb at the same centrality. Additionally, the Xe nucleus may have a slight prolate deformation [60], which would lead to larger \(v_2\) in most central Xe+Xe events, compared to Pb+Pb. However, because Xe+Xe is a smaller collision system, the viscous effects, which suppress the \(v_n\), are larger and play a bigger role with increasing harmonic order and for less central events. In the most central events, the effect of the increased fluctuations wins for \(v_2\). But with increasing harmonic order and/or for less central collisions, eventually, the viscous effects lower the \(v_n\) values in Xe+Xe compared to the \(v_n\) values in Pb+Pb. Over the centrality and \(p_T\) range shown in Fig. 16, the template-fit measurements give results that are similar to those of the 2PC method and are not shown separately, for brevity.

Figures 18 and 19 show the same results but as a function of \(N_{\text{part}}\). In general, at the same \(N_{\text{part}}\), the Xe+Xe and Pb+Pb \(v_n\) are rather different. One exception is the \(v_3\), whose values...
are comparable between Xe+Xe and Pb+Pb for \( N_{\text{part}} < 200 \). The difference for the \( v_2 \) arises because of the very different shapes of the average collision geometry between Xe+Xe and Pb+Pb at the same \( N_{\text{part}} \). At the same \( N_{\text{part}} \), the Pb+Pb events correspond to collisions with significantly larger elliptic deformation. On the other hand, the \( v_2 \) is driven purely by event-by-event fluctuations in the initial geometry, and these fluctuations are expected to depend mostly on \( N_{\text{part}} \), leading to similar \( v_2 \) values at the same \( N_{\text{part}} \). The higher order harmonics for \( n > 3 \) are driven by event-by-event fluctuations, as well as nonlinear response to lower order eccentricities [19,21]. Since the second-order eccentricities for the Xe+Xe and Pb+Pb collisions are considerably different at the same \( N_{\text{part}} \), the nonlinear responses to the second-order eccentricities, which contribute to the \( v_4 \) and \( v_5 \), are different. The \( v_4 \) and \( v_5 \) are thus not expected to be similar at the same \( N_{\text{part}} \). The difference in the \( v_3 \) values at the highest Xe+Xe \( N_{\text{part}} \) values is intriguing and may be related to centrality fluctuations discussed in Refs. [61,62]. Further input from theoretical calculations to understand this feature would be useful.

Figure 20 shows a similar comparison but as a function of \( p_T \) for the 0–5% centrality interval. The plots show that the ratio remains roughly constant over the 0.5–2 GeV \( p_T \) range and then decreases for all harmonics. This is indicative of increasing viscous effects and/or breakdown of the hydrodynamic description beyond \( \approx 2 \) GeV, which lead to the lowering of the ratio.

The left panel of Fig. 21 shows the comparison of the \( v_n \) in Xe+Xe and Pb+Pb as a function of the event multiplicity, \( N_{\text{ch}}^{\text{rec}} \), defined as the number of reconstructed tracks passing the loose track selection requirements listed in Sec. III. Results are shown for the template-fit method. The right panel of Fig. 21 shows similar results including measurements in \( p + \) Pb but over a limited range. For the Pb+Pb and \( p + \) Pb template-fit measurements, the \( C_{\text{emp}}(\Delta p) \) [Eq. (5)] is constructed using \( pp \) events within the \( N_{\text{ch}}^{\text{rec}} < 20 \) multiplicity range, similar to the Xe+Xe case. The trends follow what was observed in the \( N_{\text{part}} \) dependence: The \( v_2 \) values are quite similar between the two systems at the same multiplicity over a large multiplicity range (up to \( \approx 800 \)), but the values for the other harmonics are different. The \( p + \) Pb \( v_n \) values are smaller that those for Xe+Xe throughout the overlapping \( N_{\text{ch}}^{\text{rec}} \) range. The \( N_{\text{ch}}^{\text{rec}} \) dependence of the \( v_n \) in \( p + \) Pb collisions is weaker than in Xe+Xe and Pb+Pb collisions. It is interesting to note that the differences between the values (as a fraction) are smallest for the \( v_3 \), possibly indicating that at similar multiplicities the geometry fluctuations in \( p + \) Pb collisions are similar to those in heavy-ion collisions.

VIII. SUMMARY

This paper presents ATLAS measurements of azimuthal anisotropy of charged particles in Xe+Xe collisions at \( \sqrt{s_{\text{NN}}} = 5.44 \) TeV produced by the LHC. The measurements are performed using an integrated luminosity of 3 \( \mu \text{b}^{-1} \). The azimuthal anisotropies, quantified by the flow harmonics \( v_n \), are measured using the SP, 2PC, and template-fit methods for \( n = 2–6 \). The measurements are performed over wide transverse momentum and centrality ranges. All harmonics show a similar \( p_T \) dependence, first increasing with \( p_T \) up to a maximum around 3–4 GeV and then decreasing for higher \( p_T \). Significant values of the second-order harmonic \( v_2 \) persist up to 20 GeV. The elliptic flow signal \( (v_2) \) is strongly dependent on the event centrality and it is largest in midcentral events (30–50%). The higher order harmonics show a weaker centrality dependence, which is consistent with an anisotropy associated with fluctuations in the initial geometry.

Measurements of \( v_n \) in peripheral heavy-ion collisions via the 2PC method are known to be biased by nonflow correlations. In particular, the even-order (odd-order) \( v_n \) show a rapid increase (decrease) in value in going from midcentral to peripheral events. This bias increases with increasing \( p_T \). For peripheral collisions (60–80% centrality), the \( v_{n,n} \) obtained by the template-fit method are shown to be less biased by dijets and obey factorization better than the 2PC \( v_{n,n} \). The template-fit \( v_n \) are found to be significantly different from the 2PC \( v_n \) at high \( p_T \) and in peripheral events. However, for events over the 0–60% centrality range and \( p_T \lesssim 5 \) GeV, the template fits and the 2PC measurements typically yield consistent results for the \( v_n \).

Two types of scaling behavior observed in prior \( v_n \) measurements in Pb+Pb collisions are observed to hold in the Xe+Xe collisions as well. The first scaling is that the \( v_n \) for fixed \( n \) have the same shape as a function of \( p_T \) across different centralities, up to an overall normalization and scaling along the \( p_T \) axis. The second scaling is that the ratio \( v_n / v_n^m \) for two harmonics of order \( m \) and \( n \) is found to be independent of \( p_T \) in a given centrality interval. Neither scaling is understood quantitatively.

The measurements are also compared with prior \( v_n \) measurements in Pb+Pb and \( p + \) Pb collisions. Compared to Pb+Pb collisions the Xe+Xe \( v_2 \) is larger in the most central collisions. This can be attributed to larger fluctuations in Xe+Xe and a possible deformation in the Xe nucleus, which leads to larger eccentricity in Xe+Xe than in Pb+Pb. For midcentral and peripheral events, the \( v_2 \) in Xe+Xe becomes smaller than the \( v_2 \) in Pb+Pb, indicating the increased role of viscous effects. This trend with centrality is also observed for the higher order harmonics. The ratio of the Xe+Xe \( v_n \) to the Pb+Pb \( v_n \), as a function of centrality, is found to be qualitatively consistent with theoretical predictions. As a function of \( N_{\text{part}} \) (or multiplicity), the \( v_2, v_4 \), and \( v_5 \) in Xe+Xe and Pb+Pb are observed to be very different except at small \( N_{\text{part}} \) (multiplicity). On the other hand, the \( v_3 \) values in the two systems are consistent as a function of \( N_{\text{part}} \) except for \( N_{\text{part}} > 200 \). The Xe+Xe \( v_3 \) measurements together with the cross-system comparisons offer a unique opportunity to study the interplay of fluctuations in the collision geometry and the role of viscous effects in heavy-ion collisions and should help to significantly improve the current understanding of the dynamics of heavy-ion collisions.
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