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Abstract
Personally managing and protecting online privacy has become an essential part of everyday life. This research draws on the protection motivation theory (PMT) to investigate privacy protective behavior online. A two-wave panel study (N = 928) shows that (1) people rarely to occasionally protect their online privacy and (2) people most often delete cookies and browser history or decline cookies to protect their online privacy. In addition, (3) the perceived threat is high: People perceive the collection, usage, and sharing of personal information as a severe problem to which they are susceptible. The coping appraisal is mixed: Although people do have confidence in some protective measures, they have little confidence in their own efficacy to protect their online privacy. Moreover, privacy protective behavior is affected by perceived severity and response efficacy. These findings emphasize the relevance of the PMT in the context of privacy threats, and have important implications for regulators.
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Introduction
People spend a growing amount of their time online, leaving more and more personal information online. Disclosing information online has benefits, for instance, it helps to
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establish and maintain social connections (Gibbs, Ellison, & Lai, 2011; Krasnova, Spiekermann, Koroleva, & Hildebrand, 2010). In addition, tracking and using personal information can also improve website usability, convenience, and efficiency; and enables companies to personalize services and messages (e.g., online behavioral advertising [OBA] and political microtargeting; Boerman, Kruikemeier, & Zuiderveen Borgesius, 2017; Buchanan, Paine, Joinson, & Reips, 2007; Estrada-Jiménez, Parra-Arnau, Rodríguez-Hoyos, & Forné, 2017).

However, these benefits go together with a risk to people’s (informational) privacy. An important aspect of informational privacy is individual control over the collection and dissemination of personal information (Baruh, Secinti, & Cemalcilar, 2017; Nissenbaum, 2009). Having informational privacy means being able to determine for yourself when, how, and to what extent information about you is communicated to others (Westin, 1967). As companies collect, use, and share personal information that is available online, people often lose control over their personal data. As a result, people are concerned about their online privacy, worry about possible misuse of their personal information, and express the desire to have more control over their personal information online (e.g., Gomez, Pinnick, & Soltani, 2009; Smit, Van Noort, & Voorveld, 2014; Turow, King, Hoofnagle, Bleakley, & Hennessy, 2009). Consequently, personally managing and protecting online privacy has become an essential part of everyday life (Büchi, Just, & Latzer, 2017).

Self-management of online privacy seems particularly important as the law only provides limited privacy protection. First, in many countries, the law is not fully prepared for modern data processing practices. Even if lawmakers and regulators want to protect privacy, they are struggling with the question of how to provide effective legal privacy protection. Moreover, even if up-to-date privacy laws are in place, enforcement is often insufficient. Regulators have limited resources to make companies comply with the law.

Second, in many countries, privacy law partly delegates the responsibility of privacy protection to users (Zuiderveen Borgesius, 2015; Baruh & Popescu, 2017). Privacy laws and regulators focus heavily on transparency and consumer empowerment. Roughly summarized, many laws allow companies to collect, use, and disclose data, as long as they provide transparency about these practices, and ask the consumer’s consent for the data use. For example, in the European Union (EU), people can provide a company a legal basis for using their personal data, by consenting to such use (EU General Data Protection Regulation, 2016, article 6). And, EU law only allows companies to use tracking cookies and similar technologies after prior consent of the Internet user (EU ePrivacy Directive, 2009). In the United States, informed consent plays an important role in privacy law too. For instance, “companies should obtain consumers’ affirmative express consent before collecting sensitive data” (Federal Trade Commission, 2012, p. 58).

This means that laws mainly focus on consumers’ consent, and lawmakers appear to assume that empowered consumers can make rational, educated decisions in their own best interest. The question, however, is whether people are actually empowered and able to make decisions about giving consent and to protect their online privacy after giving consent. When this would not be the case, it would suggest a need for
more effective privacy laws, which rely less on empowering consumers, and more on protecting them. Prior research reveals that people generally do try to protect their privacy online (e.g., Büchi et al., 2017; McDonald & Cranor, 2010; Smit et al., 2014). However, studies into privacy protective behavior are difficult to compare as they measured varying behaviors. In addition, these studies rarely include tracking prevention tools, ad blockers, Do Not Track functions in a browser, or opt-out websites (Chanchary, Abdelaziz, & Chiasson, 2018; Helsloot, Tillem, & Erkin, 2017). This had led to a call for research that considers a wider diversity of types of privacy protective behavior (Baruh et al., 2017). This study aims to answer this call by investigating whether people protect their online privacy and which measures they take.

Furthermore, there is a need to understand which factors explain whether people protect their online privacy. Understanding why people do (or do not) protect their online privacy could help to develop interventions that can create awareness, empower people, and help them to change their behavior when necessary. Research has shown that protective behavior depends on people’s privacy concerns and attitudes, knowledge, skills, experience, education, gender, and age (e.g., Baruh et al., 2017; Chai, Bagchi-Sen, Morrell, Rao, & Upadhyaya, 2009; Smit et al., 2014). However, research into online privacy protective behavior often lacks a theoretical foundation. Where most prior research draws on the communication privacy management theory (Petronio, 2002) and privacy calculus model (e.g., Dienlin & Metzger, 2016; Krasnova et al., 2010), the present study draws on the protection motivation theory (PMT) to investigate the extent to which threat and coping appraisals influence protective behavior. The PMT posits that people are motivated to protect themselves against a threat when they believe the threat is severe and real (i.e., perceived threat), and when they feel confident that they can protect themselves and feel that their response is effective (i.e., perceived efficacy; Rogers, 1975). The PMT is particularly relevant in the context of online privacy as it can identify which factors may withhold people from engaging in protective behavior.

Altogether, the aim of this article is to gain insights into (1) whether people protect their online privacy, (2) which methods they use most often, and (3) what factors of the PMT may explain protective behavior. We investigate these three subjects with a large-scale panel study with two waves (N = 928).

**Online Privacy Protection Behavior**

People can try to protect their online privacy in various ways. Protective behaviors are defined as “specific computer-based actions that consumers take to keep their information safe” (Milne, Labrecque, & Cromer, 2009, p. 450). People can protect their online privacy by limiting the information that they share, and by adopting privacy protective measures (Baruh et al., 2017; Büchi et al., 2017). A meta-analysis of several studies concerning online privacy showed that these two behaviors do not seem to be related (Baruh et al., 2017). For instance, people who protect their online privacy on social network sites, do not necessarily also limit self-disclosure (Chen & Chen, 2015). In this study, we focus on what people actively do to mitigate the collection, usage,
and sharing of their personal information to protect their online privacy. These behaviors include installing an ad blocker, cookie management, and using the private mode and Do Not Track functions in a browser. This study excludes practices that limit information sharing, such as refraining from disclosing personal information (Chai et al., 2009; LaRose & Rifon, 2007), “untagging” posts or photos (Dienlin & Metzger, 2016), and changing privacy settings in social network sites (Chen & Chen, 2015; Walrave, Vanwesenbeeck, & Heirman, 2012). It also excludes other behavior that does not directly mitigate the collection, usage, and sharing of their personal information such as refraining from reading unsolicited emails and sending negative messages to companies sending unsolicited emails (Moscardelli & Divine, 2007; Sheehan & Hoy, 1999; Youn & Hall, 2008).

Several cross-sectional studies have examined people’s protective behavior and revealed that people generally do try to protect their privacy online (e.g., Büchi et al., 2017; Chanchary et al., 2018; McDonald & Cranor, 2010; Smit et al., 2014). However, because the studies measure different behaviors, and some do not provide descriptive statistics of the protective behaviors, there is no clear overview of the occurrence of different methods that people use to protect their online privacy. In addition, their results vary: Some find that clearing cookies is the top practice (Büchi et al., 2017; Chanchary et al., 2018), whereas others find that installing virus checkers and scanning for spyware is used more often (Milne et al., 2009; Smit et al., 2014).

Furthermore, many studies focus on people’s privacy protection on social networking sites, such as Facebook (e.g., Chen & Chen, 2015; Dienlin & Metzger, 2016; Dienlin & Trepte, 2015; Feng & Xie, 2014; Walrave et al., 2012). Privacy threats, however, apply to the Internet as a whole and are not restricted to social networking sites. To gain a better understanding of people’s protective behavior in general, and of the extent to which people use various methods, we pose the following research question:

**Research Question 1:** To what extent do people protect their online privacy? And, which methods are used most often?

**Predicting Privacy Protective Behavior Using the PMT**

Next to gaining insights into people’s actual protective behavior, we aim to predict why people protect their online privacy. Previous research has already demonstrated the importance of privacy concerns and attitudes. People who are more concerned about their privacy, and who place high importance on their personal privacy are more likely to engage in protective behavior (e.g., Baruh et al., 2017; Büchi et al., 2017; Chai et al., 2009; Dienlin & Trepte, 2015; Ham, 2017; Moscardelli & Divine, 2007; Smit et al., 2014). In addition, individual’s knowledge, skills, and experience also play a role. People who have more Internet skills, more technical knowledge, and more knowledge about OBA are more likely to engage in privacy protection (Baruh et al., 2017; Buchanan et al., 2007; Büchi et al., 2017; Ham, 2017; Ham & Nelson, 2016; Malandrino, Scarano, & Spinelli, 2013; Park, 2013). In addition, having more
experience with privacy violations increases protective behavior (Büchi et al., 2017; Chai et al., 2009). These findings suggest that people with less knowledge, skills, and experience are more vulnerable to privacy threats. This is of particular importance as research has shown that there are large differences in digital skills between people (i.e., digital inequality; Hargittai & Hinnant, 2008).

Although previous work provided important insights into predictors of privacy protection, these studies often lack a theoretical background. Some studies draw on communication privacy management theory (e.g., Baruh et al., 2017; Metzger, 2007) and privacy calculus model (e.g., Dienlin & Metzger, 2016; Krasnova et al., 2010) to understand online privacy. Both these theories claim that people make rational decisions about their private information. In short, the communication privacy management theory proposes that people believe that they have the right to control their private information and create rules about who is denied or granted access to specific information (Petronio, 2002). In these rules, there is a tension between social and private goals. The privacy calculus model suggests that people decide how much they want to disclose about themselves based on the perceived benefits (e.g., self-expression) and the perceived costs (e.g., privacy concerns): When the benefits outweigh the costs, people are usually more inclined to disclose information.

To gain more insight into why people protect their privacy online, we draw on the PMT (Rogers, 1975; Witte, 1992). With respect to the communication privacy management theory and privacy calculus model, the PMT adds the component of individual efficacy. Rather than focusing on the reasons (not) to disclose private information, the theory provides a framework to understand both whether people perceive a threat in the first place, and whether they believe they themselves are capable of countering this threat. This perception of efficacy is very important, because people will usually not establish protecting behavior if they do not believe that this behavior is effective (Rogers, 1975).

In addition, with this efficacy appraisal, the PMT puts more emphasis on subjective appraisals that drive privacy protection (Dienlin & Metzger, 2016), whereas the communication privacy management theory and privacy calculus model focus on rational processes. This is an important difference, given the notion that people often do not or cannot calculate the risks and benefits rationally. The inability to protect oneself from a threat, such as a privacy threat, is assumed to induce irrational feelings such as helplessness and loss of control (Rogers, 1983), emphasizing the importance on less rational and more subjective factors that may explain protective behavior.

The PMT was originally developed to understand why people are motivated to protect themselves against health threats and to help identify the factors that may persuade a person to perform the appropriate, recommended behavior, ensuring people’s safety or well-being. A growing number of studies have shown the relevance of the PMT to understand people’s responses to privacy-related threats on the Internet, in contexts such as OBA (Ham, 2017), online shopping behavior (Milne et al., 2009), virus protection behavior (Lee, Larose, & Riffen, 2008), online information-sharing
behavior (Chai et al., 2009; Marett, McNab, & Harris, 2011), and privacy protective behavior among adolescents (Youn, 2009).

The PMT posits that people’s motivation to protect themselves from a specific threat depends on two things: a threat appraisal and a coping appraisal. The threat appraisal assesses the perceived severity of the threat and the perceived susceptibility to the threat. The coping appraisal assessed self-efficacy and response efficacy. Both appraisal processes influence people’s motivation to protect themselves against a specific threat. Their relation is linear: When threat and coping efficacy are both perceived as high, people are motivated to protect themselves from the threat and adapt their behavior (Witte, 1992). Below, we will discuss how we expect these four factors to be related to protective behavior online.

**Threat Appraisal**

Whether people perceive a threat is first dependent on the perceived severity of the threat, which is defined as “an individual’s belief about the seriousness of the threat” (Witte, 1992, p. 332). In this study, we investigate the perceived threat to people’s online privacy. In the online environment, there is a threat to (informational) privacy when individuals do not have control over the collection and dissemination of personal information (Baruh et al., 2017; Nissenbaum, 2009). In essence, the threat to people’s privacy online exists of companies collecting, using, and sharing personal data online. The fact that companies can perform these actions diminish people’s control over their personal information.

Several studies have shown that the majority of people have concerns about their privacy online, and consider the targeting of advertising based on their personal information invasive and creepy (Boerman, Kruikemeier, & Zuiderveen Borgesius, 2017; Moore, Moore, Shanahan, & Mack, 2015; Ur, Leon, Cranor, Shay, & Wang, 2012). We, therefore, expect that most people will consider the collection, use, and sharing of personal data online as a serious problem. In addition, following the PMT, we expect that the more severe people think this threat to their online privacy is, the more likely they are to try to protect their privacy (Milne et al., 2009). Thus, we propose the following:

**Hypothesis 1:** Higher levels of perceived severity of online privacy threat will lead to more protective behavior.

Second, the threat appraisal includes perceived susceptibility, which is “an individual’s belief about his or her chance of experiencing the threat” (Witte, 1992, p. 332). According to the PMT, not only should a threat be perceived as serious but also people need to feel susceptible to the threat. When people do not feel that they are likely to actually face a threat, they will not be motivated to protect themselves, even when the threat itself is very serious.

In the context of online privacy, this means that even when people think that a threat to online privacy is a serious problem, they should also feel that this applies to them. Therefore, we conceptualize perceived susceptibility as the extent to which
people think that their own personal information is collected, used, and shared by companies online. Following the PMT, perceived susceptibility to online privacy threats should positively influence protective behavior. Therefore, we pose the following hypothesis:

**Hypothesis 2:** Higher levels of perceived susceptibility to online privacy threats will lead to more protective behavior.

**Coping Appraisal**

Next to the appraisal of the threat, the PMT suggests that people also evaluate the efficacy of their coping behavior. This process includes evaluations of self-efficacy and response efficacy. Self-efficacy is a person’s belief of his or her own ability to perform the recommended response. In the context of online privacy, self-efficacy is defined as people’s belief in their own ability to protect their privacy on the Internet (Ham, 2017; LaRose & Rifon, 2007; Rifon, LaRose, & Choi, 2005). Self-efficacy is related to behavior: People who believe in their capability to control their online privacy should also be more likely to engage in protective behavior than those with low self-efficacy (Bandura, 1978; LaRose & Rifon, 2007).

In line with this reasoning, prior studies showed that increased levels of individuals’ self-efficacy led to more protective behavior (Milne et al., 2009), induced avoidance of OBA (Ham, 2017), and limited information sharing (Chai et al., 2009). In addition, people who actually have more Internet skills (Büchi et al., 2017), a better understanding of privacy tools and ad-blocking tools (Chanchary et al., 2018), and more digital literacy (Park, 2013) are more likely to protect their online privacy. Thus, we expect that people with high levels of self-efficacy perceive themselves as being able to cope with privacy risks and to, consequently, use more protective measures:

**Hypothesis 3:** Higher levels of self-efficacy will lead to more protective behavior.

The coping appraisal also involves an evaluation of response efficacy, which is a person’s belief of whether a response effectively prevents the threat (Witte, 1992). According to the PMT, people do have to believe that their response is effective to be motivated to engage in this behavior. Despite the growing literature adopting the PMT to online contexts, many did examine self-efficacy but very few also investigated the effect of response efficacy on protective behavior. In the context of virus protection, Lee et al. (2008) did find that belief in the effectiveness of virus protection measures increased the likelihood of adopting those measures to reduce or eliminate the harmful effects of an Internet virus. In line with these findings, and with the PMT, we, therefore, pose the following hypothesis:

**Hypothesis 4:** Higher levels of perceived efficacy of protective behavior (i.e., response efficacy) will lead to more protective behavior.
Demographic Variables

Protective behavior has been shown to be related to demographic factors, such as education, gender, and age. Demographic variables are important as they provide insights into who are motivated and able to protect their privacy and who may need more help. The direction of these relationships, however, is not clear-cut.

People’s level of education could have both a negative and a positive effect on protective behavior. On the one hand, research in the context of OBA found that the level of education has a negative effect on protective behavior (Smit et al., 2014). Smit et al. (2014) explain this by the notion that higher educated people also appear to have more knowledge about OBA and cookies, and having more knowledge, seems to be negatively related to having privacy concerns (Smit et al., 2014). In other words, people who know more about OBA and cookies appear to have fewer concerns and, thus, are less inclined to protect their privacy. On the other hand, having more knowledge and privacy literacy has also shown to increase privacy protection (e.g., Baruh et al., 2017; Ham, 2017; Park, 2013). Because an individual’s level of education is likely related to his or her knowledge about privacy and protective behavior, we expect that education may influence privacy protective behavior.

Furthermore, based on the communication privacy management theory, there are some important differences between men and women in the context of privacy (Baruh et al., 2017). Women seem to be more concerned about their privacy online (Baruh et al., 2017; Moscardelli & Divine, 2007; Sheehan, 1999; Youn, 2009), and are more likely to apply protective behavior because they believe privacy is more important (Chai et al., 2009). However, other studies contradict these ideas, as some showed that men are more inclined to protect their online privacy (Milne et al., 2009; Smit et al., 2014), and that the actions that men take to protect their privacy differ from those used by women (Sheehan, 1999).

Age could also be an important factor explaining people’s privacy concerns and protective behavior. However, the direction of the effect of age is unclear. Research into online privacy, in general, points out that there are no significant differences between younger and older adults with respect to privacy concerns and privacy protective behaviors (Hoofnagle, King, Li, & Turow, 2010). Research in the context of OBA showed that older people worry more about their privacy, are more negative about OBA, have less knowledge about OBA and cookies, and are more inclined to protect themselves than younger people (Smit et al., 2014). In the context of social media, however, research shows that younger adults have larger networks, disclose more about themselves for self-presentation purposes, and also are more likely to employ protective behaviors (e.g., deleting information to protect privacy; Kezer, Sevi, Cemalcilar, & Baruh, 2016; Van den Broeck, Poels, & Walrave, 2015).

To investigate and control for the effects of people’s education, gender, and age, we ask a second research question:

**Research Question 2:** Do people’s (1) education, (2) gender, and (3) age influence privacy protective behavior?
Method

Sample

This study uses data from a questionnaire that was part of a larger longitudinal survey administered online by a large research institute in the Netherlands. The data used for this study were based on two waves; the data collection took place in April 2016 (Wave 1) and May 2017 (Wave 2). Data from this study were distributed among a representative sample. For the first wave, 1,523 respondents were invited to fill out the survey of whom 1,222 completed the survey (80%). For the second wave, 1,530 were invited, of whom 1,711 completed the survey (77%). In total, 928 respondents completed the relevant questions in both waves. This sample consisted of 49% female respondents, with a mean age in Wave 1 of 56 years (SD = 16.22 years, range = 18-89 years). Educational levels varied: 32.6% had finished lower education (no education or primary education), 32.5% medium levels of education (secondary education), and 34.9% higher education (bachelor’s or master’s degree).

Measures

All independent variables were measured in Wave 1. The dependent variable, people’s protective behavior, was measured in both waves.

Perceived severity of online privacy threat. People’s perceptions of the severity of the collection, usage, and sharing of their online behavior was measured by asking participants to what extent they agreed with the following statements (1 = strongly disagree, 7 = strongly agree): “Having companies collect my online behavior is a problem for me,” “Having companies use my online behavior to show me advertisements is a problem for me,” and “Having companies share my online behavior with other companies is a problem for me” (based on Ham, 2017). The mean of the three items is used as a measure of perceived severity (eigenvalue = 2.57, explained variance = 85.71; Cronbach’s α = .92, M = 5.60, SD = 1.50).

Perceived susceptibility to online privacy threats. To measure people’s perceived susceptibility to online privacy threats, we asked them to indicate to what extent they agreed with the following statements (1 = strongly disagree, 7 = strongly agree): “I believe that companies collect information about my online behavior,” “I believe that companies use information about my online behavior to show me advertisements,” and “I believe that companies share information about my online behavior with other companies” (based on Ngoh, Vishwanath, & Xu, 2015). We used the mean score of the three items as a scale of perceived susceptibility (eigenvalue = 2.48, explained variance = 82.75; Cronbach’s α = .89, M = 5.71, SD = 1.39).

Self-efficacy. To measure people’s perceived abilities on the Internet, we asked respondents to indicate the extent to which they agreed (or not; 1 = strongly disagree,
7 = strongly agree) with the following statements: “I am able to protect my personal information, such as my browsing behavior, on the Internet”; “I feel confident that I can secure my privacy on the Internet”; and “I can ensure that companies cannot collect my personal information and behavior on the Internet” (based on LaRose & Rifon, 2007; Lee et al., 2008; Milne et al., 2009). The mean score of the three items is used as a scale of self-efficacy (eigenvalue = 2.20, explained variance = 73.99; Cronbach’s $\alpha = .82$, $M = 3.22$, $SD = 1.44$).

Response efficacy. To measure perceived response efficacy, we asked respondents to indicate (1 = strongly disagree, 7 = strongly agree, 9 = do not know) whether they believed the following protection behaviors would be an effective way to eliminate the collection, usage, and sharing of personal information on the Internet: (1) installing an ad blocker, (2) deleting cookies, (3) declining to accept cookies, (4) the usage of the private mode in a browser, (5) deleting browser history, (6) the usage of opt-out websites (such as www.youronlinechoices.com) to configure whether ads are based on personal online behavior, (7) activating the “Do Not Track” function in a browser, (8) the usage of special software in a browser (such as Ghostery and Abine Taco) that makes it harder for companies to collect personal information, and (9) filling out wrong information about yourself (such as a fake name or wrong email address) when asked for such information (based on Lee et al., 2008). All do not know responses were recoded as missing. Factor analysis revealed that the nine items loaded on one factor (eigenvalue = 5.90, explained variance = 65.57) and form a reliable scale (Cronbach’s $\alpha = .93$). Therefore, we used a mean score of the nine items as a measure of perceived response efficacy ($M = 4.70$, $SD = 1.54$). Because some answers were missing, the mean score could be calculated for 763 respondents.

Privacy protection behavior. We measured people’s protective behavior by stating that there are various ways to protect one’s personal information and privacy on the Internet. We then asked respondents how often (1 = never, 2 = rarely, 3 = occasionally, 4 = often, 5 = very often, and 6 = do not know) do you use an ad blocker, (2) delete cookies, (3) decide to refrain from visiting a website because it is only accessible when you accept cookies, (4) decline to accept cookies when website offers the choice, (5) use the private mode in your browser, (6) delete browser history, (7) use opt-out websites (such as www.youronlinechoices.com) to configure whether ads are based on personal data, (8) use the “Do Not Track” function in your browser, (9) use special software in your browser (such as Ghostery and Abine Taco) that makes it harder for companies to collect personal data, and (10) fill out wrong information about themselves (for instance, a fake name or wrong email address) when asked for such information. The 10 behaviors were based on prior studies measuring people’s protective behavior online (e.g., Balebako et al., 2012; Büchi et al., 2017; McDonald & Cranor, 2010; Milne et al., 2009; Smit et al., 2014). Answer options were 1 = never, 2 = rarely, 3 = occasionally, 4 = often, 5 = very often, and 6 = do not know. All do not know responses were recoded as missing. Factor analysis revealed the 10 items loaded on one factor (Wave
Boerman et al.

1: eigenvalue = 3.67, explained variance = 36.74, factor loadings > .50; Wave 2: eigenvalue = 3.93, explained variance = 39.33, factor loadings > .55) and form a reliable scale (Cronbach’s α Wave 1 = .80, Wave 2 = .82). We calculated a mean score of the 10 items as a scale of people’s protective behavior (MWave1 = 2.36, SD = 0.80; MWave2 = 2.44, SD = 0.85). Because some answers were missing, the mean score could be calculated for 909 respondents in Wave 1 and 908 respondents in Wave 2.

Demographic variables. We also measured people’s level of education (on a 6-point scale where 1 = no or low educational level and 6 = high educational level), gender (0 = female, 1 = male), and age (in years).

Results

Descriptive Statistics

Self-reported protective behavior. To answer Research Question 1, we report the descriptive statistics of people’s self-reported protective behavior. The mean scores of the self-reported protective behavior suggest that, on average, people rarely to occasionally protect their online privacy (MWave1 = 2.36, MWave2 = 2.44). People did report to protect their online privacy more often in Wave 2 compared with Wave 1, t(896) = −2.99, p = .003.

To gain insights into people’s specific behavior, Figure 1 presents the descriptive statistics of all 10 protective behaviors in Wave 2 (N = 928), including the do not know option. The same descriptive statistics of Wave 1 can be found in the online appendix. Figure 1 shows that people most often delete cookies (71% occasionally to very often), delete their browser history (63% occasionally to very often), and decline cookies when given the opportunity (60% occasionally to very often) to protect their online privacy. More than half of the respondents (56%) also say they (occasionally to very often) refrain from visiting a website because it is only accessible when they accept cookies. Interestingly, 30% say they use ad blockers at least occasionally. The private mode (29%) and filling out wrong information (25%) are less commonly used. People least often use opt-out websites (8%), tracking prevention software (8%), or the Do Not Track function in their browser (12%).

The descriptive statistics also show that many people do not know what to answer to our questions, especially when they regard the private mode in their browser (34%), ad blockers (28%), Do Not Track (27%), opt-out websites (24%), and tracking prevention software (23%). This suggests that many people also have little knowledge about these ways of protective behavior.

Perceived threat and efficacy. On average, people perceive the collection, usage, and sharing of personal information online as a severe problem (M = 5.60, mode = 7) to which they are susceptible (M = 5.71, mode = 7). This means that perceived threat to online privacy is high.
Interestingly, people have far less confidence in their own efficacy to protect their personal information online (M = 3.22, mode = 4), but do believe that some responses can effectively limit the collection, usage, and sharing of personal information on the Internet (M = 4.70, mode = 7). When looking at the nine proposed behaviors separately, people think the most effective way to protect their online privacy is to delete cookies (M = 5.01), using the private mode in their browser (M = 4.90), and declining cookies (M = 4.85). These behaviors are followed by tracking prevention software (M = 4.76), removing browser history (M = 4.68), and Do Not Track (M = 4.68). People have least faith in filling out wrong information (M = 3.83), opt-out websites (M = 4.39), and ad blockers (M = 4.58). Thus, perceived efficacy seems to be mixed: People do seem to have confidence in the responses, but not in their own ability to effectively protect their online personal information.

**Correlations**

Table 1 shows the Pearson correlations between all variables. These results suggest that perceived severity, susceptibility, self-efficacy, and response efficacy are significantly related to protective behavior in both waves, and, thus, indicate at least cross-sectional relationships. In addition, the correlations between the four independent variables and control variables are nonsignificant or small in size (range = −.20-.21).
Model Testing

To test the hypotheses, we deployed a “lagged dependent variable regression” model, what has also been called the “conditional change” model (Finkel, 1995), in which we included self-reported protective behavior measured in the second wave as the dependent variable. The strength of this model is that it controls for prior privacy protection behaviors (this is the lagged value of the dependent variable) in Wave 1. So, when this lagged dependent variable is present, we can analyze changes in the dependent variable over time.

We ran three separate models: (1) the effect of only previous privacy protective behavior, (2) the effect of previous behavior and the PMT factors, and (3) the effects of previous behavior, the PMT factors, and the demographic variables. Table 2 presents the results of the analyses. The first model showed that previous privacy protective behavior in Wave 1 (April 2016) significantly predicts change in privacy protective behavior in Wave 2 (May 2017; adjusted $R^2 = .41$). Adding the PMT factors to this model increases the $R^2$ significantly by .01 ($p < .001$) to $R^2 = .42$. This confirms the idea that the PMT factors do explain some of the change in privacy protective behavior. Finally, the third model showed that adding the demographic variables does not significantly change the $R^2$ ($p = .564$), showing that education, gender, and age do not predict change in privacy protective behavior.

More specifically, the results revealed that perceived severity ($B = 0.05, SE = 0.02, \beta = 0.09, p = .004$) and response efficacy ($B = 0.05, SE = 0.02, \beta = 0.09, p = .001$) both have a significant small positive effect on people’s protective behavior. In other words, the more serious people perceive the collection, usage, and sharing of their personal information on the Internet, the more likely they are to protect their privacy online. In addition, the more people think that the protective behaviors are effective,
Table 2. Lagged Dependent Variable Regressions Predicting Change in Online Privacy Protective Behavior (Wave 2).

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th></th>
<th>Model 2</th>
<th></th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B (SE) β p</td>
<td></td>
<td>B (SE) β p</td>
<td></td>
<td>B (SE) β p</td>
</tr>
<tr>
<td>Constant</td>
<td>0.88 (0.07) .000</td>
<td></td>
<td>0.52 (0.16) .001</td>
<td></td>
<td>0.45 (0.21) .034</td>
</tr>
<tr>
<td>Protective behavior</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wave I</td>
<td>0.66 (0.03) 0.64 .000</td>
<td></td>
<td>0.61 (0.03) 0.59 .000</td>
<td></td>
<td>0.62 (0.03) 0.59 .000</td>
</tr>
<tr>
<td>Perceived severity</td>
<td></td>
<td>0.05 (0.02) 0.08 .005</td>
<td></td>
<td>0.05 (0.02) 0.09 .004</td>
<td></td>
</tr>
<tr>
<td>Perceived susceptibility</td>
<td></td>
<td>−0.02 (0.02) −0.03 .381</td>
<td></td>
<td>−0.02 (0.02) −0.03 .272</td>
<td></td>
</tr>
<tr>
<td>Self-efficacy</td>
<td></td>
<td>0.02 (0.02) 0.04 .164</td>
<td></td>
<td>0.03 (0.02) 0.05 .117</td>
<td></td>
</tr>
<tr>
<td>Response efficacy</td>
<td></td>
<td>0.05 (0.02) 0.10 .001</td>
<td></td>
<td>0.05 (0.02) 0.09 .001</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td>0.02 (0.02) 0.04 .180</td>
<td></td>
<td>0.01 (0.05) 0.01 .775</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>0.01 (0.05) 0.01 .775</td>
<td></td>
<td>0.00 (0.00) −0.01 .831</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.00 (0.00) −0.01 .831</td>
<td></td>
<td>0.00 (0.00) −0.01 .831</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ F(1, 757) = 518.43, \quad F(5, 753) = 110.52, \quad F(8, 750) = 69.24, \]
\[ p < .001 \quad p < .001 \quad p < .001 \]

Adjusted \( R^2 = .41 \)

Note. Gender is coded 0 = female, 1 = male. \( B \) = unstandardized regression coefficient; \( SE \) = standard error associated with the \( b \) coefficient; \( \beta \) = standardized regression coefficient.

The more likely they are to actually use them. This means that Hypotheses 1 and 4 are supported.

Surprisingly, perceived susceptibility \((p = .272)\) and self-efficacy \((p = .117)\) do not appear to significantly influence people’s protective behavior. This means Hypotheses 2 and 3 are not supported. Furthermore, answering Research Question 2, education \((p = .180)\), gender \((p = .775)\), and age \((p = .831)\) do not significantly affect protective behavior when we use a longitudinal data approach.

**Model Robustness Checks**

We conducted several robustness checks. First, we reran the analysis with 10,000 bootstrap samples, which led to the same results. Furthermore, respondents had the opportunity to answer do not know to the questions about their protective behavior. In the reported analyses, all do not know responses were coded as missing. To test the robustness of the model, we also created protective behavior measures in which we recoded the do not know responses into never. As this increased the number of respondents scoring 1 (never), this lowered the means of the protective behavior variables \((M_{\text{Wave 1}} = 2.11, SD = 0.72; M_{\text{Wave 2}} = 2.19, SD = 0.75)\). The results revealed similar outcomes, with a higher explained variance (adjusted \( R^2 = .47 \)). The difference with
the initial model was that self-efficacy ($B = 0.03, SE = 0.02, \beta = 0.05, p = .091$) and education ($B = 0.03, SE = 0.01, \beta = 0.05, p = .061$) appeared to be marginally significant predictors of protective behavior.

Moreover, to gain insights into who said *do not know* and why education seemed to play a role, we created 10 dummy variables for the separate protective behaviors with $1 = do\not\ know$ and $0 = all\ other\ answers$. We then ran 10 logistic regressions with the new *do not know* variables as dependent variables and education as predictor. These analyses revealed that higher levels of education significantly (all $ps < .042$) reduce the chance that people say *do not know* for nine out of 10 behaviors (private mode in browser, $p = .688$). This suggests that mostly people with lower levels of education say that they do not know whether they perform the different protective behaviors, which indicates that less educated citizens are less likely to be familiar with these modes of self-protection.

Finally, to examine the relationship between the variables in both causal directions, we also ran a cross-lagged panel model. However, a full cross-lagged model was not possible as one variable (i.e., self-efficacy) was unfortunately not measured in our second wave. Yet, because all the other variables were measured in both waves, we could still assess the relationship between the other three variables (i.e., severity, susceptibility, and response efficacy) and protection behavior in both causal directions. This is also justifiable, as the missing variable was not significantly predicting behavior in Wave 2 in our conditional change model (but we still include this in the cross-lagged panel model). The results from our cross-lagged panel model confirmed our initial analyses (in which the *do not know* answers were recoded as *never*). The results show that severity and response efficacy in Wave 1 influence privacy protection behavior in Wave 2. Thus, these results verify our findings from the initial analyses. Interestingly, the results of the cross-lagged model also revealed a reciprocal influence; we found that privacy protection behavior in Wave 1 positively affected response efficacy in Wave 2.

**Discussion**

In the context of rising privacy concerns on the Internet, in this study, we examined (1) whether people protect their online privacy, (2) which methods they use most often, and (3) what factors of the PMT may explain protective behavior. Our large-scale panel study reveals insights to the three subjects. First, we find that, on average, people rarely to occasionally protect their online privacy. People’s self-reported protective behavior did increase slightly between April 2016 and May 2017. These findings not only confirm prior studies that have suggested that people generally do try to protect their privacy online (e.g., Büchi et al., 2017; McDonald & Cranor, 2010; Smit et al., 2014) but also indicate that many people could do a lot more to protect their privacy online.

Second, our study finds large differences between the measures people take to protect their online privacy. More than 60% of the people delete cookies, decline cookies when given the opportunity, or delete their browser history at least occasionally to
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protect their online privacy. People least often use opt-out websites, tracking prevention software, and the Do Not Track function in their browser. Ad blockers appear to be used at least occasionally by 30% of the respondents. Interestingly, many people did not know how to answer our questions. More than 20% did not know whether they used tracking prevention software, opt-out websites, Do Not Track, ad blockers, or the private mode in their browser. This suggests that many people have little knowledge about these ways of protective behavior.

Third, we find that two of the four factors of the PMT have significant small positive effects on changes in protective behavior (i.e., perceived severity and response efficacy). Overall, our study demonstrated that the threat appraisal is high: People perceive the collection, usage, and sharing of personal information online as a severe problem to which they are susceptible. Moreover, perceived severity significantly and positively predicted protective behavior. In line with the PMT and prior studies (Milne et al., 2009), the more severe people think this threat to their online privacy is, the more likely they are to try to protect their privacy. The lack of evidence of such an effect of the perceived susceptibility may be explained by the low variance in this construct: 79% of the people scored 5 or higher. As almost all people believe that their personal information is being collected, used, and shared by companies online, there may be a ceiling effect.

Our findings with regard to the coping appraisal are mixed: People seem to have little confidence in their own efficacy to protect their personal information online, but do believe that some responses can effectively eliminate the collection, usage, and sharing of personal information on the Internet. The low levels of self-efficacy correspond to earlier findings that people have limited knowledge about cookies (Smit et al., 2014), do not know why they manage cookies (McDonald & Cranor, 2010), and do not understand all the tools that are available (Leon et al., 2012). This lack of knowledge seems to be reflected in people’s own perceptions of their ability to secure their online privacy. Despite the low self-confidence, people do seem to have some confidence in the actual options they have, as the average perceived efficacy of the nine behaviors range between 3.83 and 5.01. In addition, when testing the PMT, the perceived response efficacy significantly predicts protective behavior, whereas we did not find evidence for such an effect of self-efficacy. This suggests that it is not people’s own efficacy that can encourage privacy protection, but their trust in the effectiveness of taking measures that influences their behavior.

Prior studies have indicated a lack of accurate knowledge of tracking prevention tools (Chanchary et al., 2018) and people find many existing tools too difficult to use and to configure (Leon et al., 2012; Shirazi & Volkamer, 2014). Moreover, few, if any, tools protect against all tracking technologies, and the effectiveness of tools often depends on the configuration (Acar et al., 2014; Bujlow, Carela-EsparzóN, Solé-Pareta, & Barlet-Ros, 2017; Estrada-Jiménez et al., 2017). With that caveat, we give a rough indication of which tools and tactics can be effective to protect one’s privacy and to limit online tracking.

Our study indicates that deleting cookies is the most used privacy protective measure, and people also believe this is most effective. Indeed, deleting cookies helps to
limit online data collection through tracking. But deleting cookies does not help against all types of online tracking. Apart from cookies, companies use many other tracking techniques, such as flash cookies and device fingerprinting (Hoofnagle, Soltani, Good, Wambach, & Ayenson, 2012). Nevertheless, deleting cookies from one’s browser does limit online tracking, as cookies are still a popular tracking method (Estrada-Jiménez et al., 2017). In sum, people’s trust in the effectiveness of deleting cookies is not entirely justified. People also indicated to have quite some trust in the effectiveness of declining cookies. However, declining cookies and also refraining from visiting websites that drop cookies are not very effective to protect one’s privacy. These measures only work when a site asks consent for dropping (tracking) cookies, but many sites drop such cookies surreptitiously.

People also indicated to trust the private mode in their browsers. However, whether using a browser’s private mode limits online tracking depends on the browser type. Most browsers, but not all, limit (but do not stop) tracking when set to “private” (Bujlow et al., 2017; Tsalis, Mylonas, Nisioti, Gritzalis, & Katos, 2017).

Interestingly, people have very little faith in ad blockers, but running an ad blocker (usually a plug-in for one’s browser) can be an effective way to limit online tracking, if configured correctly. Many ad blockers do not load any advertising, and thereby limit online tracking (Gervais, Filios, Lenders, & Capkun, 2017; Wills & Uzunoglu, 2016). Using tracking prevention software (such as Privacy Badger and Ghostery) can also be effective to limit tracking (Balebako et al., 2012; Gervais et al., 2017; Merzdovnik et al., 2017; Wills & Uzunoglu, 2016). However, many people find such ad blockers and tracking prevention software confusing, and may choose the wrong (default) settings, while they think they protect themselves (Cranor, 2012; Leon et al., 2012).

Deleting one’s browser history primarily protects people from other users of the same browser seeing their browsing history, and is less effective to protect oneself against online data collection. However, deleting browser history including the browser cache, could help to protect against some tracking methods (Bujlow et al., 2017). In some browsers (such as Firefox), users can manage their cookies under the heading “history.” Perhaps, some people delete their browsing history to delete cookies.

Giving wrong information, such as a fake email address, can reduce the amount of spam one receives, but does generally not help against online tracking. Opt-out websites, such as www.youronlinechoices.com, generally do not block tracking and data collection, but only limit targeted advertising (Balebako et al., 2012). Hence, opt-out sites are not effective as a privacy protection measure. Setting the browser’s Do Not Track function is, at present, not effective in limiting online tracking either. Most tracking companies do not react to Do Not Track signals (Balebako et al., 2012; Bujlow et al., 2017). Do Not Track could become an effective measure in the future, for instance, if lawmakers required companies to respect Do Not Track signals (Zuiderveen Borgesius, van Hoboken, Fahy, Irion, & Rozendaal, 2017).

Furthermore, unlike prior research, age, and gender do not seem to predict protective behavior. Although prior studies have shown that women are more concerned
about their privacy online (Baruh et al., 2017; Moscardelli & Divine, 2007; Sheehan, 1999; Youn, 2009), the effects of gender on protective behavior are inconclusive. Our study does not provide evidence for different protective behaviors between men and women. In addition, although prior studies found that older people are more inclined to protect themselves against OBA than younger people (Smit et al., 2014), we do not find evidence for an effect of age on general protective behavior. Our study did suggest that education does play a role. We found that mostly people with lower education levels say that they do not know whether they perform the different protective behaviors. This means that less educated citizens are less likely to be familiar with the measures they can take to protect their online privacy, and this results in less protective behavior. This replicates the findings of Smit et al. (2014), who found that people’s level of education negatively affects protective behavior.

One important limitation of our study is the fact that we measured protective behavior with self-reports. The self-reported measure may have led to overreporting of protective behavior due to memory and/or social desirability issues (Baruh et al., 2017). However, as a meta-analysis did not find evidence of differences between behavioral intentions and behaviors in terms of utilization of privacy protective measures (Baruh et al., 2017), we believe that self-reported measures can provide important insights.

Furthermore, we asked respondents about 10 different behaviors based on the literature (e.g., Balebako et al., 2012; Büchi et al., 2017; McDonald & Cranor, 2010; Milne et al., 2009; Smit et al., 2014) and aimed to include as many behaviors that can mitigate the collection, usage, and sharing of personal information to protect their online privacy. However, this list is not exhaustive. Due to limited space and time in our survey, there are several behaviors that we did not include, such as using a virtual private network, only reading email in plain text, and deleting Adobe Flash from one’s computer. Future research could include an even broader variety of protective behaviors.

A third limitation of our study is the conceptualization of the threat to privacy online. Based on the idea that privacy considers the control over personal information, we conceptualized the threat to privacy online as those actions that can limit this control (i.e., the collection, usage, and sharing of personal information). With this operationalization, we focused on the primary threat to people’s privacy. However, one can also define the threat as the negative consequences that data collection, usage, and sharing may have, such as data privacy, data breaches, identity theft, and discrimination. By choosing to focus on the primary issue of data collection, and not on the possible negative consequences, this may have caused the high scores in perceived susceptibility. Our study shows that people are well aware of the collection, usage, and sharing of their personal information online. However, our study does not show whether they think they are susceptible to possible negative consequences of these actions. Future research into people’s perception of threat (i.e., severity and susceptibility) could combine both the primary threat (i.e., data collection, usage, and sharing) and possible negative consequences of these actions that also cause a threat to privacy online.

Notwithstanding the limitations, this study has some important theoretical implications. Although some studies into online privacy protection relied on privacy management
theory (Baruh et al., 2017; Petronio, 2002) and privacy calculus model (e.g., Dienlin & Metzger, 2016; Krasnova et al., 2010), many of the studies into online privacy protection behavior lacked a theoretical foundation. In this study, we aimed to change this by using the PMT to understand which factors may explain privacy protective behavior. Although the PMT was originally developed to understand people’s motivation to protect themselves against health threats, a growing number of studies have applied the PMT to privacy-related threats on the Internet (e.g., Chai et al., 2009; Ham, 2017; Youn, 2009). The theory proved to be a valuable way to understand why people protect their online privacy, as two of the four factors significantly influence people’s behavior: perceived severity and response efficacy.

Drawing on the PMT, our study also provides practical insights into what should be communicated to encourage protective behavior. On average, people rarely to occasionally protect their online privacy. In addition, the perceived threat is high, indicating that people are aware of the threat to their online privacy. However, many people do not know what to answer in questions about highly effective behaviors (e.g., ad blockers)—which is an indication for little knowledge. Thus, we believe that there is much to gain as people could do a lot more to protect their privacy online. When governments or consumer organizations wish to motivate people to protect their online privacy, these nudges and messages should address the perceived severity and response efficacy as these two factors have significant positive effects on protective behavior. People could be educated about the severity of the threat by explaining to them how the collection, usage, and sharing of your personal data online could be a threat to one’s privacy. In addition, response efficacy could be addressed with messages that introduce people to protective behaviors and show how these can effectively prevent tracking and improve your privacy. In our study, self-efficacy did not significantly increase protective behavior. This suggests that even people with low confidence (i.e., low perceived self-efficacy) can be motivated to protect behavior, as long as they are presented with methods that are perceived as effective.

Next to theoretical and practical implications, our study also has important implications for policy makers. Our findings indicate that consumers are not empowered: People have little confidence in their abilities to protect their own privacy. Moreover, several popular tactics, such as declining cookies, are not very effective to limit online tracking and to protect privacy. People rarely use tools that can limit online tracking and protect privacy (such as ad blockers and tracking prevention software). These results have several implications. First, if policy makers want people to enjoy privacy, they must protect privacy through regulation. The EU just updated its privacy legislation (EU General Data Protection Regulation, 2016), and aims to adopt new rules specifically for online tracking and privacy (European Commission, 2017). It remains to be seen whether these laws will be effective in protecting privacy. Second, researchers showed that OBA is possible without large-scale data collection (Estrada-Jiménez et al., 2017; Toubiana, Narayanan, Boneh, Nissenbaum, & Barocas, 2010), but such technologies are not widely used yet. Policy makers could, through regulation, push companies toward using such methods. Third, there is a need for education and awareness building. Although some tools exist that can help people to protect themselves
against online data collection, few people use them. Finally, easy-to-use privacy protection tools should be developed; policy makers could help by funding research.
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