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1 Introduction

Signatures with dilepton (dielectron and dimuon) final states have been central in shaping the Standard Model (SM) over many years, from discoveries of new particles [1–5], through many precision measurements [6–9], and in searches for new physics beyond the SM (BSM) [10–13]. This has been the case owing to the clean and fully reconstructable experimental signature with excellent detection efficiency. This paper presents a novel search for new phenomena in final states with two electrons or two muons in 139 fb\(^{-1}\) of data collected in proton-proton (pp) collisions at the LHC at a center-of-mass energy \(\sqrt{s} = 13\) TeV between 2015 and 2018. The work presented here complements the ATLAS search for heavy resonances [10] using the same dataset and selection criteria. The new physics signature investigated is a broad, non-resonant excess of events over a smoothly falling dilepton invariant-mass spectrum, which is dominated by the Drell-Yan (DY) process. The search results in this paper are provided in a model-independent format. These results are further interpreted in the context of the frequently tested benchmark models with effective four-fermion ‘contact’ interactions (CI) [14, 15].

A number of changes are introduced with respect to the previous ATLAS result with an integrated luminosity of 36.1 fb\(^{-1}\) [13]. The result presented here is the first non-resonant dilepton search at the LHC to use a background estimate from the data using a functional
form. The signals considered are expected to manifest themselves only as a deviation from the expected gradient of the high-mass tail of the dilepton mass spectrum. Therefore, the background at high masses is estimated from a low-mass control region (CR) where the signal contribution is expected to be negligible. Contrary to previous ATLAS searches for non-resonant signals in dilepton final states, this search is performed in a single-bin high-mass signal region (SR). Both the function and region choices are optimised to maximise the expected sensitivity to observe CI processes. The extrapolated background is integrated in the SR to provide an estimate of the expected number of background events. The signal would be seen as an excess over this expected background estimate. This CR/SR approach is essential in the case of (typically small) non-resonant signals, as when the entire mass range is fit, similar to ref. [10], a non-resonant signal can be absorbed into the background model. Moreover, the choice of a single-bin signal region removes the dependence on the shape of the mass distribution and simplifies the entire search, while at the same time providing model-independent results.

Further, this analysis has been moved from a Bayesian statistical framework to a frequentist statistical framework, which removes the dependence on signal priors. In the case where the interference between signal and SM processes is not negligible, e.g. for CI, the choice of one prior over another is less justified [13, 16]. With respect to the previous study [13] that used simulation to estimate the background, the approach presented here reduces the dependence on simulation by estimating the background from the data. A comparison showed little difference in sensitivity between the two approaches.

Finally, the transition to a background estimation from the data exchanges the systematic uncertainties in the predictions from simulation for statistical uncertainties in data. The dominant uncertainty in the expected background in the new analysis is due to statistical fluctuations in the CR. Next in importance is the uncertainty in the degree to which the extrapolation from the CR can produce a background estimate different from the underlying distribution, leading to a signal-like deflection in the SR. This uncertainty is quantified using the simulated background and its uncertainties. The uncertainty third in importance is due to a possible signal contamination in the CR.

2 Contact interactions

In the SM, it is assumed that quarks and leptons are fundamental point-like particles and hence have no structure. However, if quarks and leptons are composite, with at least one common constituent, the interaction of these constituents could manifest itself through an effective four-fermion contact interaction at energies well below the compositeness scale [14, 15], \( \Lambda \), the energy scale below which fermion constituents are bound. A broad class of CI models can be described by the CI Lagrangian of the form of eq. (2.1):

\[
\mathcal{L} = \frac{g^2}{2 \Lambda^2} \left\{ \eta_{LL} (\bar{q}_L \gamma_\mu q_L) (\bar{\ell}_L \gamma_\mu \ell_L) + \eta_{RR} (\bar{q}_R \gamma_\mu q_R) (\bar{\ell}_R \gamma_\mu \ell_R) + \eta_{LR} (\bar{q}_L \gamma_\mu q_L) (\bar{\ell}_R \gamma_\mu \ell_R) + \eta_{RL} (\bar{q}_R \gamma_\mu q_R) (\bar{\ell}_L \gamma_\mu \ell_L) \right\}, \tag{2.1}
\]
where $g$ is a coupling constant chosen such that $g^2/4\pi = 1$, $\gamma$ are the $4 \times 4$ Dirac matrices and the spinors $\psi_{L,R}$ ($\psi = q, \ell$) are the left-handed and right-handed fermion fields, respectively. The parameters $\eta_{ij}$, where $i$ and $j$ are L or R, define the chiral structure (left or right) of the new interaction. Specific models are chosen by assigning the parameters to be $-1$, $0$ or $+1$.

In the context of CI searches with dilepton final states at the LHC, the terms in eq. (2.1) take the form of $\eta_{ij} (\bar{q}_i \gamma_\mu q_i) (\bar{\ell}_j \gamma^\mu \ell_j)$, where $q_i$ and $\ell_j$ are the quark and lepton fields, respectively. The differential cross-section for the process $q\bar{q} \rightarrow \ell^+ \ell^-$, in the presence of CI, can be separated into the SM DY term plus terms involving the CI. This separation can be seen in eq. (2.2):

$$\frac{d\sigma}{dm_{\ell\ell}} = \frac{d\sigma_{\text{DY}}}{dm_{\ell\ell}} - \eta_{ij} \frac{F_I}{\Lambda^2} + \frac{F_C}{\Lambda^4},$$

where the first term accounts for the DY process, the second term corresponds to the interference between the DY and CI processes, and the third term corresponds to the pure CI contribution. The latter two terms include $F_I$ and $F_C$, respectively, which are functions of the differential cross-section with respect to $m_{\ell\ell}$ with no dependence on $\Lambda$ [14]. The interference can be constructive or destructive and it is determined by the sign of $\eta_{ij}$.

Previously, the ATLAS and CMS experiments have searched for CI with the partial Run 2 datasets at $\sqrt{s} = 13$ TeV [12, 13]. The most stringent exclusion limits for $q\bar{q}\ell^+ \ell^-$ CI, in which all quark flavours contribute, come from the previous ATLAS non-resonant dilepton analysis conducted using 36 fb$^{-1}$ at $\sqrt{s} = 13$ TeV. The observed lower limits on $\Lambda$ range from 24 to 40 TeV depending on the specific signal model [13].

### 3 ATLAS detector

ATLAS [17–19] is a multipurpose detector with a forward-backward symmetric cylindrical geometry with respect to the LHC beam axis. The innermost layers consist of tracking detectors in the pseudorapidity range $|\eta| < 2.5$. This inner detector (ID) is surrounded by a thin superconducting solenoid that provides a 2 T axial magnetic field. It is enclosed by the electromagnetic and hadronic calorimeters, which cover $|\eta| < 4.9$. The outermost layers of ATLAS consist of an external muon spectrometer (MS) with $|\eta| < 2.7$, incorporating three large toroidal magnetic assemblies with eight coils each. The field integral of the toroids ranges between 2.0 and 6.0 Tm for most of the acceptance. The MS includes precision tracking chambers and fast detectors for triggering. A two-level trigger system [20] selects events to be recorded at an average rate of 1 kHz.

---

ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector and the $z$-axis along the beam pipe. The $x$-axis points from the IP to the center of the LHC ring, and the $y$-axis points upwards. Cylindrical coordinates $(r, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the $z$-axis. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$. Angular distance is measured in units of $\Delta R \equiv \sqrt{\Delta \eta^2 + \Delta \phi^2}$.
Table 1. The programs and PDFs used to generate the hard-scatter matrix element (ME) and to simulate parton showering (PS) in the signal and background processes. The top-quark mass is set to 172.5 GeV.

<table>
<thead>
<tr>
<th>Background Process</th>
<th>ME Generator and ME PDFs</th>
<th>PS and non-perturbative effect with PDFs</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLO Drell-Yan</td>
<td>Powheg-Box [27, 28], CT10 [29], Photos V8.186 [30], CTEQ6L1 [31, 32], EvtGen1.2.0</td>
<td>Pythia v8.186, NNPDF23LO, EvGen1.6.0</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>Powheg-Box, NNPDF3.0NLO [33]</td>
<td>Pythia v8.230, NNPDF23LO, EvGen1.6.0</td>
</tr>
<tr>
<td>Single top s-channel, $Wt$</td>
<td>Powheg-Box, NNPDF3.0NLO</td>
<td>Pythia v8.230, NNPDF23LO, EvGen1.6.0</td>
</tr>
<tr>
<td>Single top t-channel</td>
<td>Powheg-Box, NNPDF3.04NLO, MadSpin</td>
<td>Pythia v8.230, NNPDF23LO, EvGen1.6.0</td>
</tr>
<tr>
<td>Diboson ($WW$, $WZ$ and $ZZ$)</td>
<td>Sherpa 2.1.1 [35], CT10</td>
<td>Sherpa 2.1.1, CT10</td>
</tr>
</tbody>
</table>

4 Data and simulation

The data and simulated event samples used in this analysis are the same as those used in ref. [10]. The integrated luminosity of the dataset is determined to be 139.0 ± 2.4 fb$^{-1}$, following a methodology similar to that detailed in ref. [21]. The uncertainty in the combined 2015–2018 integrated luminosity is 1.7% [22], obtained using the LUCID-2 detector [23] for the primary luminosity measurements.

Similarly to ref. [10], this search relies on background estimated from the data. Simulated events for the signal and background processes are used to select the fit functions, study background compositions, estimate part of the uncertainties and evaluate the signal efficiencies. All simulation-based background contributions are scaled by their respective cross-sections and summed to obtain the simulated background $m_{lt}$ distribution. The main simulated backgrounds in decreasing order of contribution to the full mass spectrum are: Drell–Yan (DY), top-quark pair ($t\bar{t}$), single-top-quark and diboson production. The multi-jet and $W$+jets processes in the dielectron channel are estimated from the data using the matrix method similarly to ref. [13]. The contribution of such processes to the analysis is estimated using a likelihood fit. The same processes in the dimuon channel, as well as processes with $\tau$-leptons in both channels, have a negligible impact and are not considered. The Monte Carlo (MC) event generators for the hard-scattering process and the programs used for parton showering are listed in table 1 with their respective parton distribution functions (PDFs). ‘Afterburner’ generators such as Photos [24] for the final-state photon radiation (FSR) modeling, MadSpin [25] to preserve top-quark spin correlations, and EvtGen [26] for the modeling of $c$- and $b$-hadron decays, are also included in the simulation.

The DY [36] and diboson [37] samples were generated in slices of dilepton mass to increase the sample statistics in the high-mass region. Next-to-next-to-leading-order (NNLO) corrections in quantum chromodynamic (QCD) theory, and next-to-leading-order (NLO) corrections in electroweak (EW) theory, were calculated and applied to the DY events. The corrections were computed with VRAP v0.9 [38] and the CT14 NNLO PDF set [39] in the case of QCD effects, whereas they were computed with MCSANC [40] in the case of quantum electrodynamics effects due to initial-state radiation, interference between initial- and final-state radiation and Sudakov logarithm single-loop corrections. These are calcu-
lated as mass-dependent K-factors, and reweight simulated events before reconstruction. The top-quark samples \cite{41} are normalised to the cross-sections calculated at NNLO in QCD including resummation of the next-to-next-to-leading logarithmic soft gluon terms as provided by Top++ 2.0 \cite{42}.

All fully simulated event samples include the effect of multiple pp interactions in the same or neighbouring bunch crossings. These effects are collectively referred to as pile-up. The simulation of pile-up collisions was performed with PYTHIA v8.186 using the ATLAS A3 set of tuned parameters \cite{43} and the NNPDF23LO PDF set, and weighted to reproduce the average number of pile-up interactions per bunch crossing observed in data. The generated events were passed through a full detector simulation \cite{44} based on GEANT 4 \cite{45}.

In order to reduce statistical uncertainties, a large additional DY sample is used where the detector response is modeled by smearing the dilepton invariant-mass with mass-dependent corrections for the acceptance and efficiency, instead of using the CPU-intensive GEANT 4 simulation. The relative dilepton mass resolution used in the smearing procedure is defined as \((m_{\ell\ell} - m_{\ell\ell}^{\text{true}})/m_{\ell\ell}^{\text{true}}\), where \(m_{\ell\ell}^{\text{true}}\) is the generated dilepton mass at Born level before FSR. The mass resolution is parameterised as a sum of a Gaussian distribution, which describes the detector response, and a Crystal Ball function composed of a secondary Gaussian distribution with a power-law low-mass tail, which accounts for bremsstrahlung effects or for the effect of poor resolution in the muon momentum at high \(p_T\). The parameterisation of the relative dilepton mass resolution as a function of \(m_{\ell\ell}^{\text{true}}\) is determined by a fit of the function described above to simulated DY events at NLO. A similar procedure is used to produce a mass-smeared \(t\bar{t}\) sample. These two samples replace the equivalent ones produced with the full detector simulation wherever applicable in the remainder of the analysis. The number of events in these samples is more than 55 times the number of events in data. These samples would have been difficult to produce with the full detector simulation because of the large number of events required and the limited computing resources.

Signal \(m_{\ell\ell}\) distribution shapes are obtained by a matrix-element reweighting \cite{13} of the leading-order (LO) DY samples generated in slices of dilepton mass. This reweighting includes the full interference between the non-resonant signal and the background DY process. The weight function is the ratio of the analytical matrix-elements of the full CI (including the DY component) and the DY process only, both at LO. It takes as an input the generated dilepton mass at Born level before FSR, the incoming quarks’ flavour and the CI model parameters (\(\Lambda\), chirality states and the interference structure). These weights are applied to the LO DY events to transform these into the CI signal shapes, in steps of 2 TeV between \(\Lambda = 12\) TeV and \(\Lambda = 100\) TeV. Dilepton mass-dependent higher-order QCD production corrections for the signals are computed with the same methodology as for the DY background, correcting from LO to NNLO. Similarly, electroweak corrections for the signals are applied in the CI reweighting along with the interference effects, correcting from LO to NLO. These signal shapes are used for optimisations as well as for calculations of the cross-section and acceptance times efficiency.

The statistical analysis used in this work requires a continuous description of the CI signal shape between the fixed (reweighted) signal shapes, for the values of \(\Lambda\) mentioned
above. A bin-by-bin morphing procedure is used to obtain a smooth description as a function of \( \Lambda \), linearly interpolating between the fixed signal shapes from simulation. In the case of constructive interference the morphing is almost redundant since the signal behaviour between different \( \Lambda \) values can be approximated with a relatively simple relationship between the signal strength and \( \Lambda \). However, in the case of destructive interference there is no straightforward relationship between the signal strength and \( \Lambda \), and so the morphing approach is essential. The morphing is only performed for values of \( \Lambda \) inside the range of the reweighted signals described above.

5 Object reconstruction and event selection

A complete description of the object definition and event selection is given in ref. [10]. These criteria are identical to the ones used in this work and a brief description follows. The dataset was collected during LHC Run 2 in stable beam conditions, with all detector systems operating normally and while fulfilling all quality requirements. Events in the dielectron channel were recorded using a dielectron trigger, while events in the dimuon channel were required to pass at least one of two single-muon triggers. Further, it is required that at least one pp interaction vertex be reconstructed in the event. The events are required to contain at least two same-flavour charged leptons consistent with the primary vertex. The object definitions, single-lepton selection and corrections are given in ref. [10]. The reconstruction of the same energy deposits as multiple objects is resolved using overlap-removal procedures. If more than two leptons are present in the event, the two leptons with the largest \( E_T (p_T) \) in the electron (muon) channel are selected to form the dilepton pair. In events with a dielectron pair and a dimuon pair, the dielectron pair is selected because of the better resolution and higher efficiency for electrons. A selected muon pair must contain oppositely charged muons. For an electron pair, the opposite-charge requirement is not applied because of the higher probability of charge misidentification for high-\( E_T \) electrons. The reconstructed mass of the dilepton system after the full analysis selection, \( m_{\ell\ell} \), is required to be above 130 GeV to avoid the \( Z \) boson peak region, which cannot be described by the same parameterisation as the high-mass part of the dilepton distributions.

6 Background modeling

The dilepton invariant mass distribution in data is fit by a parametric background-model function in a low-mass control region (CR). The resulting background model is then extrapolated from the CR to higher-mass single-bin signal regions (SRs). The normalisation of the background model in the CR is determined by the number of data events in the CR only. All fits are performed within the RooFit [46] framework. Different choices of CR and SR are considered in order to maximise the expected sensitivity for each lepton channel and for different choices of the CI model parameters. In the destructive interference cases, if a CR includes a significant part of the destructive component of the signal shape, the integral of the number of expected signal events in the SR is reduced. Therefore, the optimisation procedure allows a gap between the CR and SR to avoid the cancellation due to the range
where the signal contributes destructively. The final CR and SR choices are checked to ensure that the possible presence of a non-resonant signal does not bias the background estimation in the CR and consequently also in the SR. An illustration of the division into CR and SR is shown in figure 1.

An optimisation procedure is performed in two consecutive steps. In the first step, the fit function is chosen out of about 50 initial functions, which are all checked in a set of about 15 potential CR and SR configurations. Once the function choice is fixed, the CR and SR choice is optimised in a second step using this function. The description of these two steps is given below.

The procedure to determine the functional form of the background is as follows. The smooth functional form used to model the background is chosen from about 50 candidate functions. Each function is fit to the dilepton mass background template, consisting of the sum of all the simulated background contributions, in a variety of CRs and extrapolated to the respective SRs. The data and simulation are both fit using a binned-likelihood maximisation with a bin width of 1 GeV. The distribution of the pulls, defined as (fit-simulation)/fit for each bin, is obtained for each potential configuration of CR and SR. A function that results in pulls below 3 across all the ranges considered (CRs and SRs) is marked as acceptable. This requirement is particularly important in the SRs to veto...
functions that exhibit unphysical behaviour at the tail. Additionally, it is important to ensure a good description of the simulated background template in the CRs. Out of about 50 initial functions, five are found to satisfy this requirement equally well. The residual mis-modeling by the selected function is measured later and taken as an uncertainty. The final function is chosen to be the same one used in ref. [10] and it is given in eq. (6.1):

\[ f_b(m_{\ell\ell}) = f_{BW,Z}(m_{\ell\ell}) \cdot (1 - x^c)^b \cdot x\sum_{i=0}^{3} p_i \log(x)^i, \tag{6.1} \]

where \( x = m_{\ell\ell}/\sqrt{3} \). The first term, \( f_{BW,Z}(m_{\ell\ell}) \), is a non-relativistic Breit-Wigner function with \( m_Z = 91.1876 \) GeV and \( \Gamma_Z = 2.4952 \) GeV [47]. The second term, \( (1 - x^c)^b \), ensures that the background shape evaluates to zero at \( x \to 1 \). The parameters \( b \) and \( c \) are fixed to values obtained from fits to the simulated background. In the third term, the parameters \( p_i \) with \( i = 0, \ldots, 3 \) are left free in the fits. The function \( f_b(m_{\ell\ell}) \) is treated as a probability density function in the fits performed in the CR. This function is then normalised in the CR to \( N_{\text{CR}} \), the number of events in the CR in data (or simulation where applicable), where it is assumed that the CR is completely dominated by background events.

After the function choice has been made, the procedure to define the CR and SR is as follows. The two boundaries of the CR (\( \text{CR}_{\text{min}} \) and \( \text{CR}_{\text{max}} \)) and the lower boundary of the SR (\( \text{SR}_{\text{min}} \)) are chosen to optimise the expected sensitivity for each of the CI signals considered. The \( \text{CR}_{\text{min}} \) value is varied between 160 GeV (well above the \( Z \) peak) and 500 GeV, while \( \text{CR}_{\text{max}} \) is varied between 1 TeV and 2.9 TeV. The CR is not wide enough to constrain the fit for \( \text{CR}_{\text{max}} \) values below 1 TeV, while above 2.9 TeV the possible new signals contribute significantly. In all cases, the upper boundary of the SR is fixed to 6 TeV, beyond the highest-mass events expected in data, while \( \text{SR}_{\text{min}} \) can lie at any point above \( \text{CR}_{\text{max}} \). The boundaries of the CR are varied to test for a possible dependence of the background estimation in the SR and it is found that the estimation remains stable against these variations.

To avoid a bias from possible signal contamination in the CR, the CR and SR choice is validated using a signal injection test for each of the configurations tested. The signals are injected in the range 18 TeV \( \leq \Lambda \leq 40 \) TeV. A collection of background+signal distributions are produced by simulation for various \( \Lambda \) values of interest. An extension of eq. (6.1), with an added signal component, is used to fit these distributions:

\[ f_{b+s}(m_{\ell\ell}, \Lambda) = N_b \cdot f_b(m_{\ell\ell}) + N_s(\Lambda) \cdot f_s(m_{\ell\ell}, \Lambda), \tag{6.2} \]

where \( f_s(m_{\ell\ell}, \Lambda) \) is the signal probability density function and \( N_s(\Lambda) \) is the number of signal events in the CR. Both \( f_s(m_{\ell\ell}, \Lambda) \) and \( N_s(\Lambda) \) are determined from simulation. The parameter \( N_b \) is the number of background events in the CR with the constraint \( N_b + N_s(\Lambda) = N_{\text{CR}} \). The full shape is fitted in the CR using the background+signal model and compared with the nominal case, where there is no signal injected and where the fit model is the background-only one. If a significant difference is found between the background estimated with the injected signal fit and the nominal background-only fit, the configuration is excluded. The difference between these two background estimates is assessed to be significant when it is larger than the systematic uncertainty of the background component in
Table 2. CR and SR ranges (in units of GeV). For all configurations SR\textsubscript{max} = 6000 GeV.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Constructive interference</th>
<th>Destructive interference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CR\textsubscript{min}</td>
<td>CR\textsubscript{max}</td>
</tr>
<tr>
<td>e\textsuperscript{+}e\textsuperscript{-}</td>
<td>280</td>
<td>2200</td>
</tr>
<tr>
<td>\mu\textsuperscript{+}\mu\textsuperscript{-}</td>
<td>310</td>
<td>2070</td>
</tr>
</tbody>
</table>

The background+signal model. This procedure is repeated iteratively while varying two out of the three mass boundary parameters (CR\textsubscript{min}, CR\textsubscript{max} and SR\textsubscript{min}). It is found that the background component of the background+signal model does not differ significantly from the simulated background, both in the presence and absence of an injected signal.

Each chirality choice of the CI model is tested with an independent CR and SR configuration. It is found that for models with destructive interference a mass gap between the CR and SR of \( \sim 1300 \) GeV is preferred by the optimisation procedure, while in the case of constructive interference the optimal choice is where SR\textsubscript{min} coincides with CR\textsubscript{max}. The resulting ranges for the different chirality options are similar at the level of a few tens of GeV. The final result is insensitive to the choice of CR within these small differences, and therefore these are merged as listed in table 2 to simplify the subsequent procedures.

The function given in eq. (6.1) is the only background model used to estimate the final expected background in the SR for each of these configurations.

7 Uncertainties

Uncertainties related to the background modeling in the SR result from three main sources as discussed below. For all background variations discussed, where the extrapolation procedure is performed, it is verified that the \( \chi^2/N\text{DoF} \) of the fits to each of the background variations in the CR is close to unity. The uncertainties related to the signal model are also presented.

7.1 Statistical uncertainty of the expected background

Statistical fluctuations in the data lead to variations of the fitted background model in the CR. This in turn has an impact on the extrapolated background in the SR. To estimate the impact of this statistical uncertainty, \( \sigma_{\text{Stat}} \), the following procedure is performed for each region configuration. First, the data is fit in the CR, extrapolated, and integrated in the SR, giving the nominal background expectation in the SR. The nominal background \( m_{\ell\ell} \) distribution shape in the CR is then used as a probability density function from which an ensemble of pseudo-datasets can be generated. The normalisation of this function corresponds to that of the observed data in the CR. Finally, the background model is fit to each of the pseudo-datasets in the ensemble individually, extrapolated, and integrated in the SR. The distribution of the pseudo-background expectations is confirmed to be centered around the nominal background expectation, indicating no bias. The standard deviation of the distribution is taken as the statistical uncertainty. For the dielectron and dimuon
channels, the statistical uncertainty ranges from 14% to 20% (34% to 60%) of the nominal background for the constructive (destructive) SRs of the analysis.

7.2 Induced spurious-signal uncertainty in the expected background

The second uncertainty in the expected background corresponds to the degree to which the background model can induce a signal-like excess or deficit when extrapolated to the SR. This uncertainty is hereafter called ‘induced spurious-signal’ ($\sigma_{b}^{\text{ISS}}$). This uncertainty results from the extrapolation procedure and it is measured on the nominal simulated background and its systematic variations.

The uncertainties associated with the simulated background shape are derived from simulated variations on the background shape. These uncertainties are used to generate an ensemble of possible (pseudo-) background shapes. Each pseudo-background shape is constructed from the nominal simulated background shape, summed with weighted uncertainties. The weight for each uncertainty is randomly sampled from a normal distribution, with a mean of zero and standard deviation of one, in the range of $[-1, 1]$. The resulting background shape is used to generate a pseudo-dataset that is fit and extrapolated to the SR.

The difference in expected background between the fit and the pseudo-background SR integral is then taken as the induced spurious-signal per pseudo-background. The mean and standard deviation of the distribution from all pseudo-backgrounds are summed in quadrature and the result is taken as $\sigma_{b}^{\text{ISS}}$. The mean is considered to take into account a possible systematic shift in the estimate besides its spread.

The variations considered are due to theoretical and experimental uncertainties in the simulated background as well as the uncertainties in the backgrounds from multi-jet and $W$+jets processes. The largest source of uncertainty in the simulated background is theoretical, and it is particularly large at the high end of the dilepton mass spectrum. The second largest source of uncertainty in the simulated background is experimental, and is mostly due to high-$p_T$ muon identification in the dimuon channel. The third largest source is the uncertainty in the multi-jet and $W$+jets background components, and is estimated from the data.

The following variations are considered for the theoretical uncertainties for the DY component only: the eigenvector variations of the nominal PDF set, variations of PDF scales, the strong coupling ($\alpha_S(M_Z)$), electroweak corrections, photon-induced corrections \cite{48}, as well as the effect of choosing different PDF sets. For all PDF variations, the modified DY component is used along with the other nominal background components. These theoretical uncertainties are the same for both dilepton channels at generator level, but they result in different uncertainties at reconstruction level due to the different resolutions of the dielectron and dimuon channels. Further details of this procedure can be found in ref. \cite{13}. The size of these uncertainties in the total simulated background is $\leq 19\%$ ($\leq 15\%$) below 4000 GeV for the dielectron (dimuon) channel.

Among the experimental uncertainty sources in the dielectron channel, the dominant ones are the electron identification at low dielectron masses ($\leq 5\%$, below $\sim 2000$ GeV) and the uncertainty in the electromagnetic energy scale at higher dielectron masses ($\leq 15\%$).
In the muon channel, the dominant experimental uncertainties arise from the muon reconstruction efficiency at low dimuon masses (≤ 20%, below ~ 4000 GeV) and from the identification of high-\(p_T\) muons at higher dimuon masses (≤ 50%).

The relative uncertainty of the simulated background due to the multi-jet and \(W+\text{jets}\) component rises from ~ 1% at 1 TeV to ~ 10% at 4 TeV. For the multi-jet and \(W+\text{jets}\) component variations, the modified shape is used each time along with the other nominal background components from simulation. This contribution is the smallest amongst all other variations in the CR.

The \(\sigma_{b}^{\text{ISS}}\) uncertainty is ~ 4% (~ 6%) for the constructive \(e^+e^- (\mu^+\mu^-)\) channels, and is ~ 7% (~ 24%) for the destructive channels. The large difference between the \(\mu^+\mu^-\) and \(e^+e^-\) channels in the destructive case is owing to the smaller CR in the \(\mu^+\mu^-\) case as can be seen in table 2. Consequently, the \(\mu^+\mu^-\) background fit in the CR is less constrained, allowing for more freedom in the extrapolation to the SR.

### 7.3 CR bias uncertainty in the expected background

Finally, the ‘CR bias uncertainty’ (\(\sigma_{b}^{\text{CRB}}\)) in the expected background is a measure of the residual difference between the two fit models, with and without a signal component. A possible signal may bias the background estimation from the background-only model, while the background estimation from the background+signal model should remain unbiased. In simulation, this difference is negligible by construction owing to the optimisation of the CR boundaries. When fitting the data with the two models, however, a small difference between the background-only model and the background component of the background+signal model can still exist. This difference is taken as an additional uncertainty. To measure it, the background+signal model from eq. (6.2) is fit to the data in the CR and the background component is extrapolated to the SR. After the extrapolation and integration in the SR, the resulting background estimation is compared with the one resulting from the background-only model from eq. (6.1). The differences are taken as an uncertainty only in the case of the CI interpretation since it is model-dependent. The \(\sigma_{b}^{\text{CRB}}\) uncertainty is smaller than 4% of the nominal background for all SRs of the analysis.

### 7.4 Uncertainties in the signal yield

The expected number of simulated CI signal events in the SR is also affected by theoretical and experimental uncertainties. The signal yield is obtained by integrating the simulated signal in the single-bin SR. This is also performed for all theoretical and experimental systematic variations of the signal. The uncertainty in the signal yield is obtained from the sum in quadrature of the differences between the yields obtained in all variations and the nominal yield. Both the theoretical and experimental components of the signal uncertainty are determined as discussed above for the background in the context of \(\sigma_{b}^{\text{ISS}}\). The theoretical uncertainties, \(\sigma_{s}^{\text{Theory}}\), are presented for reference in table 3, but are not used in the statistical analysis. The experimental uncertainties of the signal are ≤ 9% for the electron channel and ≤ 22% for the muon channel.

The breakdown of the relative uncertainty in both the background estimate and the expected signal yield is shown in table 3, sorted by impact. For all cases, the relative
uncertainties in the destructive SRs are larger than those in the constructive SRs. This is due to both the smaller size of the SR leading to less background and hence larger relative uncertainty, and the smaller size of the CR leading to a weaker constraint on the background model.

8 Results

The dilepton invariant-mass distributions for events that pass the full analysis selection are shown in figure 2. The candidate with the highest reconstructed mass is a dielectron candidate with $m_{ee} = 4.06$ TeV. The candidate with the highest reconstructed mass in the dimuon channel has an invariant mass of $m_{\mu\mu} = 2.75$ TeV.

For the statistical analysis, a likelihood function is constructed using a single-bin Poissonian counting-experiment approach. The uncertainties are accounted for as Gaussian constraints taken as nuisance parameters. The compatibility of finding the observed data and the background-only hypothesis is tested by fitting the data with the background model. The p-value of each observation is defined as the probability, given the background-only hypothesis, of observing an excess at least as large as that seen in the data. The significance is the Gaussian cumulative density function of the p-value. In the absence of an excess, upper limits at 95% confidence level (CL) on the number of signal events in the SR are determined using the profile-likelihood-ratio test statistic [49] with the CL$_s$ method [50, 51]. These limits are converted to lower limits on the CI scale, $\Lambda$. The CL$_s$ is computed using 400,000 pseudo-experiments, appropriate for the case where the expected background is small. The statistical uncertainty, due to the observed number of events in data and $\sigma_{b}^{\text{Stat}}$, has the largest impact on the search sensitivity. The combined likelihood of the $e^+e^-$ and $\mu^+\mu^-$ measurements given the expected background is the product of the likelihood of the individual channel measurements. The signal expectation for both

<table>
<thead>
<tr>
<th>Channel</th>
<th>Interference</th>
<th>Background uncertainties</th>
<th>Signal uncertainties</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e^+e^-$</td>
<td>Constructive</td>
<td>$\sigma_{b}^{\text{Stat}}$ 14% $\sigma_{b}^{\text{ISS}}$ 4% $\sigma_{b}^{\text{CRB}}$ 2%</td>
<td>$\sigma_{s}$ Experiment 8% $\sigma_{s}$ Theory +11%</td>
</tr>
<tr>
<td>$e^+e^-$</td>
<td>Destructive</td>
<td>$\sigma_{b}^{\text{Stat}}$ 34% $\sigma_{b}^{\text{ISS}}$ 7% $\sigma_{b}^{\text{CRB}}$ 1%</td>
<td>$\sigma_{s}$ Experiment 8% $\sigma_{s}$ Theory +14%</td>
</tr>
<tr>
<td>$\mu^+\mu^-$</td>
<td>Constructive</td>
<td>$\sigma_{b}^{\text{Stat}}$ 21% $\sigma_{b}^{\text{ISS}}$ 6% $\sigma_{b}^{\text{CRB}}$ 2%</td>
<td>$\sigma_{s}$ Experiment +20% $\sigma_{s}$ Theory +10%</td>
</tr>
<tr>
<td>$\mu^+\mu^-$</td>
<td>Destructive</td>
<td>$\sigma_{b}^{\text{Stat}}$ 58% $\sigma_{b}^{\text{ISS}}$ 24% $\sigma_{b}^{\text{CRB}}$ 4%</td>
<td>$\sigma_{s}$ Experiment +27% $\sigma_{s}$ Theory +13%</td>
</tr>
</tbody>
</table>

Table 3. Summary of the relative uncertainties in the background estimate and signal in each SR, where $\sigma_{b}^{\text{Stat}}$ is the ‘statistical uncertainty’, $\sigma_{b}^{\text{ISS}}$ is the ‘induced spurious-signal uncertainty’ and $\sigma_{b}^{\text{CRB}}$ is the ‘control region bias uncertainty’. Experimental and theoretical uncertainties are shown as well, with the latter averaged across CI chirality scenarios and quoted for $\Lambda = 30$ TeV only.
Figure 2. Distributions of the invariant mass of dilepton pairs passing the full selection for dielectrons (left) and dimuons (right), and showing CR and SR for constructive interference (top) and destructive interference (bottom). Figures (c) and (d) show the region between the SR and CR, but this is not used by the fit. The data points are plotted at the center of each bin as the number of events divided by the bin width, which is constant in $\log(m_{\ell\ell})$. The error bars indicate statistical uncertainties only. A few CI benchmark signal shapes are shown, scaled to the data luminosity and superimposed by subtracting the LO DY component and adding the resulting shape to the background shape obtained from the fit. These signals have LL chirality with $\Lambda = 18, 22, \text{ and } 26\text{ TeV}$ for the constructive case and $\Lambda = 16, 20, \text{ and } 26\text{ TeV}$ for the destructive case. The background-only fit is shown in solid red, with the light red area being its uncertainty. The boundaries of the CR and SR corresponding to the signals used are shown in dotted vertical lines for reference and marked by arrows. The differences between the data and the fit results in units of standard deviations of the statistical uncertainty are shown in the bottom panels.
channels is determined by a shared $\Lambda$ value while the nuisance parameters for each channel remain independent.

The number of events in the SR for the data and the background, and the corresponding significance is given in table 4. No significant excess is observed. The upper limits on the visible cross-section times branching fraction ($\sigma_{\text{vis}} \times B$) and the number of signal events ($N_{\text{sig}}$) in different SRs are given in table 5 and are shown in figure 3. The expected yields of a few signals, as well as their values of the acceptance times efficiency in the SR, are also given in table 5. Figure 4 and table 6 summarise the lower limits on $\Lambda$ for the different SRs used in the analysis. The observed limit on $\Lambda$ ranges from 22.3 TeV to 35.8 TeV.

More information is given in the supplemental material.\(^2\) This includes information concerning the signal shape and its yields, the fit function parameter values, a comparison of the resulting background with the background from simulation and, finally, the evolution

---

Table 5. The observed model-independent upper limit at 95% CL on the visible cross-section times branching fraction ($\sigma_{\text{vis}} \times B$) and the number of signal events ($N_{\text{sig}}$) in the dielectron and dimuon SRs used in the analysis. The expected yields for a few CI signal points (LL chirality only) are listed along with the values of the signal acceptance times efficiency ($A \times \epsilon_{\text{sig}}$) for reference.

<table>
<thead>
<tr>
<th>SR</th>
<th>Limit on $\sigma_{\text{vis}} \times B$ [fb]</th>
<th>Limit on $N_{\text{sig}}$</th>
<th>Signal (LL chirality only)</th>
<th>$\Lambda$ = 20 TeV</th>
<th>$\Lambda$ = 30 TeV</th>
<th>$\Lambda$ = 40 TeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e^+e^-$ Const.</td>
<td>0.067 0.115</td>
<td>9.3 16.0</td>
<td>$N_{\text{sig}}$</td>
<td>39.1 69</td>
<td>10.3 69</td>
<td>4.4 69</td>
</tr>
<tr>
<td>$e^+e^-$ Dest.</td>
<td>0.036 0.032</td>
<td>5.0 4.4</td>
<td>$A \times \epsilon_{\text{sig}}$ [%]</td>
<td>9.6 70</td>
<td>1.0 70</td>
<td>-0.1 69</td>
</tr>
<tr>
<td>$\mu^+\mu^-$ Const.</td>
<td>0.057 0.042</td>
<td>8.0 5.8</td>
<td>$N_{\text{sig}}$</td>
<td>28.5 43</td>
<td>7.7 43</td>
<td>3.4 43</td>
</tr>
<tr>
<td>$\mu^+\mu^-$ Dest.</td>
<td>0.029 0.027</td>
<td>4.0 3.8</td>
<td>$A \times \epsilon_{\text{sig}}$ [%]</td>
<td>7.1 43</td>
<td>0.6 42</td>
<td>-0.2 44</td>
</tr>
</tbody>
</table>

Figure 4. Lower limits at 95% CL on $\Lambda$ for (a) the dielectron channel (b) the dimuon channel and (c) the combined dilepton channels for different signal chiralities in the (constructive/destructive interference) SRs of the analysis.
Table 6. Expected and observed lower limits at 95\% CL on $\Lambda$ in TeV for the dielectron and dimuon channels separately and the combined dilepton channel and for CI signal hypotheses with constructive and destructive interference and different chiralities.

<table>
<thead>
<tr>
<th>Int. Channel</th>
<th>Exp./Obs.</th>
<th>LL</th>
<th>LR</th>
<th>RL</th>
<th>RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ee$</td>
<td>Expected</td>
<td>31.1</td>
<td>28.9</td>
<td>28.7</td>
<td>30.9</td>
</tr>
<tr>
<td></td>
<td>Observed</td>
<td>26.1</td>
<td>24.7</td>
<td>24.6</td>
<td>26.0</td>
</tr>
<tr>
<td>$\mu\mu$</td>
<td>Expected</td>
<td>29.2</td>
<td>27.1</td>
<td>27.0</td>
<td>29.0</td>
</tr>
<tr>
<td></td>
<td>Observed</td>
<td>32.7</td>
<td>30.0</td>
<td>29.8</td>
<td>32.6</td>
</tr>
<tr>
<td>$\ell\ell$</td>
<td>Expected</td>
<td>37.6</td>
<td>34.0</td>
<td>33.7</td>
<td>37.3</td>
</tr>
<tr>
<td></td>
<td>Observed</td>
<td>35.8</td>
<td>32.5</td>
<td>32.3</td>
<td>35.5</td>
</tr>
<tr>
<td>$ee$</td>
<td>Expected</td>
<td>23.0</td>
<td>24.4</td>
<td>24.4</td>
<td>23.2</td>
</tr>
<tr>
<td></td>
<td>Observed</td>
<td>23.5</td>
<td>25.1</td>
<td>25.1</td>
<td>23.7</td>
</tr>
<tr>
<td>$\mu\mu$</td>
<td>Expected</td>
<td>22.0</td>
<td>23.6</td>
<td>23.6</td>
<td>22.2</td>
</tr>
<tr>
<td></td>
<td>Observed</td>
<td>22.3</td>
<td>23.9</td>
<td>23.9</td>
<td>22.5</td>
</tr>
<tr>
<td>$\ell\ell$</td>
<td>Expected</td>
<td>25.6</td>
<td>28.0</td>
<td>28.0</td>
<td>25.9</td>
</tr>
<tr>
<td></td>
<td>Observed</td>
<td>26.0</td>
<td>28.8</td>
<td>28.8</td>
<td>26.5</td>
</tr>
</tbody>
</table>

of sensitivity to $\Lambda$ for different data-taking campaigns, ranging from 5 fb$^{-1}$ at 7 TeV to the results presented here.

9 Conclusion

A search for new non-resonant signals in dielectron and dimuon final states with invariant mass larger than 2 TeV is performed by the ATLAS experiment using the 139 fb$^{-1}$ of proton-proton collision data collected during Run 2 of the LHC at $\sqrt{s} = 13$ TeV. A functional form is fitted to the dilepton low-mass distribution in data and extrapolated to higher masses to model the contribution from background processes. No significant excess is observed above the expected background. Upper limits are set on the number of signal events, as well as lower limits on the CI scale $\Lambda$. The acceptance times efficiency values for the corresponding signal shapes are provided. The strongest limits are set on the combined left-left chirality constructive model. These observed (expected) limits exclude this model for $\Lambda$ up to 35.8 (37.6) TeV at 95\% CL.
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