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State-space models reveal bursty movement behaviour of dance event visitors

Philip Rutten1*, Michael H. Lees1, Sander Klous1 and Peter M.A. Sloot1,2

Abstract
Pedestrian movements during large crowded events naturally consist of different modes of movement behaviour. Despite its importance for understanding crowd dynamics, intermittent movement behaviour is an aspect missing in the existing crowd behaviour literature. Here we analyse movement data generated from nearly 600 Wi-Fi sensors during large entertainment events in the Johan Cruyff ArenA football stadium in Amsterdam. We use the state-space modeling framework to investigate intermittent motion patterns. Movement models from the field of movement ecology are used to analyse individual pedestrian movement. Joint estimation of multiple movement tracks allows us to investigate statistical properties of measured movement metrics. We show that behavioural switching is not independent of external events, and the probability of being in one of the behavioural states changes over time. In addition, we show that the distribution of waiting times deviates from the exponential and is best fit by a heavy-tailed distribution. The heavy-tailed waiting times are indicative of bursty movement dynamics, which are here for the first time shown to characterise pedestrian movements in dense crowds. Bursty crowd behaviour has important implications for various diffusion-related processes, such as the spreading of infectious diseases.
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1 Introduction
Modeling the dynamics of pedestrians in large crowds is important for a number of reasons, from understanding how dangerous situations arise from individual behaviours [1–4], to predicting the spread of epidemic diseases [5–7]. So far, existing models of crowd dynamics are typically used in scenarios in which individual driving forces such as ‘desired velocity’ are considered constant [8, 9]. In reality however, desired speed and direction are conditional on an internal behavioural state. Humans generally switch between different modes of movement behaviour [10]. People stay in one place for some time, and then decide to change location, usually in one continuous movement bout. This kind of intermittent movement behaviour also typically occurs during large crowded events that span long time periods [11]. Despite the fact that crowd management is most critical for these events, intermittent movement behaviour is an aspect that is still missing in the ex-
isting crowd dynamics literature. While the research literature on human mobility has grown extensively in the last two decades, there are few empirical results that pertain to the relative timing of behavioural events in motion patterns [12–15]. However, without exception these studies focus on mobility scales ranging from intra-urban to inter-urban, involving various transportation modalities other than walking (see [15] for an overview). This leaves open the question of how to correctly characterise the natural intermittency in pedestrian movement patterns.

Intermittent movement behaviour is something humans have in common with many other animals. Intermittent motion is a general characteristic of animal locomotion and animal foraging strategies [16, 17]. Intermittency has been the focus of many studies on animal search behaviour, and has invited various mathematical descriptions, mostly within the random walk framework [18, 19]. Meanwhile, there has been a growing interest of ecologists to go beyond the phenomenological level of description inherent to using simple random walk models [20]. Ecologists have looked for models that can capture more of the complexity and heterogeneity of animal movement patterns. As a result, there has been a growing number of studies assuming that animal movement consists of multiple (usually two) behavioural modes [21]. These studies start from the assumption that model parameters vary over time and are conditional on behavioural state. These studies then explicitly infer behavioural states from movement data by incorporating switching behaviour in the statistical models. These studies are based on using hidden Markov models (HMMs) or more general state-space models (SSMs) (see [21] for an overview). SSMs are the most natural candidate in the presence of non-negligible measurement error, which is the case for the research presented in this paper. Therefore, we focus on SSMs in what follows. SSMs allow the combination of a mechanistic movement model with an observation model involving measurement error, in one statistical data fitting procedure. Moreover, SSMs can be used to simultaneously estimate probabilities of movement modes, spatial locations, model parameters and measurement errors [22]. Existing methods in the context of pedestrian mobility are tailored on GPS data, which are usually very precise [10, 13]. SSMs provide flexibility in handling measurement errors, which allows us to exploit other types of data, such as Wi-Fi detections in indoor settings.

Here we use the state-space modeling framework to analyse temporal aspects of pedestrian movement in the Johan Cruijff ArenA football stadium in Amsterdam. We use localization of smart phones based on Wi-Fi detections to reconstruct individual trajectories, and use this as a proxy for human movement. We use movement models from the field of movement ecology to describe individual pedestrian movement. The joint estimation of multiple movement tracks allows us to investigate statistical properties of estimated behavioural state sequences. More specifically, we investigate whether waiting times are exponentially distributed in time, or whether they follow heavy-tailed distributions. These heavy-tailed waiting times are indicative of ‘bursty’ behaviour. Although bursty dynamics have been shown to characterise several human and animal activities, including movement behaviour (see [23] for an overview), there is no previous empirical evidence of burstiness in pedestrian movements in dense crowds.

To explain bursty dynamics from a common behavioral point of view, a priority list model was proposed by Barabási (2005) [24]. The underlying assumption of this model is that human behaviour is the result of a decision-making process based on individual priorities. To see whether the observed waiting times could be possibly explained by such
a model, we need to establish whether the observed switching behaviour is the result of individual decisions, or whether the switching behaviour is driven by external factors. To do so, we analyse two events, namely a major league football match, and a large dance event with DJ show. These two events represent different degrees of constrained movement. We consider a football match as a highly constrained system: during the episodes of the match people sit and watch, and after the match they leave the building. We use a simple method to quantify this observation and use the result for comparison to the dance event, on which we will focus our attention. Tickets for this event did not allocate seats, and people were free to walk around the stadium, including the pitch, where the DJ stage was located. The event lasted more than 6 hours, and the only important external drivers were the start and end of the DJ show, which lasted approximately 4 hours. Therefore, we consider this event to a much lesser extent a constrained system. We expect that this movement better corresponds to individual decisions about when (and where) to move.

We quantitatively assess these assumptions, and investigate the statistical properties of the observed intermittent movement behaviour. In doing so, we uncover some surprising aspects of pedestrian crowd motion, such as the resemblance with the motion patterns of various monkeys.

The rest of the paper is organized as follows. In Sect. 2 we describe how we translate Wi-Fi measurements into a collection of movement tracks. We introduce the methods we use to quantitatively assess results. We present the movement models used in the state-space framework, and aspects of the model fitting procedures. In Sect. 3 we describe the statistical results of our analysis, and discuss the findings in Sect. 4.

2 Methods
2.1 Data
We analyse data collected by the Wi-Fi network in the Johan Cruijff Arena stadium in Amsterdam. The wireless network consists of 591 access points (APs) with known spatial coordinates. The network is designed for complete coverage in the stadium. Though APs are not distributed homogeneously, AP locations are chosen to maximise coverage given the unique structure of the building and its accessible areas.

At a constant frequency (1 Hz) the APs switch to ‘monitor mode’ and capture all wireless traffic, regardless of destination addresses. The APs send reports of the monitoring results to a server where data are extracted, anonymised, and stored. The data contain the following information relevant for our research: the identity of the AP, the anonymised identity of source devices, received signal strengths (RSS) values, and timestamp indicating time of measurement.

The data used in this paper were collected during two large events. The first was the Armin van Buuren dance event with DJ show, in May 2017. The second is the major league football match Ajax–Feyenoord, in October 2019. The data sets typically contain detections of tens of thousands unique MAC addresses. However, many devices have only a few detections that are spread out in time. When someone is not using his/her smart phone, the device eventually pauses all wireless communication. This drastically reduces the number of devices that allow tracking. To prepare the data for movement track reconstruction, we search for devices with detection periods without large gaps. Detection gaps range from small (seconds, minutes) to large (e.g. >2 hours). We select data from devices with detection periods of minimum length $\text{minperiod}$, containing time gaps that
do not exceed a maximum length $\text{maxgap}$. Here, we use ($\text{minperiod} = 5$, $\text{maxgap} = 1$) minutes. After applying this criterion we have, for each selected device, one or several detection periods ranging from 5 minutes ($\text{minperiod}$) to several hours, that are separated in time at least 1 minute ($\text{maxgap}$).

We estimate locations of smart phones using proximity detection, which determines the position of a device based on its closeness to an AP with known spatial coordinates [25]. First, we discretize all the data in time intervals $\Delta t = 10$ seconds. Then we group, for each device, and per time interval, the set of APs at which the device was detected. We select the AP with the strongest received signal strength (RSS) value in the time interval as the one being closest. The proximity detection method produces temporal sequences of APs which are estimated to have been near a device. We ignore the $z$-coordinate and simplify the analysis to two-dimensions.

During crowded events, noise can reach levels that lead to considerable distortion of the distribution of RSS values over the APs. This is problematic for the proximity detection method, which simply selects the AP with the single highest RSS value in the time interval. As a result, AP sequences contain random fluctuation: jumps back and forth between APs that do not reflect real movement. This can also happen when a device is completely stationary, leading to oscillating behaviour between two or more APs. These oscillations may occur between APs which are not nearest neighbours, but are at distances that would require unrealistic velocities. To deal with this problem we use a simple moving average to smooth the movement tracks (see Appendix A for more details).

Drawing a line between successive smoothed location estimates produces a trajectory, or movement track. In Fig. 1 we show typical examples of movement tracks of both the football match Ajax–Feyenoord (a), (c), and the Armin van Buuren dance event (b), (d). We see that for the football match, the movement tracks mostly stay in one location, and have a larger displacement only at ingress/egress. These movement tracks have a rather predictable character. For the dance event on the other hand, we see a pattern of multiple waiting times at different locations, and with variable duration. The examples demonstrate why we focus our attention on the dance event, and use the football match only for comparison.

The accuracy of the proximity detection method is low, and we do not pretend to track individuals with high accuracy. We use the positioning results to study temporal aspects of the motion only, that are therefore not strictly dependent on the exact locations (see Appendix A for more details).

2.2 Measuring movement
We wish to establish when people are moving during the events. As a simple measure for quantifying movement, we use the radius of gyration (as in [26]). The radius of gyration is defined as

$$ r_{g,t} = \sqrt{\frac{1}{H} \sum_{i=1}^{n} (x_i - \bar{x}_{\text{com}})^2}, \tag{1} $$

where the center-of-mass of the trajectory, $\bar{x}_{\text{com}}$ is

$$ \bar{x}_{\text{com}} = \frac{1}{H} \sum_{i=1}^{n} x_i, \tag{2} $$
Figure 1 Examples of movement tracks during (a) the football match Ajax–Feyenoord, and (b) the Armin van Buuren dance event. (c), (d) The same movement tracks as 1D time series of projections on the x-axis (unit = Δt = 10 s). Grey areas between dotted vertical lines indicate start and end times of (c) the football match, and (d) the DJ show.

To make the radius of gyration sensitive to changes in speed (due to relatively short movement episodes), we apply it within a two-sided moving time window, called moving radius of gyration (MRG) hereafter. In Equation (2) the window size $n = 2q + 1$, where $q$ a nonnegative integer.

In Fig. 2 we show an example of a movement track, decomposed in 1D projections onto the $x$- and $y$-axes, together with the MRG. We see that the MRG responds well to changes in speed.

As an indicator of the total amount of movement in the stadium at a given time, we average the MRGs over multiple movement tracks. We can use the averaged MRGs to assess the results of the SSM analysis indirectly. Unfortunately no objective truth data are available to validate the SSM results. However, for the football match we have a rather strong intuition of what the total amount of movement in the stadium must have been (people sitting during the match, and moving before and after). Thus we can ‘calibrate’ the averaged MRGs using the football match as a benchmark. Using the calibrated averaged MRGs we can gauge the amount of movement during the dance event. In addition, we can assess the SSM results by comparing it to the average MRGs.
Figure 2 (a) Example of a movement track during the Armin van Buuren dance event (black line). (b) Moving radius of gyration (MRG) of the same movement track (red line) (unit = $\Delta t = 10$ s). (c), (d) Decomposition in $x$- and $y$-coordinate time series (blue and cyan lines), together with the original AP sequences produced by the proximity detection method (grey lines). The movement track starts at time bin 1201, which corresponds to 8:40 PM. Dotted vertical lines indicate start and end times of the DJ show.
2.3 Device selection

We restrict our analyses to movement tracks that fulfill certain requirements. First we select devices whose detection periods span the duration of the event. This allows us to track the movement behaviour in relation to the various parts of the event programs (e.g. start, break, etc.). To this end, we select devices that were detected in both the time periods before the start, and after the end of the main show (see Appendix A for more details). For the football match the main show is the match, while for the dance event this was the DJ show. After this selection criterion we have devices with movement tracks with a total time length in the range 1.5 to 4 hours for the football match, and a total time length in the range 4 hours to 9 h 40 min for the dance event.

The movement track of each device typically consists of multiple detection periods of minimum length \( \text{minperiod} = 5 \) minutes, that are separated in time at least \( \text{maxgap} = 1 \) minute (see Sect. 2.1). To restrict our attention to movement tracks with minimum gap length, we select devices that were detected at least in 1/3 of the time intervals between their first and last detection (see Appendix A for more details).

To filter out devices that did not move at all during the whole event, we select movement tracks for which the MRG exceeds a threshold value at least once. We use an intuitively chosen threshold value \((r_{g,t} > 10 \text{ m})\) which is large enough to include only tracks for which movement is unambiguous.

After filtering according to these criteria we have movement tracks of 361 devices of the football match, and 1048 devices of the dance event. We sample 320 devices from the 1048, which we use for joint estimation (see Sect. 2.4.2). The devices are sampled in proportion to 5-quantiles in the frequency distribution of the observed maximum of \(r_{g,t}\) over the devices.

To prepare the movement tracks for fitting the state-space models using MCMC inference, we merge the separate detection periods into one movement track. For each track, we simply close detection gaps and concatenate the detection periods, but keep appropriate time indices in a parallel sequence. The SSM will interpret the data as one continuous movement track.

2.4 Movement models

Movement tracks of selected devices are characterised by an intermittent movement pattern. Periods of rest alternate with episodes of movement that form larger displacements. This aspect of the movement data shows up clearly in the 1D projections of the movement tracks onto the \(x\)- and \(y\)-axes (see Figs. 1 and 2 for examples). Therefore, it seems reasonable to assume a movement process consisting of two discrete behavioural states. One state consists of either no movement or small-scale movements with frequent reversals, due to an individual ‘staying in one place’, and a second state consists of faster and more directionally persistent movement, due to an individual ‘going somewhere’.

We apply two different SSMs. For an initial exploration, we are primarily interested in exploring the state-switching behaviour. Therefore, we first apply a SSM based on the most simple movement model, which is a 2D random walk. We use the first model for joint estimation of multiple movement tracks and study statistical properties of the results. The second model is more detailed and takes into account some characteristic properties of pedestrian movements. We use the second model to study specific aspects of the motion in more detail.
2.4.1 Model 1: conditionally Gaussian linear SSM

The first model is one of the simplest state-space models, which is obtained by adding measurement noise to a random walk [27]. It has however the added complication that the hidden state is composed of a finite-valued discrete variable, and a continuous (vector-valued) variable. In the literature, this model is called a conditionally Gaussian linear state-space model (CGLSSM) [28]. The model is defined as

\[
\begin{align*}
    z_t &= z_{t-1} + \eta_t, \quad \eta_t \sim N(0, R(S_t)), \\
    y_t &= z_t + \epsilon_t, \quad \epsilon_t \sim N(0, Q),
\end{align*}
\]

where \( z_t \) is the true location, \( y_t \) the observed location, \( \eta_t \) and \( \epsilon_t \) are both drawn from bivariate Gaussian distributions, \( Q \) is the measurement error variance, and the process variance \( R(S_t) \) is conditional on the discrete state variable \( S_t \) at time \( t \). We assume that the state \( S_t \in \{1, 2\} \) follows a Markov chain, and introduce the probabilities \( \alpha_1 = P(S_t = 1 | S_{t-1} = 1) \) and \( \alpha_2 = P(S_t = 1 | S_{t-1} = 2) \). The full transition probability matrix is defined as

\[
\alpha = \begin{bmatrix}
    \alpha_1 & 1 - \alpha_1 \\
    \alpha_2 & 1 - \alpha_2
\end{bmatrix}.
\]

The complete hidden state, to be inferred from the data, is the compound \( x_t = (S_t, z_t) \). Note that we use the model here for 'change point detection', i.e. to find the time-points where the switches occur [28]. The state-space analysis effectively divides the movement tracks into segments based on behaviour, and the SSM functions as a path segmentation algorithm.

2.4.2 Joint estimation

We use the CGLSSM for the joint estimation of multiple movement tracks. This usually requires defining a hierarchical model including common prior distributions from which individual parameters are drawn [29, 30]. Here we are primarily interested in estimating the behavioural states and not in estimating movement parameters. Note that the movement model is chosen for its simplicity and not for its accurate description of the movement process itself. As shown by Jonsen (2016) [31], if the analysis is not focused on estimating movement parameters, it is useful to assume that individuals share identical parameters. In fact, a simple hierarchical model without common prior distributions, used for joint estimation, improves inference of behavioural states. Therefore we simply assume that parameters are identical among individuals and fit the CGLSSM (Equations (3) and (4)) as a joint estimation model.

We do not fit a single model to all movement tracks at once. We divided 320 tracks into 40 independent sets, each containing 8 tracks. Each set is then fit separately (as in [32]). However, statistical quantities (introduced in the next sections) are derived from aggregating results from all the sets. Our strategy thus chooses a trade-off between the benefits of joint estimation, and fitting individual movement tracks separately, in a non-hierarchical manner.

2.4.3 Analysis of state sequences

The SSM produces sequences of estimated behavioural states. We re-allocate state sequences to their original locations on the timeline of the event.
The joint estimation of multiple movement tracks allows us to investigate statistical properties of the estimated behavioural state sequences. We first count for each time step \( t_i \) the number of individuals \( N_{\text{est}} \) estimated to be in the movement state, and calculate the fraction of movers out of the total number of estimated individuals \( f_i = N_{\text{est}} / N_{\text{tot}} \). We then compare this result with the averaged MRGs, using the Pearson correlation coefficient between the two time series. If the behavioural states are estimated correctly, we expect the fraction of movers to evolve similarly as the averaged MRGs.

The joint estimation of multiple movement tracks allows us to measure waiting times. Waiting times \( t \) are defined as the time an individual stays in the same location, and are measured as the number of consecutive time intervals a device is in the non-moving behavioural state. In the context of mobility studies this time is sometimes referred to as an ‘inter-event time’, where an event is a displacement [23]. This approach divides each detection period in observed inter-event times, and so-called residual times, which are the waiting times truncated by the finite observation time window (e.g. see [33]). The underlying assumption of this approach is that we measure the timing of events in a stationary stochastic process, on which we randomly place an observation window. This is not the case here, as the movement process (in the stadium) naturally starts and ends within the observation window. The size and position of the detection periods are determined by other mechanisms (e.g. someone using his/her smart phone). Therefore, in our case, all detected waiting times have equal statistical importance. To avoid confusion, we refer to waiting times, as is common in the random walk framework [14].

Now several possibilities arise for measuring the waiting times in relation to the detection gaps. A conservative approach (strategy A) considers only waiting times estimated from the observed detection periods. However, it is interesting to explore a less conservative approach (strategy B). If a device is at the same location before and after a detection gap, we might assume that the device has not moved during the gap. Therefore, if the device is in a waiting time before and after the detection gap we can assume it spent the time in the detection gap also as a waiting time. Thus, if the SSM estimates a waiting time which extends across the detection gap, we assume it didn’t move during the gap. We measure the length of the whole episode which includes the waiting times at both ends of the gap, and the gap itself. On the other hand, if a device has moved during the detection gap, the SSM automatically inserts behavioural states of the movement class (to make the jump). The waiting times at both ends of the detection gap (but at different locations) are measured separately. We explore a third option (strategy C), which takes the level of speculation further and fully restores the movement tracks in the detection gaps. To do so, we deploy the interpolation method used by Rhee et al. (2011) [13], which works as follows. From the last location where a device was detected we assume that the individual walks to the next location (i.e. where the device is detected again) at a walking speed of 1 m·s\(^{-1}\). The time this takes is subtracted from the detection gap, and the remaining time is added as a waiting time after the last detection (i.e. the time interval where the device 'disappeared'). Clearly, the insertion of waiting times is expected to impact the distribution of waiting times. We compare results of the strategies A, B, and C (see Appendix A for more details).

The state-space modeling approach assumes that the switching behaviour between states is a Markov process. This implies that at each time interval the probability of switching is a Bernoulli random variable with probability \( \alpha_{ij} \). The expected time spent in state \( i \) is distributed as a geometric random variable with mean \( 1/\alpha_{ij} \). We therefore expect the pe-
periods of time spent in one state (before switching), to follow a Poisson distribution. To test this assumption we fit statistical distributions to the measured waiting times, using maximum likelihood estimation (MLE) methods [34–36] (see Appendix C for more details). Specifically, we determine whether the data are better fit by:

- The exponential distribution, with probability density function defined as:
  \[ p(t) = \lambda \exp(-\lambda (t - a)). \]  
  \( t \) where \( t \) is the exponential cutoff value, and \( a \) is the lower bound of the fitting range. While Poisson processes are characterised by exponentially distributed inter-event times, there has been a number of reports showing evidence that waiting times in the movement patterns of various animals (e.g. [37, 38]), and also humans [13], follow power law distributions. In our case, the waiting times are limited by the duration of the event and can only be reasonably identified as a truncated power law. The stretched exponential and log-normal distributions are models commonly used to describe heavy-tailed phenomena in complex systems [23]. We select the most appropriate model using the model selection method based on Akaike’s information criterion (AIC) [39] (see Appendix C).

2.4.4 Model 2: switching first-difference CRW

Although the first model is computationally convenient, which allows us to analyse multiple movement tracks, it is interesting to add more realism to the movement model. Animals usually tend to keep on moving in the same direction [40]. Visual inspection of the movement tracks reveals that during movement episodes individuals are indeed moving with persistence [11]. In random walk models, persistence in direction is expressed through autocorrelation in the relative turning angles between successive movement steps. Such behaviour can be modeled using a correlated random walk (CRW) [41].

We adopt a two-state switching CRW model (DCRWS) which was introduced by Jonsen et al. (2005) [42]. The model is a random walk on the differences in consecutive locations \( d_t = z_t - z_{t-1} \). The movement model is defined as

\[ \mathbf{d}_t = \gamma' \mathbf{d}_{t-1} + \eta_t, \quad \eta_t \sim N(0, \mathbf{R}), \]  
\[ \mathbf{y}_t = \mathbf{z}_t + \epsilon_t, \quad \epsilon_t \sim N(0, \mathbf{Q}), \]
where $z_t$, $y_t$, $\eta_t$, $\epsilon_t$, and $Q$ are similarly defined as for the CGLSSM (Equations (3) and (4)), but where we have removed the dependency of $R$ on state $S_t$. The parameter $\gamma$ defines the persistence ($0 < \gamma < 1$), and $T$ is a transition matrix defining the rotational component of the correlated random walk:

$$
T = \begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix}.
$$

(12)

In this case, the parameters for persistence $\gamma$, and mean turning angle $\theta$, are conditional on the behavioural state $S_t$ (and actually are $\gamma(S_t)$ and $\theta(S_t)$). For the state variable $S_t$ we follow the same assumptions as the CGLSSM defined above (Equations (3) and (4)). The DCRWS is in fact a first-order autoregressive (AR(1)) process of the displacements and a discrete version of Langevin-like equations such as those defining the social force model [43, 44].

In both CGLSSM and DCRWS we assume measurement errors are normally distributed, and use a fixed covariance matrix

$$
Q = \begin{bmatrix}
6 & 0 \\
0 & 6
\end{bmatrix}.
$$

(13)

The proximity sensing method based on Wi-Fi measurements produces a heterogeneous error structure, presumably correlated to device location within the building. We assume that the smoothing of the movement tracks alleviates this problem (see Sect. 2.1), but the estimated locations still contain error. Therefore, we would like to further smooth the movement tracks, and avoid ‘overfitting’ the movement tracks to random fluctuations that are still present in the smoothed data. This overfitting occurs when we let the MCMC method estimate the values of both $R$ and $Q$ simultaneously. The MCMC method is free to converge to any arbitrary set of values for $R$ and $Q$ that optimize the fit of the posterior distribution. Using fixed values for the measurement error effectuates further smoothing of the movement tracks, and also reduces the number of parameters to be estimated. In absence of knowledge about the true distribution of the errors (after applying the moving average), we use standard, zero-mean, Gaussian noise. To estimate error covariance values $\sigma_x^2$ and $\sigma_y^2$, we run a second pass of the moving average filter over the tracks. Error values are then estimated by the residuals after subtracting the second smoothed result from the first (see Appendix A for more details).

### 2.5 Implementation

The models are fit using a fully Bayesian approach to the inference of hidden states and model parameters, based on Markov chain Monte Carlo (MCMC) sampling. For the implementation of the MCMC sampling we use the JAGS software [45] and its R interface rjags [46]. For both models, two Markov chains are run, from which the first 1000 samples of each chain are discarded as a burn-in. For the CGLSSM, posterior inference of the unobserved variables, $S_t$ and $z_t$, as well as model parameters, $\alpha$ and $R$, is performed from 1000 samples per chain. For the DCRWS, the posterior inference of variables, $S_t$ and $z_t$, and parameters $\gamma$, $\theta$, $\alpha$, and $R$, is performed from 5000 samples per chain after thinning by a factor of 5 to reduce within-chain sample autocorrelation, yielding a final 1000 samples from the joint posterior. For more details on prior distributions and convergence diagnostics see Appendix B.
3 Results

In Fig. 3 we show the MRGs averaged over the preselected movement tracks for both the football match (Ajax–Feyenoord) and the dance event (Armin van Buuren). The vertical dotted lines indicate start and end times of the events, which are the football match’s first and second part, and the dance event’s start and end of the DJ show. We see that in both cases the average MRGs clearly decrease during the events, and then peak afterwards, indicating people collectively leaving the stadium after the events. Although the overall shapes of the two graphs are similar, in the case of the dance event it is stretched over a much longer period of time. For the dance event we show data from 17:20 to 03:00 next morning. Doors were open from 18:00, and the DJ show started at 21:00 and ended at 01:00. For the football match we show data from 16:00 to 20:00. The match started at 16:45 and consists of two 45 minutes halves, with a 15 minute break in between. The pre-show time period of the dance event lasts 3 hours, while the time period before the start of the football match, shown in Fig. 3, is 45 minutes. Thus, the average MRG maintains high levels over much longer periods of time in case of the dance event.

To illustrate the utility of the state–space framework, we show results of fitting the CGLSSM to an example track from the Armin van Buuren data set in Fig. 4. Posterior means of behavioural states take values between 1 and 2 (moving and waiting respectively) and summarise behavioural state estimates. Locations are inferred as being in state 1 if the probability to be in the moving state is most likely, i.e. $S_t < 1.5$, and state 2 otherwise. In Fig. 4 we observe that the result is visually agreeable, i.e. the movement states seem correctly inferred, though we cannot objectively validate the result.

To explore the probability of being in the movement state, we look at the fraction of individuals inferred to be in the movement state $f_i = N_m / N_{tot}$. In Fig. 5 we show the time evolution of $f_i$ together with the average MRGs. Note that the relative heights of the two graphs do not convey any meaningful information, and we should only compare the relative shapes. Therefore, as a visual aid, we have scaled the average MRGs so that it overlays $f_i$. We see that the two graphs evolve similarly; the Pearson correlation coefficient is 0.77. However, at the start and end of the time series of $f_i$ the number of individuals $N_{tot}$ be-

![Figure 3 Averaged MRGs of the preselected movement tracks, of (a) the Armin van Buuren dance event, and (b) the football match Ajax–Feyenoord (unit = $\Delta t = 10$ s). The vertical dotted lines indicate start and end times of the events, which are the football match’s first and second part, and the dance event’s start and end of the DJ show.](image-url)
**Figure 4** (a) Example of inferred locations and behavioural states by the CGLSSM, of an example movement track during the Armin van Buuren dance event (same as Fig. 2). Colours represent posterior means of behavioural state estimates, where red is the moving state, and blue is the non-moving state. (b) Inferred locations and behavioural states shown in the x-coordinate time series (unit = $\Delta t = 10$ s). Dotted vertical lines indicate start and end times of the DJ show.

**Figure 5** Time evolution of the fraction of individuals inferred as moving (blue), together with the average MRGs (red) (unit = $\Delta t = 10$ s). As a visual aid, the average MRGs graph is scaled so that it overlays $f$. The two graphs evolve similarly.
comes very small (e.g. $N_{\text{tot}} < 10$ in the last 200 time intervals), and the fluctuation in $f_i$ becomes large. Therefore, if we exclude the first and last 200 time intervals from both time series the Pearson correlation coefficient increases to 0.9. These results suggest that the joint estimation of behavioural states agrees well with the average MRG during the event.

In Fig. 6 we show the empirical distributions of waiting times sampled according to the three different strategies on log–log scales. We also show the maximum likelihood estimates (MLE) of the exponential, truncated power law, stretched exponential, and log-normal distributions. For fitting the probability density functions we use lower cutoff values determined using the methods in [34]. We see that, contrary to expectation, the exponential distribution does not provide good descriptions of the waiting times. We select the most appropriate models using the model selection method based on Akaike’s information criterion (AIC) [39] (see Appendix C for details). According to the Akaike weights the truncated power law provides the best model for the resulting waiting times of all three strategies. For the waiting times of strategies B and C, the Akaike weight for the truncated power law $w_{\text{tpl}} = 1$. For strategy A, $w_{\text{tpl}} = 0.88$ and stretched exponential $w_{\text{se}} = 0.12$. In Table 1 we give an overview of MLEs of the parameters of the truncated power law. The estimated exponential cutoff values for strategy A, $t_c = 11,540$ s ($\sim 3$ h 12 min) and particularly of strategy C, $t_c = 14,610$ s ($\sim 4$ h 3 min) correspond to the duration of the DJ show (4 hours). In these cases, the power law scaling of the waiting times in the movement patterns does not extend beyond the duration of the show.

We fit the DCRWS (Equations (10) and (11)) to the example movement track from the Armin van Buuren dance event (same as Fig. 4). In Fig. 7 we show inferred locations and behavioural states by the DCRWS model.

We see that the DCRWS and CGLSMM produce similar behavioural state estimates for the example movement track. In Table 2 we show parameter estimates of fitting the DCRWS. For each parameter we show 95% intervals (quantiles) of the posterior probability. The values support the idea that the movement process consists of two discrete states.
Figure 7  (a) Example of inferred locations and behavioural states by the DCRWS, of an example movement track during the Armin van Buurendance event (same as Figs. 2 and 4). Colours represent posterior means of behavioural state estimates, where red is the moving state, and blue is the non-moving state. (b) Inferred locations and behavioural states shown in the x-coordinate time series (unit = $\Delta t = 10$ s). Dotted vertical lines indicate start and end times of the DJ show.

Table 2  Overview of 95% posterior intervals of the DCRWS parameter estimates

<table>
<thead>
<tr>
<th>Parameter</th>
<th>0.025</th>
<th>0.5</th>
<th>0.975</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_1$</td>
<td>0.99</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>0.24</td>
<td>0.36</td>
<td>0.48</td>
</tr>
<tr>
<td>$\theta_1$</td>
<td>-0.02</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>-2.93</td>
<td>-2.67</td>
<td>-2.42</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.90</td>
<td>0.93</td>
<td>0.96</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>0.01</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>$\sigma_x$</td>
<td>0.84</td>
<td>0.74</td>
<td>0.65</td>
</tr>
<tr>
<td>$\sigma_y$</td>
<td>0.71</td>
<td>0.63</td>
<td>0.57</td>
</tr>
</tbody>
</table>

The posterior intervals of $\gamma$ and $\theta$ have no overlap and the medians are well separated. The median values $\gamma_1 = 1.0$ and $\gamma_2 = 0.36$ suggest the movement track can be described by two modes, where the first has perfect persistence, and the second is characterised by frequent changes in speed. The median value $\theta_1 = 0$ supports the turning angle is centered on zero in the first behavioural state, and $\theta_2 = -2.67$ suggest the turning angle is near $-\pi$ in
the second state, which indicates complete reversals. Estimates of the transition probabilities indicate a high probability of remaining in either the movement mode ($\alpha_1 = 0.93$), or ‘staying in one place’ ($1 - \alpha_2 = 0.98$). The small difference in values for process variance in $x$- and $y$-direction, $\sigma_x = 0.74$ and $\sigma_y = 0.63$, agrees with the elongated plan of the stadium in the $x$-direction.

4 Discussion

We present temporal aspects of the movement behaviour of visitors of large entertainment events in the Johan Cruijff ArenA football stadium in Amsterdam, using the state-space modeling framework. The fitting results of both the CGLSSM and the DCRWS suggest the movement tracks can be appropriately described as correlated random walks consisting of two discrete states. This supports the idea that the intermittent movement process is driven by switches between behavioural modes.

The time evolution of the fraction of individuals inferred as being in the movement state agrees with the time evolution of the averaged MRGs. This suggests the movement states inferred by the SSM analysis agree with our indirect measurement of the amount of movement during the event. Although individual movement tracks may appear idiosyncratic and unrelated to the event times (such as the example track in Fig. 2), collectively they do expose a pattern. The movement behaviour of individuals during the event remains unpredictable, and we cannot say exactly when a pedestrian decides to change its behaviour. This raises the possibility that the observed behaviour can be explained by a priority-based mechanism to decide between ‘competing tasks’ [24], such as enjoying the show, going to the bar, exploring the venue, i.e. different activities that translate to either movement or staying in one place. However, we have also shown that the switching behaviour is not independent of external events, and the probability of being in one of the behavioural states changes over time. During the DJ show people were more likely to stay in one place, while in the time before the show there was more movement. This time period may have been used to (casually) explore the venue or meet up with friends, etc. The end of the DJ show clearly marks the onset of a collective burst of movement, when visitors start leaving the building.

In addition, we investigated switching probabilities by looking at the observed waiting times. We have shown that empirical frequency distributions of waiting times deviate from the exponential and are best fit by heavy-tailed distributions. The estimated power law exponents decrease from interpolation strategy A to C, indicating an increase of large waiting times in the resulting distributions. This is not surprising as for strategies B and C we allow more speculative waiting times to interpolate the detection gaps. We conclude that real waiting times must be somewhere in between results of strategies A and C.

Bursty dynamics, as indicated by heavy-tailed inter-event times, have been found in various human activities [23, 24]. Heavy-tailed waiting times have been reported in human mobility captured by mobile phone traces [14], and the movement behaviour of pedestrians that make occasional use of other transport modalities such as bus or subway train [13]. Heavy-tailed waiting times characterise the motion patterns of various animals (see [47]), and have been explicitly reported for, notably, various monkeys [37, 38]. The estimated power law exponent $\alpha = 1.74$ of strategy C is closest to the result ($\mu = 1.7$) found by Ramos-Fernández et al. [37] for spider monkeys in the forest of the Yucatan Peninsula, Mexico. It is also close to the estimated $\mu = 1.8$ in the paper by Boyer et al. (2012) [38] on
capuchin monkeys in Barro Colorado Island, Panama. Boyer et al. compare the motion patterns of monkeys to those of humans as reported in the paper by Song et al. (2010) [14], who find the same exponent ($\mu = 1.8$) for mobile-phone traces. Rhee et al. (2011) [13] report approximately similar values for waiting times in GPS traces of human walks performed in several outdoor settings of tens of kilometers. However, in the case of the North Carolina state fair, which is the case most similar to our research as it (seemingly) involves pedestrian movement only, the exponent is $\mu = 2.68$ and the truncated Pareto does not appear to be the best fit [13].

Heavy-tailed waiting times in movement behaviour affect the scaling of the mean-square displacement [19], and have important implications for diffusion-related processes, such as the spread of an epidemic disease [48], or success of random search strategies [49, 50].

The SSM framework matches the Wi-Fi tracking use case, as Wi-Fi based movement data involve non-negligible positioning error. SSMs can deal with various kinds of measurement error, such as heavy-tailed noise [28]. Here we have not fully exploited this potential as we have prefILTERED the movement data using a simple moving average. The Wi-Fi measurement errors maintain a complex relationship with device position in the building. The distribution of positioning errors seems to have heterogeneous characteristics in different segments of the movement tracks, indicative of at least heteroscedasticity, if not regime switching. It is not expected that this complex error process holds (accessible) insights that can be generalized to other situations. In this paper, we have chosen to sidestep the nontrivial endeavour of modeling this process, and to simply alleviate the problem by smoothing the movement data. The smoothed movement tracks still contain positioning error however, and SSMs are to be preferred over hidden Markov models.

Previous studies on human mobility analysed movement patterns within the continuous-time random walk (CTRW) modeling framework (e.g. [13, 14]). The CTRW framework is especially relevant for motion patterns characterized by heavy-tailed distributions of step lengths and waiting times. Translating movement data into discrete random walks for the identification of Lévy walks depends on procedures involving ad hoc choices of parameters [41]. For example, Rhee et al. (2011) use a threshold radius to determine whether two consecutive locations are a ‘flight’ or a pause [13]. Though methods have been proposed that remediate some of these issues [51, 52], additional methods and choices are still required to assign behavioural states to movement tracks. It has been shown that such conventional approaches to time-varying random walks have shortcomings, and may lead to incorrect interpretations [53, 54]. The advantage of the SSM approach is that it allows to infer movement model parameters and behavioural states simultaneously, from which movement metrics (e.g. mean turning angles, or waiting times) can be directly derived. In addition, SSMs can model behavioural switches as functions of time, internal state, or environmental characteristics [22]. It would be interesting for example, to model switching behaviour in relation to local crowd density, and to see how people re-distribute themselves in the presence of overcrowding. Exploring aspects such as these merits further research.

**Appendix A: Data processing pipeline**

In this Appendix section we reiterate the steps in our data processing pipeline, and illustrate effects of some of the transformational steps and corresponding parameter choices.
Wireless network  The maximum accuracy of the proximity sensing method (explained below) is limited by the spatial resolution of the access points (APs) grid. To give an indication of this accuracy, we show here a characterisation of the distances in the grid. The wireless network consists of 591 APs with known spatial coordinates. The APs are distributed over 8 levels in the stadium. In Fig. 8 we show the distribution of nearest neighbour distances between APs on levels 4, 6, and 8. The APs on these levels cover most of the areas accessible to visitors of the entertainment events under study. Level 4 includes the main corridor connecting all parts of the building, while levels 6 and 8 cover the stands and pitch. The average nearest neighbour distance is 12.7 m on level 4, 10.7 m on level 6, and 10.2 m on level 8. The maximum accuracy of positions is thus on the order of \( \sim \) 10 meters.

Detection periods  We select devices with detection periods of minimum length \( \text{minperiod} = 5 \) minutes, containing time gaps that do not exceed a maximum length \( \text{maxgap} = 1 \) minute. After applying this criterion we have, for each selected device, one or several detection periods ranging from 5 minutes (\( \text{minperiod} \)) to several hours, that are separated in time at least 1 minute (\( \text{maxgap} \)).

Proximity detection  We estimate locations of smart phones using proximity detection, which determines the position of a device based on its closeness to an AP with known spatial coordinates [25]. First, we discretize all the data in time intervals \( \Delta t = 10 \) seconds. Then we group, for each device, and per time interval, the set of APs at which the device was detected. We select the AP with the highest RSS value in the time interval. The highest RSS value can occur at more than one AP. In that case we randomly select one of the duplicates. The proximity detection method produces temporal sequences of APs which are estimated to have been near a device. As a result of the initial method of selecting detection periods, the temporal AP sequences contain gaps up to 1 minute (\( \text{maxgap} \)) or equivalently 6 time bins. These gaps are closed with a simple forward filling (of the empty time bins) using the last selected AP before the gap. We ignore the z-coordinate and simplify the analysis to two-dimensions.

Smoothing  To deal with fluctuations due to measurement noise we use a simple moving average to smooth the movement tracks. We apply a moving average filter

\[
\hat{m}_{t,i} = (2q + 1)^{-1} \sum_{j=-q}^{q} X_{t-j,i}
\]

(14)
In Fig. 9 we show examples of the result of applying the moving average with window size $2q + 1 = 15$, together with the moving standard deviation in the same window. We see that the Wi-Fi measurements have a heterogeneous error structure, and have different characteristics in different segments of the tracks. In Fig. 9(d) we show distributions of estimated noise terms $\epsilon_i = X_{t,i} - \hat{m}_{t,i}$. We show negative and positive tail distributions $P(|\epsilon_i|)$, together with a fit of the Student $t$-distribution. The $t$-distribution is shown to illustrate that (at least in some parts of the tracks) the estimated noise terms can be described by a heavy-tailed distribution. In this research, we have chosen to sidestep modelling the
complex error process, and to simply alleviate the problem by smoothing the movement data.

**Device selection** We select devices whose detection periods span the duration of the event. To this end, we select devices that were detected both in the time period before the start, and in the time period after the end, of the match and DJ show. See Fig. 10 for an illustration. The time from $t_0$ to $T$ is the time span represented by the data set. The shaded grey area between $t_1$ and $t_2$ is the duration of the main show. The shaded red areas are detection periods of device $i$, which, as required, start before $t_1$ and end after $t_2$. We wish to restrict our attention to movement tracks with minimum amount of gaps. Instead of filtering devices on maximum gap length, we look at the occupation number. The occupation number is the number of time bins between the first and last detection of device $i$ ($t_{i_0}$ and $t_{i_n}$ in Fig. 10) which contain detections. We select devices that have an occupation number of at least $1/3$.

Finally, to filter out devices that did not move at all during the whole event, we select movement tracks for which the MRG exceeds a threshold value at least once. We use an intuitively chosen threshold value ($r_{g,t} > 10$ m) which is large enough to include only tracks for which movement is unambiguous.

**Quantile sampling** We sample 320 devices which we use for joint estimation. The devices are sampled in proportion to 5-quantiles in the frequency distribution of the observed maximum of $r_{g,t}$ over the devices.

**Extracting waiting times** The SSM produces temporal sequences of estimated behavioural states, see Fig. 11 for an example. We measure the length of the time periods the sequence dwells in the non-moving state, which defines the waiting times. In Fig. 11 we also see that the sequence is interrupted, due to the detection gaps.

We explore three strategies for extracting waiting times from the estimated behavioural state sequences (see main text Sect. 2.4.3). Here, we compare results of the three strategies with a simple method to extract waiting times directly from the movement tracks. The method of analysis is similar to Boyer et al. (2012) [38]. We discretize the stadium into square cells of size $15 \times 15$ m, a size that roughly corresponds to the maximum spatial resolution. Waiting times $t$ are measured as the number of consecutive time intervals ($\Delta t$) in the same grid cell. We refer to this strategy as grid method. In Fig. 12(a) we compare resulting probability distributions of the waiting times, measured using the different

![Figure 11](https://example.com/figure11.png)

**Figure 11** Example of a sequence of estimated behavioural states (unit = $\Delta t = 10$ s). Note that the sequence is interrupted, due to detection gaps
strategies A–C, and the waiting times measured using the grid method. Note that we apply the grid method to the fully interpolated movement tracks (which we use for strategy C). We also show the maximum likelihood estimate (MLE) fit of the truncated power law distribution. The estimated power law exponent $\alpha = 1.82$ is close to the MLE value of $\alpha = 1.74$ found for the waiting time distributions resulting from strategy C (see main text Sect. 3).

The heterogeneity in waiting times may be the result of heterogeneity in individual movement behaviour. For example, some people may prefer to walk around to explore the stadium, while others prefer to stay in one location. To explore this aspect, we use the method described in [26, 55]. We combine individuals in groups based on their average waiting time $t_0$. We create waiting time probability distributions $P(t)$ for each group separately. In Fig. 12(b) (inset) we see that the slope of $P(t)$ is different for each group and decreases with average waiting time. To see whether there is underlying commonality we rescale the distributions as $t_0 P(t/t_0)$. The curves do not collapse into a single curve characterizing all individuals (as in [26, 55]), which would represent a universal characteristic of the system. This indicates there is some irreducible difference between the individual movement patterns. However, the heterogeneity in each separate (group) curve remains (i.e. they do not resolve into multiple exponential distributions). This suggests that the observed heavy-tailed waiting times are a combination of individual heterogeneity and population-based heterogeneity.

**Error covariance matrix $Q$** The movement tracks are not accurate. The state-space modelling approach allows to encode expectation of accuracy in an observation model, and to avoid overfitting to measurement error. To do so, we use fixed values for the error $\sigma^2$ in the error covariance matrix

$$Q = \begin{bmatrix} \sigma^2 & 0 \\ 0 & \sigma^2 \end{bmatrix}. \tag{15}$$

To estimate error values $\sigma^2$ we run a second pass of the moving average filter (Equation (14)) with window size $2q + 1 = 15$. Thus,

$$\sigma_i^2 = \text{Var}(\hat{m}_{i,t} - \hat{m}_{i,t}'). \tag{16}$$
Figure 13 Example track x-coordinate 1D time series, together with the behavioural state estimation, using threshold parameter values (a) $\sigma^2 = 1$, (b) $\sigma^2 = 6$, (c) $\sigma^2 = 36$ (unit = $\Delta t = 10$ s). Red segments are estimated as being in the moving state, and blue segments are non-moving. The dotted vertical lines represent the boundaries between the segments.

Figure 14 Probability distributions of the waiting times on log–log scales, for different values of $Q$.

Table 3 Overview of fitting results using different values for $Q$. Shown are the MLEs for the truncated power law, which provided the best model for the data, according to model selection based on Akaike weights.

<table>
<thead>
<tr>
<th>Parameter value $\sigma^2$</th>
<th>$t_{\text{max}}$ (s)</th>
<th>$\alpha$</th>
<th>$t_c$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2 = 1$</td>
<td>21,560</td>
<td>1.95</td>
<td>2632</td>
</tr>
<tr>
<td>$\sigma^2 = 6$</td>
<td>25,720</td>
<td>2.07</td>
<td>4363</td>
</tr>
<tr>
<td>$\sigma^2 = 36$</td>
<td>25,980</td>
<td>1.99</td>
<td>2055</td>
</tr>
</tbody>
</table>

where $\hat{m}_{ii}^\prime$ is the second pass of the moving average, for each coordinate $i$ of the two-dimensional movement track. From the data we get $\sigma^2_x = \sigma^2_y \approx 6$. However, below we show that the state estimation and resulting waiting time distributions are robust against variation in $Q$.

Note that the SSM effectively divides the movement tracks into segments based on behaviour, and functions as a path segmentation algorithm. The path segmentation defines...
the lengths of the periods the device dwells in each state. Here we illustrate the effect of different choices for the parameter values for $Q$ on the path segmentation. In Fig. 13(a)–(c) we compare path segmentation results for the example movement track, for parameter values $\sigma^2 = (1, 6, 36)$. Although the number of state switches increases when $\sigma^2$ decreases, the changes seem to concentrate in specific regions of the track. The longer periods in each state are not affected. In Fig. 14 we show the resulting probability distributions of the waiting times, measured after fitting the SSM to the device sample using different values for $Q$. We see that the results are robust against variation in $Q$. The truncated power law distribution provides the best model for all three values of $\sigma^2$, according to model selection based on Akaike weights. In Table 3 we show MLEs of the truncated power law, for different values of $\sigma^2$.

**Appendix B: MCMC model fitting**

**B.1 Prior distributions**

In Table 4 we show the prior distributions used in the MCMC model inference for the CGLSSM. Note that the process covariance matrix (see Equation (3)), indexed by behavioral state, $R(S_t)$, is defined as follows

$$R(S_t) = \begin{bmatrix} \sigma^2_s & 0 \\ 0 & \sigma^2_s \end{bmatrix},$$

where $\sigma^2_s$ is the process variance in state $s = 1$ or 2, and where we have kept covariance values zero. To ensure convergence to different values, for both chains we use starting values ($\sigma^2_1 = 10, \sigma^2_2 = 0.1$). Note that in JAGS the normal distribution is defined by $\text{dnorm}(\mu, \tau)$, where $\tau$ is the precision $\tau$, which relates to the variance as $1/\sigma^2$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Prior distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$</td>
<td>Process variance in state 1</td>
<td>Uniform(0, 20)</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>Process variance in state 2</td>
<td>Uniform(0, 20)</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>Switching probability</td>
<td>Uniform(0, 1)</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>Switching probability</td>
<td>Uniform(0, 1)</td>
</tr>
<tr>
<td>$\Phi_1$</td>
<td>Probability of state 1 at $t = 1$</td>
<td>Uniform(0, 1)</td>
</tr>
<tr>
<td>$\Phi_2$</td>
<td>Probability of state 2 at $t = 1$</td>
<td>Uniform(0, 1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Prior distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_1$</td>
<td>Persistence (state 1)</td>
<td>Beta(5, 2)</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>Persistence (state 2)</td>
<td>Beta(2, 5)</td>
</tr>
<tr>
<td>$\theta_1$</td>
<td>Mean turn angle (state 1)</td>
<td>$\pi (2 \text{Beta}(10,10) - 1)$</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>Mean turn angle (state 2)</td>
<td>$2\pi \text{Beta}(10,10)$</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>Switching probability</td>
<td>Uniform(0, 1)</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>Switching probability</td>
<td>Uniform(0, 1)</td>
</tr>
<tr>
<td>$\Phi_1$</td>
<td>Probability of state 1 at $t = 1$</td>
<td>Uniform(0, 1)</td>
</tr>
<tr>
<td>$\Phi_2$</td>
<td>Probability of state 2 at $t = 1$</td>
<td>Uniform(0, 1)</td>
</tr>
<tr>
<td>$R$</td>
<td>Process variance in $x$- and $y$-direction</td>
<td>Wishart$(\Sigma, 2)$</td>
</tr>
</tbody>
</table>
In Table 5 we show prior distributions for the DCRWS model. Note that for the Wishart prior

\[ \Sigma = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}. \]

Prior distributions for the DCRWS are adopted from Jonsen (2016) [31].

B.2 Convergence diagnostics

Convergence of the model was confirmed by the Gelman–Rubin [56] potential scale reduction factors (psrf), which were < 1.01 for all estimated parameters. The psrf values were calculated using the R package runjags.

Appendix C: Statistical methods of model comparison

We use statistical methods of Clauset et al. [34] and Edwards et al. [36] for fitting the distributions. We also check results using the Python powerlaw package [35], which has implemented the methods from [34].

C.1 Maximum likelihood estimation

The maximum likelihood estimate (MLE) of the parameter \( \lambda \) of the exponential distribution \( p(x) = \lambda e^{-\lambda(x-a)} \) is given by

\[ \hat{\lambda} = 1 / \left( \frac{1}{n} \sum_{i=1}^{n} x_i / n - a \right), \] (17)

where \( n \) is the number of data points, and \( a \) is the lower bound of the fitting range. In this research \( a \) is loosely determined as the value after which the decay starts in the empirical frequency distribution.

There are no analytical solutions for the MLEs of the truncated power law distribution, stretched exponential, and log-normal distributions. In this case we numerically minimise the negative log-likelihood function

\[ L(\theta) = - \sum_{i=1}^{n} \log p(x_i | \theta). \] (18)

For the numerical minimisation we use Python library functions (following [35]).

C.2 Akaike model selection

To compute Akaike weights we need the Akaike Information Criterion (AIC)

\[ \text{AIC} = 2L(\theta_{\text{MLE}}) + 2K \] (19)

for which we require the value of the negative log-likelihood function at the maximum (MLE), and where \( K \) is the number of parameters to be estimated [36, 39]. The AIC differences are

\[ \Delta_i = \text{AIC}_i - \text{AIC}_{\text{min}}, \] (20)

...where $\text{AIC}_{\text{min}}$ is the AIC of the model with the minimum AIC, which is considered as the best model. The Akaikie weights are give by

$$w_i = \frac{\exp(-\frac{1}{2} \Delta_i)}{\sum_{m=1}^{M} \exp(-\frac{1}{2} \Delta_m)},$$  \hspace{1cm} (21)

where $M$ is the set of models to be compared.

**Acknowledgements**

We acknowledge the financial support of the Netherlands eScience Center, under grant number 027.015.001.

**Availability of data and materials**

The data analysis conducted in the current study is licensed under the contractual agreement that no data are made available outside of the data processing environment of the Johan Cruyff ArenA.

**Competing interests**

The authors declare that they have no competing interests.

**Authors’ contributions**

PR designed the methodology, performed the data analysis and wrote the manuscript, under daily supervision of MHL. SK organised the research project and obtained permission for data collection. SK and PMAS gave advise. All authors read and approved the final manuscript.

**Authors details**

1Informatics Institute, University of Amsterdam, Science Park 904, 1098XH Amsterdam, The Netherlands. 2Institute for Advanced Study, 1012 GC Amsterdam, The Netherlands.

**Publisher’s Note**

Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

**Received: 16 November 2020 Accepted: 22 June 2021 Published online: 06 July 2021**

**References**


