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The ANTARES detector is an undersea neutrino telescope in the Mediterranean Sea. The search for pointlike neutrino sources is one of the main goals of the ANTARES telescope, requiring a reliable method to evaluate the detector angular resolution and pointing accuracy. This work describes the study of the Sun "shadow" effect with the ANTARES detector. The shadow is the deficit in the atmospheric muon flux in the direction of the Sun caused by the absorption of the primary cosmic rays. This analysis is based on the data collected between 2008 and 2017 by the ANTARES telescope. The observed statistical significance of the Sun shadow detection is $3.7 \sigma$, with an estimated angular resolution of $0.59^\circ \pm 0.10^\circ$ for downward-going muons. The pointing accuracy is found to be consistent with the expectations and no evidence of systematic pointing shifts is observed.
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I. INTRODUCTION

Charged cosmic rays (CRs) (mainly protons), $\gamma$-rays, and neutrinos represent relevant probes for high-energy astrophysical research. However, $\gamma$-rays with energies higher than few TeV interact with the infrared and the cosmic microwave background producing electron-positron pairs. Charged CRs are deflected by cosmic magnetic fields, and it is almost impossible to identify their origin through the measurement of their arrival direction. Moreover, the structure of galactic magnetic fields is so complex that the distribution of galactic CRs is almost isotropic near the Earth. Neutrinos have properties which allow to observe and study the Universe in a unique way. They can propagate from their sources to the Earth without changing trajectory and with small probability of being absorbed.
The ANTARES undersea neutrino telescope [1] is primarily designed for the detection of neutrino pointlike sources and both the pointing accuracy and the angular resolution of the detector are important for the evaluation of the telescope performance.

The interaction of primary CRs in the atmosphere produces secondary downward-going muons that can be detected in the undersea detector. However, the CRs could be absorbed by the Moon and the Sun leading to a deficit in the atmospheric muon flux in the directions of these celestial bodies. This effect has been observed by several experiments: CYGNUS [2], TIBET [3], BUST [4], CASA [5], MACRO [6], SOUDAN [7], ARGO-YBJ [8], HAWC [9], MINOS [10], and also IceCube [11]. A Moon shadow analysis with the ANTARES telescope, corresponding to a total live time of 3128 days, has also been published [12].

This work presents the Sun shadow analysis using the ANTARES 2008–2017 data sample, corresponding to a total detector live time of 2925 days. The analysis is based on $2.6 \times 10^6$ events reconstructed as downward-going muons with the standard ANTARES reconstruction chain [13].

The paper is organized as follows: in Sec. II, the ANTARES neutrino telescope is described; the Sun shadow analysis and the obtained results are presented in Sec. III; finally, the conclusions are summarized in Sec. IV.

II. THE ANTARES NEUTRINO TELESCOPE

The ANTARES undersea neutrino telescope is taking data in its final configuration since 2008. It is located in the Mediterranean Sea, 40 km offshore from Toulon (France) at 42°48’ N latitude and 6°10 E longitude. The detector consists of 12 lines, each is about 450 m long. Each line comprises 25 storeys with three 10-inch photomultiplier tubes (PMTs) inside pressure resistant glass spheres (the optical modules). The first instrumented storey is located 100 m above the seabed. The distance between storeys is 14.5 m and the distance between two lines is about 65 m. The lines are connected to a junction box that links the detector to the shore station through an electro-optical cable about 40 km long.

A relativistic muon induces Cherenkov photons when traveling through the water, which are detected by the PMTs producing a signal (hit) [1]. The PMTs face 45° downward in order to optimize the detection of light from upward-going particles. The set of hits detected within a certain time window is called event. If the hits of one event satisfy spacetime causality, the event is identified as a muon candidate [13,14]. The reconstruction of the tracks is based on the probability density function of the arrival times of photons at the PMTs.

III. THE SUN SHADOW ANALYSIS

The ANTARES telescope can detect only downward-going atmospheric muons because the upward-going ones are absorbed by the Earth. The energy threshold of muons at the sea surface level that can reach the detector is about 500 GeV [15]. In this energy range, the direction of primary CRs may be assumed as collinear with the secondary muons. Even though the solar magnetic field is not expected to introduce a systematic shift in the pointing accuracy derived using the Sun shadow effect, it is expected that its influence can lead to a blurring of the shadow [11]. Therefore, the primaries that are blocked by the Sun lead to a deficit in the atmospheric muon flux in the direction of the Sun.

The analysis is performed in three steps. The first one is the data selection optimization which provides the best sensitivity for the observation of the deficit of events from the direction of the Sun. The second step provides the estimation of the angular resolution of the detector for the reconstructed downward-going events. And in the third step a possible shift of the Sun shadow center with respect to the nominal Sun position is investigated using a two-dimensional approach.

A. The data selection optimization

A Monte Carlo (MC) simulation is produced and exploited in order to optimize the event selection criteria of the analysis. The simulation features downward-going muon events which are generated at the detector level with the MUPAGE code [16]. MUPAGE is based on parametric formulas that allow to calculate the flux and the angular distribution of underwater muon bundles, taking into account the muon multiplicity and the energy spectrum. Muons are generated on the surface of a cylinder (can) surrounding the active volume of the detector, 650 m high, with a radius of 290 m. The simulation includes the propagation of the muons in the instrumented volume, the induced emission of Cherenkov light, the light propagation to the optical modules, and the digitized response of the PMTs [17]. In order to reproduce the time variability of the detector conditions, the MC sample is subdivided in batches corresponding to the actual data-taking periods (run-by-run MC simulation [18]). The trade-off between the accuracy of the simulations and CPU time, exploited to produce the MC sample, limited the MC muon statistics to 1/3 of the actual expected one. In order to enlarge the statistics of MC simulation, the additional zones approach was performed: since the muon generation is produced on a full-sky base, regions of the sky with the same occupancy as of the Sun region can be exploited, where the MC sample can be increased. Additional zones are obtained artificially by shifting the Sun position by 2, 4, 6, 8, 12, 14, 16, 18, 20, and 22 hours. Therefore, the whole statistics of MC considering 11 additional zones together with the Sun zone is 4 times larger than the real data statistics.

Since the atmospheric muon flux is not uniform, the distribution of muons depends also on the Sun elevation angle at the moment of muon detection. Statistics of the
events significantly decreases for muon tracks close to the horizon; for this reason, a cut on the Sun elevation angle is applied: $\theta_{\text{Sun}} > 15^\circ$.

The quality of the reconstructed tracks is determined by two parameters: the likelihood-wise parameter, $\Lambda$, and the angular error estimator of the reconstructed direction, $\beta$ [19]. In order to determine for which set of cut values on $\Lambda$ and $\beta$ the sensitivity of the Sun shadow detection is maximal, the hypothesis test approach is used. The null hypothesis $H_0$ corresponds to the absence of the Sun shadowing effect, while the $H_1$ hypothesis is compliant with the presence of this phenomenon. Then two different MC samples are generated. According to the null hypothesis, in the first sample, the Sun shadow effect is not introduced in the simulation; according to the $H_1$ hypothesis, in the second sample the Sun shadow effect is obtained by removing all the muons generated within the Sun disk, assuming a radius of 0.26°. For each sample, the distribution of events as a function of the angular distance from the Sun, up to 10°, is produced. Such a histogram is subdivided into 25 bins with size $\Delta \delta = 0.4^\circ$. Each bin corresponds to a concentric ring with increasing radius centered on the Sun position. The content of each bin is normalized to the corresponding area of the ring, resulting in an event density.

Assuming that the event population in each bin asymptotically follows a Gaussian probability distribution, the test statistic is calculated under the above mentioned two hypotheses as a $\chi^2$ difference, resulting in $\lambda_0$ and $\lambda_1$,

$$
\lambda_0 = \sum_{i=1}^{N_{\text{bins}}} \left[ \frac{(n_{0,i} - \mu_i)^2}{\sigma_{\mu,i}^2} - \frac{(n_{0,i} - \nu_i)^2}{\sigma_{\nu,i}^2} \right], \\
\lambda_1 = \sum_{i=1}^{N_{\text{bins}}} \left[ \frac{(n_{1,i} - \mu_i)^2}{\sigma_{\mu,i}^2} - \frac{(n_{1,i} - \nu_i)^2}{\sigma_{\nu,i}^2} \right],
$$

with $\mu_i$ ($\nu_i$) the expected number of events in the $i$th bin under $H_1$ ($H_0$) hypothesis, $\sigma_{\mu,i}$ ($\sigma_{\nu,i}$) the error in the $i$th bin under $H_1$ ($H_0$). The values of $n_1$ ($n_0$) are derived according to a Poisson distribution with expectation values equal to $\mu_i$ ($\nu_i$). A total of $10^6$ pseudo-experiments are generated to build the distribution of the test statistic.

The hypothesis test procedure is repeated for different sets of cut values on $\Lambda$ and $\beta$ to maximize the sensitivity to the Sun shadow detection (Fig. 1). Figure 2 shows the estimation of the sensitivity. It is evaluated through the computation of the $p$-value of the $\lambda_0$ distribution (null hypothesis, $H_0$) corresponding to the median of the $\lambda_1$ distribution, for which 50% of the pseudo-experiments under the $H_1$ hypothesis (presence of the Sun shadow) are correctly identified. For the optimized values of $\Lambda$ and $\beta$, the $p$-value is equal to $7.4 \times 10^{-4}$, corresponding to a significance of $3.4 \sigma$.

![FIG. 1. Expected statistical significance of the Sun shadow detection during the period from 2008 to 2017 based on MC simulations, as a function of cut values on $\Lambda$ and $\beta$ ($\Lambda_{\text{cut}}$ and $\beta_{\text{cut}}$). The red point represents the selected set of cut values ($\Lambda_{\text{cut}} = -5.9$ and $\beta_{\text{cut}} = 1.1^\circ$). The expected significance for the selected set of cut values is $3.4 \sigma$.](image1)

![FIG. 2. Distribution of the test statistic $\lambda$ for the two hypotheses, $H_0$ (black curve) and $H_1$ (red curve), obtained for the optimized set of cut values ($\Lambda_{\text{cut}} = -5.9$ and $\beta_{\text{cut}} = 1.1^\circ$). The dashed area represents the fraction of pseudo-experiments (50%) where $H_1$ hypothesis is correctly identified. The colored area corresponds to the expected median significance ($3.4 \sigma$) to reject the $H_0$ hypothesis in favor of the $H_1$ hypothesis.](image2)

It is found that the sensitivity is almost constant for $-6.0 < \Lambda_{\text{cut}} < -5.9$ and $0.6^\circ < \beta_{\text{cut}} < 1.5^\circ$. In this parameter space, a particular set of cut values is chosen: $\Lambda_{\text{cut}} = -5.9$ and $\beta_{\text{cut}} = 1.1^\circ$. For this set of cut values, the muon density far from the Sun position is flat; this condition is required in the data significance estimation approach that will be described below in Sec. III B.

B. The angular resolution estimation and significance of the results

The reconstructed events from the 2008 to 2017 ANTARES data sample are selected with the optimized cut values described above, providing $6.5 \times 10^5$ events. The data event density distribution is produced in the same
The angular resolution value $\sigma_{\text{res}}$ is compatible with the one obtained in the ANTARES Moon shadow analysis ($0.73^\circ \pm 0.14^\circ$), with a $3.5\sigma$ significance of lunar detection [12].

The statistical significance of the result is estimated using the hypothesis test approach. For the $H_0$ hypothesis, no shadowing effect is assumed. Under this hypothesis, the data event density in Fig. 3 is fitted with the function which has one free parameter, $k$,

$$\frac{dN}{d\Omega} = k.$$  \hspace{1cm} (3)

The corresponding $\chi^2$ value is $\chi^2_0 = 33.5$. The $H_1$ hypothesis corresponds to the presence of the shadowing effect according to Eq. (2). The corresponding deviation of the data with respect to the $H_0$ hypothesis is computed by means of the test statistics: $-\lambda = \chi^2_0 - \chi^2_1$, which follows a $\chi^2$ distribution with 1 degree of freedom. A significance of $3.7\sigma$ is found. According to the MC pseudo-experiments, the probability to obtain such value of significance or higher is 37%.

As reported by the IceCube Collaboration [11], the primary CRs can be influenced by the Sun magnetic field which can lead to the blurring of the shadow. In order to study the influence of this effect, the data sample is divided into two samples with roughly equal statistics. The first one covers the period from the middle of 2008 to the middle of 2011, when the Sun activity was in the lower half, while the second one covers the period from the middle of 2011 to the end of 2015, when the Sun activity was in the higher half. The statistical significance of the Sun shadow observation is almost the same in both data samples, $2.6\sigma$ and $2.5\sigma$ for the first and the second data samples, respectively, the spreading of the dip is also compatible within the statistical uncertainties. This is compatible with the results obtained in the other experiments since the statistics of the data sample is insufficient to obtain significative conclusions.

### C. Absolute pointing

The procedure for the estimation of the pointing accuracy of the Sun shadow detection follows that used for the ANTARES Moon shadow study [12]. The distribution of events which satisfies the selection criteria described previously is projected in a two-dimensional histogram as a function of $x = (\alpha_\mu - \alpha_{\text{Sun}}) \times \cos(h_\mu)$ and $y = h_\mu - h_{\text{Sun}}$, where $\alpha_\mu$, $\alpha_{\text{Sun}}$ are the azimuthal coordinates and $h_\mu$, $h_{\text{Sun}}$ are the elevation angles of the reconstructed track and the Sun, respectively. The histogram range is $[-10^\circ, 10^\circ]$ for both $x$ and $y$, and it is divided in a grid of $0.4^\circ \times 0.4^\circ$ squared bins.

For the determination of a possible shift of the Sun shadow center with respect to the nominal Sun position, the following approach is used. Since the atmospheric muon flux depends mainly on the elevation angle, in the $H_0$
The histogram, and of the Sun position as statistic function is then calculated for each assumed shift Eq. (4), which is a constant value for all the bins of the distribution is approximated with a function of 0.1°. The nominal Sun position is obtained by subtracting from the data distribution is approximated with a function

\[ p_2(x, y; k) = k_0 + k_1 x + k_2 x^2 + k_3 y + k_4 y^2. \]  

In the \( H_1 \) hypothesis (presence of the shadowing effect), the data distribution is approximated with a function obtained by subtracting from \( p_2(x, y; k) \) a two-dimensional Gaussian function,

\[ G(x, y; A_{sh}, x_s, y_s) = \frac{A_{sh}}{2 \pi \sigma_{res}} e^{-\frac{(x-x_s)^2 + (y-y_s)^2}{2 \sigma_{res}^2}}, \]

where \( A_{sh} \) is the amplitude of the deficit caused by the Sun shadow (free parameter), \((x_s, y_s)\) is the assumed position of the Sun. The width of the Gaussian function is assumed to be the same in both dimensions, so that \( \sigma_x = \sigma_y \equiv \sigma_{res} \), and \( \sigma_{res} \) is fixed to the value of the angular resolution defined in Eq. (2) and derived in the previous subsection.

In the pointing accuracy estimation, the Sun shadow center is assumed to be in the different points of the two-dimensional histogram described above with a step size of 0.1°. The nominal Sun position is \( O \equiv (0°, 0°) \). The test statistic function is then calculated for each assumed shift of the Sun position as

\[ \lambda(x_s, y_s) = \chi^2_{H_1}(x_s, y_s) - \chi^2_{H_0}, \]

where \( \chi^2_{H_0} \) is the \( \chi^2 \) value obtained from the fit with Eq. (4), which is a constant value for all the bins of the histogram, and \( \chi^2_{H_1}(x_s, y_s) \) is the \( \chi^2 \) value obtained from the fit with the function used to describe hypothesis \( H_1 \), \( p_2(x, y; k) - G(x, y; A_{sh}, x_s, y_s) \).

Figure 4 shows the values of the test statistic as a function of the assumed Sun position, \( \lambda(x_s, y_s) \). The minimum value of \( \lambda(x_s, y_s) \) is found at \((0.2°, 0°)\) point and it is equal to \( \lambda_{min} = -13.7 \). The corresponding fitted value of the Sun shadow dip amplitude is \( A_{min} = 55 \pm 15 \). The values of \( \lambda(x_s, y_s) \) and \( A_{sh} \) for the nominal Sun position are \( \lambda_O = -13.1 \) and \( A_O = 54 \pm 15 \). At each bin, \(-\lambda\) follows the distribution of a \( \chi^2 \) with 1 degree of freedom, assuming \( H_0 \) as the true hypothesis. This allows the significance to reject the no-Sun hypothesis to be estimated. Considering \(-\lambda_O\), a p-value of \( 3.1 \times 10^{-4} \) is obtained. The corresponding significance is \( 3.6\sigma \).

The distribution of values of the test statistic \( \lambda(x_s, y_s) \) can be interpreted as a bidimensional profile likelihood, with \( A_{sh} \) treated as the nuisance parameter. Therefore, the interval corresponding to a desired confidence level (CL) is obtained for \( \lambda(x_s, y_s) \leq \lambda_{cut} = \lambda_{min} + Q \), where \( Q \) is the quantile for the joint estimation of two parameters, according to the values reported on Table 40.2 of [20]. Figure 5 shows the estimation of the confidence regions for CL \( \{68.27\%, 95.45\%, 99.73\%\} \).

**IV. CONCLUSIONS**

The evaluation of the angular resolution of the ANTARES detector is essential since one of the main goals of the telescope is the search for pointlike sources [19,21,22].

This paper presents the observation of the Sun shadow with the ANTARES neutrino telescope. The analysis is
based on the data taken in the period between 2008 and 2017 corresponding to a total detector live time of 2925 days.

The Sun shadow effect is studied by means of two complementary approaches which allow to determine the angular resolution for downward-going atmospheric muons and to verify the pointing performance of the detector. The shadow effect is observed with 3.7σ statistical significance using the one-dimensional approach. The angular resolution for downward-going muons is found to be equal to 0.59° ± 0.10°. A better angular resolution is expected for upward-going events, as the PMTs of the detector are pointing 45° below the horizon to maximize the light collection for upward-going neutrino-induced events.

The obtained angular resolution is compatible with the angular resolution found in the Moon shadow analysis with the ANTARES telescope (0.73° ± 0.14°) [12].

The influence of the Sun magnetic field on the primary CRs is investigated; however, the statistics is insufficient to obtain significative conclusions.

The resulting pointing accuracy of the Sun shadow detection is found to be consistent with the expectations.
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