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1 Introduction

In the Drell-Yan process \([1, 2]\) \(q\bar{q} \rightarrow Z/\gamma^* \rightarrow \ell^+\ell^-\), parity violation in the neutral weak coupling of the mediator to fermions induces a forward-backward asymmetry, \(A_{\text{FB}}\), in the decay angle distribution of the outgoing lepton (\(\ell^-\)) relative to the incoming quark direction as measured in the dilepton rest frame. This decay angle depends on the sine of the weak mixing angle, \(\sin^2\theta_W\), which enters in the fermionic vector couplings to the \(Z\) boson. At leading order in electroweak (EW) theory it is given by \(\sin^2\theta_W = 1 - m_W^2/m_Z^2\), where \(m_W\) and \(m_Z\) are the \(W\) and \(Z\) boson masses, respectively. Higher-order loop corrections modify this relation depending on the renormalisation scheme used, and so experimental measurements are often given in terms of the sine of the effective weak mixing angle, \(\sin^2\theta_{\text{eff}}\) [3]. High-precision cross-section measurements sensitive to the asymmetry, and therefore to the effective weak mixing angle, provide a testing ground for EW theory and could offer some insight into physics beyond the Standard Model (SM).

Previous measurements by ATLAS and CMS of the Drell-Yan (DY) process include measurements of fiducial cross sections [4–7], and one-dimensional differential cross sections as a function of rapidity [8, 9], transverse momentum [9–12], and invariant mass [13–15]. Double-differential cross-section measurements as a function of invariant mass and either rapidity or transverse momentum [16–21] have also been published, as well as \(Z\) boson polarisation coefficients [22, 23] and the forward-backward asymmetry [24, 25]. Extraction of the effective weak mixing angle in leptonic \(Z\) boson decays, \(\sin^2\theta_{\text{lep}}\), from \(A_{\text{FB}}\) measurements has been performed by ATLAS using 5 fb\(^{-1}\) of proton-proton collision data at \(\sqrt{s} = 7\) TeV [24] — a result in which the largest contribution to the uncertainty was due to limited knowledge of the parton distribution functions (PDFs) of the proton.
A complete description of the Drell-Yan cross section to all orders in quantum chromodynamics (QCD) depends on five kinematic variables of the Born-level leptons, namely $m_{\ell\ell}$, the invariant mass of the lepton pair; $y_{\ell\ell}$, the rapidity of the dilepton system; $\theta$ and $\phi$, the lepton decay angles in the rest frame of the two incident quarks; and $p_{T,Z}$, the transverse momentum of the vector boson. In this paper, measurements of the triple-differential Drell-Yan cross section, $d^3\sigma/dm_{\ell\ell}dy_{\ell\ell}|d\cos\theta^*|$, are reported as a function of $m_{\ell\ell}$, $|y_{\ell\ell}|$, and $\cos\theta^*$, where the lepton decay angle is defined in the Collins-Soper (CS) reference frame [26]. These cross-section measurements are designed to be simultaneously sensitive to $\sin^2\theta^\text{eff}_{\text{w}}$ and to the PDFs, therefore allowing a coherent determination of both. A simultaneous extraction has the potential to reduce the PDF-induced uncertainty in the extracted value of the effective weak mixing angle.

At leading order (LO) in perturbative electroweak and QCD theory, the Drell-Yan triple-differential cross section can be written as

$$
\frac{d^3\sigma}{dm_{\ell\ell}dy_{\ell\ell}|d\cos\theta^*|} = \frac{\pi\alpha^2}{3m_{\ell\ell}s} \sum_q P_q \left[ f_q(x_1,Q^2)f_{\bar{q}}(x_2,Q^2) + (q \leftrightarrow \bar{q}) \right],
$$

(1.1)

where $s$ is the squared proton-proton ($pp$) centre-of-mass energy; the incoming parton momentum fractions are $x_{1,2} = (m_{\ell\ell}/\sqrt{s})e^{\pm y_{\ell\ell}}$; and $f_q(x_1,Q^2)$ are the PDFs for parton flavour $q$. Here, $Q^2$ is the four-momentum transfer squared and is set to the dilepton centre-of-mass energy, $m_{\ell\ell}$, which is equal to the partonic centre-of-mass energy. The $q \leftrightarrow \bar{q}$ term accounts for the case in which the parent protons of the $q$ and $\bar{q}$ are interchanged. The function $P_q$ in equation (1.1) is given by

$$
P_q = \frac{e^2\epsilon^2}{\sin^2\theta_W \cos^2\theta_W (m_{\ell\ell}^2 - m_Z^2)^2 + \Gamma_Z^2 m_Z^2} \left[ v_{\ell\ell} v_{\bar{q}} (1 + \cos^2\theta^*) + 2a_{\ell\ell} a_{\bar{q}} \cos\theta^* \right],
$$

(1.2)

where $m_Z$ and $\Gamma_Z$ are the $Z$ boson mass and width, respectively; $e_\ell$ and $e_q$ are the lepton and quark electric charges; and $v_{\ell\ell} = -\frac{1}{2} + \sin^2\theta_W$, $a_{\ell\ell} = -\frac{1}{2}$, $v_{q} = \frac{1}{2} I^3_q - e_q \sin^2\theta_W$, and $a_{q} = \frac{1}{2} I^3_q$ are the vector and axial-vector lepton and quark couplings, respectively where $I^3_q$ is the third component of the weak isospin.

The first term in equation (1.2) corresponds to pure virtual photon, $\gamma^*$, exchange in the scattering process, the second corresponds to the interference of $\gamma^*$ and $Z$ exchange, and the last term corresponds to pure $Z$ exchange. Thus the DY invariant mass spectrum is characterized by a $1/m_{Z}^2$ fall-off from $\gamma^*$ exchange contribution, an $m_{\ell\ell}$-dependent Breit-Wigner peaking at the mass of the $Z$ boson, and a $Z/\gamma^*$ interference contribution which changes sign from negative to positive as $m_{\ell\ell}$ increases across the $m_Z$ threshold.

The terms which are linear in $\cos\theta^*$ induce the forward-backward asymmetry. The largest contribution comes from the interference term, except at $m_{\ell\ell} = m_Z$ where the interference term is zero, and only the $Z$ exchange term contributes to the asymmetry. The resulting asymmetry is, however, numerically small due to the small value of $v_{\ell\ell}$. The
net effect is an asymmetry which is negative for \( m_{\ell\ell} < m_Z \) and increases, becoming positive for \( m_{\ell\ell} > m_Z \). The point of zero asymmetry occurs slightly below \( m_{\ell\ell} = m_Z \).

The forward-backward asymmetry varies with \( |y_{\ell\ell}| \). The incoming quark direction can only be determined probabilistically: for increasing \( |y_{\ell\ell}| \) the momentum fraction of one parton reaches larger \( x \) where the valence quark PDFs dominate because the valence quarks typically carry more momentum than the antiquarks. Therefore, the \( Z/\gamma^* \) is more likely to be boosted in the quark direction. Conversely, at small boson rapidity, \( |y_{\ell\ell}| \sim 0 \), it becomes almost impossible to identify the direction of the quark since the quark and antiquark have nearly equal momenta.

The sensitivity of the cross section to the PDFs arises primarily from its dependence on \( y_{\ell\ell} \) (and therefore \( x_1 \) and \( x_2 \)) in equation (1.1). Further sensitivity is gained by analysing the cross section in the \( m_{\ell\ell} \) dimension, since in the \( Z \) resonance peak the partons couple through the weak interaction and off-peak the electric couplings to the \( \gamma^* \) dominate. Therefore, the relative contributions of up-type and down-type quarks vary with \( m_{\ell\ell} \). Finally, the \( \cos \theta^* \) dependence of the cross section provides sensitivity to terms containing \( u_d q_u \) and \( v_d q_v \) in equation (1.2). Three different combinations of couplings to the incident quarks contribute to the LO cross section. The magnitude of the asymmetry is proportional to the valence quark PDFs and offers direct sensitivity to the corresponding PDF component.

The full five-dimensional cross section can also be decomposed into harmonic polynomials for the lepton decay angle scattering amplitudes and their corresponding coefficients \( A_{0-7} \) [22]. Higher-order QCD corrections to the LO \( q\bar{q} \) process involve \( qg + gq \) terms at next-to-leading order (NLO), and \( gg \) terms at next-to-next-to-leading order (NNLO). These higher-order terms modify the decay angle dependence of the cross section. Measuring the \( |\cos \theta^*| \) distribution provides additional sensitivity to the gluon versus sea-quark PDFs and is related to the measurements of the angular coefficients as a function of the \( Z \) boson transverse momentum [22, 23].

Initial-state QCD radiation can introduce a non-zero transverse momentum for the final-state lepton pair, leading to quark directions which may no longer be aligned with the incident proton directions. Hence, in this paper, the decay angle is measured in the CS reference frame [26] in which the decay angle is measured from an axis symmetric with respect to the two incoming partons. The decay angle in the CS frame (\( \theta^* \)) is given by

\[
\cos \theta^* = \frac{p_{z,\ell\ell}}{m_{\ell\ell} |p_{z,\ell\ell}| \sqrt{m^2_{\ell\ell} + p^2_{T,\ell\ell}}},
\]

where \( p_{z,i} = E_i \pm p_{z,i} \) and \( i = 1 \) corresponds to the negatively-charged lepton and \( i = 2 \) to the positively-charged antilepton. Here, \( E \) and \( p_z \) are the energy and longitudinal \( z \)-components of the lepton four-momentum, respectively; \( p_{z,\ell\ell} \) is the dilepton \( z \)-component of the momentum; and \( p_{T,\ell\ell} \) the dilepton transverse momentum.

The triple-differential cross sections are measured using 20.2 fb\(^{-1}\) of \( pp \) collision data at \( \sqrt{s} = 8 \) TeV. The measurements are performed in the electron and muon decay channels for \( |y_{\ell\ell}| < 2.4 \). The electron channel analysis is extended to high rapidity in the region \( 1.2 < |y_{\ell\ell}| < 3.6 \). The measured cross sections cover the kinematic range \( 46 < m_{\ell\ell} < \)
200 GeV, $0 < |y_{\ell\ell}| < 3.6$, and $-1 < \cos \theta^* < +1$. For convenience the notation

$$d^3\sigma \equiv \frac{d^3\sigma}{dm_{\ell\ell}|y_{\ell\ell}|d\cos \theta^*}$$

is used. The cross sections are classified as either forward ($\cos \theta^* > 0$) or backward ($\cos \theta^* < 0$) and used to obtain an experimental measurement of $A_{FB}$ differentially in $m_{\ell\ell}$ and $|y_{\ell\ell}|$:

$$A_{FB} = \frac{d^3\sigma(\cos \theta^* > 0) - d^3\sigma(\cos \theta^* < 0)}{d^3\sigma(\cos \theta^* > 0) + d^3\sigma(\cos \theta^* < 0)}. \quad (1.3)$$

## 2 ATLAS detector

The ATLAS detector [27] consists of an inner tracking detector (ID) surrounded by a thin superconducting solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer (MS). Charged particles in the pseudorapidity\(^1\) range $|\eta| < 2.5$ are reconstructed with the ID, which consists of layers of silicon pixel and microstrip detectors and a straw-tube transition-radiation tracker having a coverage of $|\eta| < 2.0$. The ID is immersed in a 2 T magnetic field provided by the solenoid. The latter is surrounded by a hermetic calorimeter that covers $|\eta| < 4.9$ and provides three-dimensional reconstruction of particle showers. The electromagnetic calorimeter is a liquid-argon sampling calorimeter, which uses lead absorbers for $|\eta| < 3.2$. The hadronic sampling calorimeter uses plastic scintillator tiles as the active material and steel absorbers in the region $|\eta| < 1.7$. In the region $1.5 < |\eta| < 3.2$, liquid argon is used as the active material, with copper absorbers. A forward calorimeter covers the range $3.2 < |\eta| < 4.9$ which also uses liquid argon as the active material, and copper and tungsten absorbers for the EM and hadronic sections of the subdetector, respectively.

Outside the calorimeters, air-core toroids supply the magnetic field for the MS. There, three layers of precision chambers allow the accurate measurement of muon track curvature in the region $|\eta| < 2.7$. The majority of these precision chambers is composed of drift tubes, while cathode-strip chambers provide coverage in the inner layers of the forward region $2.0 < |\eta| < 2.7$. The muon trigger in the range $|\eta| < 2.4$ uses resistive-plate chambers in the central region and thin-gap chambers in the forward region. A three-level trigger system [28] selects events to be recorded for offline analysis.

## 3 Simulated event samples

Monte Carlo (MC) simulation samples are used to model the expected signal and background yields, with the exception of certain data-driven background estimates. The MC samples are normalised using the highest-order cross-section predictions available in perturbation theory.

\(^1\)ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the interaction point to the centre of the LHC ring, and the y-axis points upward. Cylindrical coordinates $(r, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln\tan(\theta/2)$. 
The DY process was generated at NLO using Powheg-Box (referred to as Powheg in the following) [29–32] and the CT10 PDF set [33], with Pythia 8 [34] to model parton showering, hadronisation, and the underlying event (UEPS). The \( Z/\gamma^* \rightarrow \ell^+\ell^- \) differential cross section as a function of mass has been calculated at NNLO in perturbative QCD (pQCD) using FEWZ 3.1 [35–37] with the MSTW2008NNLO PDF set [38]. The renormalisation, \( \mu_r \), and factorisation, \( \mu_f \), scales were both set equal to \( m_{\ell\ell} \). The calculation includes NLO EW corrections beyond final-state photon radiation (FSR) using the \( \mathcal{G}_\mu \) EW scheme [39]. A mass-dependent \( K \)-factor used to scale the \( Z/\gamma^* \rightarrow \ell^+\ell^- \) MC sample is obtained from the ratio of the calculated total NNLO pQCD cross section with the additional EW corrections, to the total cross section from the Powheg sample. This one-dimensional (and therefore partial) NNLO \( K \)-factor is found to vary from 1.035 at the lowest invariant mass values considered in this analysis to 1.025 at the highest. This factor also improves the modelling of the \( Z \) boson lineshape. The DY production of \( \tau \) pairs was modelled using Powheg in the same way as the signal simulation.

The scattering amplitude coefficients describing the distributions of lepton decay angles are known to be not accurately modelled in Powheg particularly \( A_0 \) at low \( p_{T,Z} \) [22]. For this reason, the signal MC events are reweighted as a function of \( p_{T,Z} \) and \( y_{\ell\ell} \) to improve their modelling. These weights were calculated using the cross-section calculator DYNLO [40].

The photon-induced process, \( \gamma\gamma \rightarrow \ell\ell \), is simulated at LO using Pythia 8 and the MRST2004qed PDF set [41]. The expected yield for this process also accounts for NLO QED/EW corrections from references [42, 43], which decrease the yield by approximately 30%.

The production of top quark pairs with prompt isolated leptons from electroweak boson decays constitutes a dominant background. It is estimated at NLO in QCD using Powheg and the CT10 PDF set, with Pythia 6 [44] for UEPS. The \( t\bar{t} \) sample is normalized using a cross section calculated at NNLO in QCD including resummation effects [45–50]. Small compared to the \( t\bar{t} \) contribution, single-top production in association with a \( W \) boson (\( Wt \)) is also modelled by Powheg and the CT10 PDF set, with Pythia 6 for UEPS. Both the \( t\bar{t} \) and \( Wt \) contributions are summed and collectively referred to as the top quark background.

Further small background contributions are due to diboson (\( WW \), \( WZ \) and \( ZZ \)) production with decays to final states with at least two leptons. The diboson processes were generated at LO with Herwig, using the CTEQ6L1 PDF set [51]. The samples are scaled to NLO calculations [52, 53] or to ATLAS measurements as described in reference [17]. Additionally, the background arising from \( W \) boson production in association with jets (\( W+\text{jets} \)) is studied with MC samples generated with Powheg under identical conditions as the DY signal samples.

All MC samples used in the analysis include the effects of QED FSR, multiple interactions per bunch crossing (“pile-up”), and detector simulation. QED FSR was simulated using Photos [54], while the effects of pile-up were accounted for by overlaying simulated minimum-bias events [55] generated with Pythia8 [34]. The interactions of particles with the detector were modelled using a full ATLAS detector simulation [55] based on Geant4 [56]. Finally, several corrections are applied to the simulated samples, ac-
Table 1. Overview of the Monte Carlo samples used in this analysis.

<table>
<thead>
<tr>
<th>Process</th>
<th>Generator</th>
<th>Parton shower &amp; underlying event</th>
<th>Generator</th>
<th>Model parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z/\gamma^* \rightarrow \ell \ell$</td>
<td>Powheg v1(r1556)</td>
<td>Pythia 8.162</td>
<td>CT10</td>
<td>AU2 [62]</td>
</tr>
<tr>
<td>$Z/\gamma^* \rightarrow \tau\tau$</td>
<td>Powheg v1(r1556)</td>
<td>Pythia 8.162</td>
<td>CT10</td>
<td>AU2</td>
</tr>
<tr>
<td>$\gamma\gamma \rightarrow \ell \ell$</td>
<td>Pythia 8.170</td>
<td>Pythia 8.170</td>
<td>MRST2004qed</td>
<td>4C [63]</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>Powheg v1(r1556)</td>
<td>Pythia 6.427.2</td>
<td>CT10</td>
<td>AUET2 [64]</td>
</tr>
<tr>
<td>$Wt$</td>
<td>Powheg v1(r1556)</td>
<td>Pythia 6.427.2</td>
<td>CT10</td>
<td>AUET2</td>
</tr>
<tr>
<td>Diboson</td>
<td>Herwig 6.520</td>
<td>Herwig 6.520</td>
<td>CTEQ6L1</td>
<td>AUET2</td>
</tr>
<tr>
<td>$W \rightarrow \ell\nu$</td>
<td>Powheg v1(r1556)</td>
<td>Pythia 8.162</td>
<td>CT10</td>
<td>AU2</td>
</tr>
</tbody>
</table>

counting for differences between data and simulation in the lepton trigger, reconstruction, identification, and isolation efficiencies as well as lepton resolution and muon momentum scale [57–61, 61]. The electron energy scale corrections are applied to the data.

An overview of the simulated event samples is given in table 1.

4 Event selection

Events are required to have been recorded during stable beam condition periods and must pass detector and data-quality requirements. This corresponds to an integrated luminosity of 20.2 fb$^{-1}$ for the muon channel. Small losses in the data processing chain lead to an integrated luminosity of 20.1 fb$^{-1}$ for the electron channel. Due to differences in the detector response to electrons and muons the selection is optimised separately for each channel and is described in the following.

4.1 Central rapidity electron channel

The electron data were collected using a dilepton trigger which uses calorimetric and tracking information to identify compact electromagnetic energy depositions. Identification algorithms use calorimeter shower shape information and the energy deposited in the vicinity of the electron candidates to find candidate electron pairs with a minimum transverse energy of 12 GeV for both the leading and subleading electron.

Electrons are reconstructed by clustering energy deposits in the electromagnetic calorimeter using a sliding-window algorithm. These clusters are then matched to tracks reconstructed in the inner detector. The calorimeter provides the energy measurement and the track is used to determine the angular information of the electron trajectory. An energy scale correction determined from $Z \rightarrow e^+e^-$, $W \rightarrow e\nu$, and $J/\psi \rightarrow e^+e^-$ decays [57] is applied to data. Central electron candidates are required to have $|\eta^e| < 2.4$. Furthermore, candidates reconstructed within the transition region between the barrel and endcap calorimeters, $1.37 < |\eta^e| < 1.52$, are excluded from the measurement. Each candidate is required to satisfy the “medium” electron identification [58, 59] criteria, based on calorimetric shower shapes and track parameters. To ensure the selected electrons are on the efficiency plateau of the trigger, electrons are required to have $E_T^e > 20$ GeV. Candidate events are
required to have exactly one pair of oppositely-charged electrons and their invariant mass is required to be in the range $46 < m_{ee} < 200\text{ GeV}$.

### 4.2 High rapidity electron channel

In this channel, the rapidity range of the measurement is extended by selecting one central electron and one forward electron. Forward electrons are defined as having pseudorapidities in the range $2.5 < |\eta^e| < 4.9$, reconstructed by the endcap or forward calorimeters. The data were collected using two single-electron triggers in the central calorimeter region with $E_T^e > 24\text{ GeV}$ or $E_T^e > 60\text{ GeV}$. The lower-threshold trigger has additional criteria for the shower shape and energy deposited in the vicinity of the electron candidate. The reconstructed central electrons are required to have $E_T^e > 25\text{ GeV}$, $|\eta^e| < 2.4$, and must satisfy the “tight” identification criteria. Electrons in the calorimeter transition regions $1.37 < |\eta^e| < 1.52$ are rejected. Leptons produced in the Drell-Yan process are expected to be well isolated from other particles not associated with the lepton. This provides a good discriminant against the multijet background arising from the semileptonic decays of heavy quarks or hadrons faking electrons. The track isolation is defined as the scalar sum of the transverse momenta, $\sum p_T$, of the additional tracks contained in a cone of size $\Delta R = \sqrt{\Delta \phi^2 + (\Delta \eta)^2} = 0.2$ around the electron (omitting the contribution from the electron track). Central electrons are required to have a track isolation less than 14% of $E_T^e$.

The forward electron is required to satisfy “tight” identification criteria, $E_T^e > 20\text{ GeV}$, and $2.5 < |\eta^e| < 4.9$, excluding the transition region between the endcap and forward calorimeters, $3.00 < |\eta^e| < 3.35$. Due to insufficient accuracy in the modelling of the material in front of the endcap calorimeter, forward electrons in the region $2.70 < |\eta^e| < 2.80$ are also rejected.

A dedicated calibration procedure is performed for the forward electrons. Energy scale and Gaussian resolution corrections are derived in bins of $\eta^e$ by comparing the peak position and the width of the $m_{ee}$ distributions in data and simulation. The scale and resolution corrections are the values that bring the peak regions, $80 < m_{ee} < 100\text{ GeV}$, of the data and simulation into the best agreement.

No isolation criteria are applied to the forward electron and due to the absence of tracking information in the forward region, no charge requirements are placed on the selected electron pair. Lastly, events in the high rapidity electron channel are required to have exactly one central-forward pair of electrons with an invariant mass in the range $66 < m_{ee} < 150\text{ GeV}$. Events with more than one possible central-forward pair are not used in this measurement channel.

### 4.3 Central rapidity muon channel

Candidate events in the muon channel were collected using two sets of triggers with the set of triggers used depending on the $p_T^\mu$ of the muon with the larger transverse momentum. For $p_T^\mu > 25\text{ GeV}$, two single-muon triggers are used, with transverse momentum thresholds of $24\text{ GeV}$ and $36\text{ GeV}$. The low-threshold trigger requires the muon to be isolated. This combination of triggers collected the majority of the events in the data sample. For $p_T^\mu <
25 GeV, a dimuon trigger is used which requires two muons with transverse momentum thresholds of 18 GeV for one muon and 8 GeV for the other.

Muons are identified by tracks reconstructed in the muon spectrometer matched to tracks reconstructed in the inner detector, and are required to have \( p_T > 20 \) GeV and \( |\eta| < 2.4 \). Additionally, they must satisfy identification criteria based on the number of hits in the inner detector and muon spectrometer, and on the consistency between the charge and momentum measurements in both systems [60]. Backgrounds from multijet events are efficiently suppressed by imposing an isolation condition requiring that the sum of the transverse momentum, \( \sum p_T \), of the tracks contained in a cone of size \( \Delta R = 0.2 \) around the muon (omitting the contribution from the muon track) to be less than 10% of \( p_T^\mu \). A small contribution of cosmic muons is removed by requiring the magnitude of the longitudinal impact parameter with respect to the primary interaction vertex \( z_0 \) to be less than 10 mm. Events are selected if they contain exactly two oppositely-charged muons satisfying the isolation and impact parameter requirements. Finally, the dilepton invariant mass must be in the range \( 46 < m_{\mu\mu} < 200 \) GeV.

In order to minimise the influence of residual misalignments between the ID and MS, muon kinematic variables are measured using the ID only. A small residual \( \eta^\mu \)- and charge-dependent bias in the muon momentum was observed, most likely arising from residual rotational misalignments of the inner detector. Such ID misalignments bias the measurement of the muon track sagitta and have an opposite effect on the momentum of positively- and negatively-charged muons. Hence, the reconstructed invariant mass or rapidity of muon pairs are not affected, in contrast to measurements of \( \cos \theta^* \) which are charge-dependent.

These residual inner detector misalignments are corrected for based on two methods, one which uses \( Z \rightarrow \mu^+\mu^- \) events, and another using \( Z \rightarrow e^+e^- \) events as described in reference [65]. Together with a \( \chi^2 \) minimisation technique, the dimuon data sample is used to determine the corrections binned finely, which are however insensitive to the \( \eta \)-independent component of the track curvature bias. This bias is corrected for using dielectron data by comparing the ratio of the calorimeter energy to the track momentum for electrons and positrons.

### 4.4 Measurement bins

The measurement bins are chosen by taking into consideration several competing demands on the analysis such as its sensitivity to the underlying physics, the statistical precision in each bin, and detector resolution effects particularly in the \( m_{\ell\ell} \) dimension. The binning must also match those used in recent ATLAS cross section measurements [13, 18].

The measurement is performed in seven bins of \( m_{\ell\ell} \) from 46 GeV to 200 GeV with edges set at 66, 80, 91, 102, 116, and 150 GeV; 12 equidistant bins of \( |y_{\ell\ell}| \) from 0 to 2.4; and bins of \( \cos \theta^* \) from -1 to +1, separated at -0.7, -0.4, 0.0, +0.4, +0.7 giving 6 bins. In total, 504 measurement bins are used for the central rapidity electron and muon channel measurements.

For the high rapidity electron channel the measurement is restricted to the 5 invariant mass bins in the region \( 66 < m_{\ell\ell} < 150 \) GeV. The \( |y_{\ell\ell}| \) region measured in this channel ranges from 1.2 to 3.6 in 5 bins with boundaries at 1.6, 2.0, 2.4, 2.8. The \( \cos \theta^* \) binning is
identical to the binning of the central analyses. A total of 150 measurement bins is used in this channel.

5 Background estimation

The background from processes with two isolated final-state leptons of the same flavour is estimated using MC simulation. The processes with non-negligible contributions are $Z/\gamma^* \rightarrow \tau\tau$, diboson ($WW$, $WZ$ and $ZZ$), and photon-induced dilepton production — together termed the electroweak background sources. The top quark background arising from $tt$ and $Wt$ production is also estimated using MC simulation. The samples used for these estimates are listed in table 1.

Background contributions from events where at least one final state jet satisfies the electron or muon selection criteria, hereafter referred to as the fake lepton background, are determined using a combination of data-driven methods and MC simulation. By far the largest contribution to the fake lepton background comes from light- and heavy-flavour multijet production, referred to as the multijet background, which is determined from data. Descriptions on the fake background estimations used in each of the three channels are given in the following subsections.

5.1 Fake lepton background estimation in the central rapidity electron channel

To separate the signal from the multijet background, the analysis relies on the electron relative transverse energy isolation distribution ($I^e$). This is a good discriminator for the multijet contribution, which has larger values of $I^e$ than the signal process. It is defined as the ratio of the summed calorimetric transverse energy contained in a cone of size $\Delta R = 0.2$ around the electron to the electron transverse energy: $I^e = \sum E_T(\Delta R = 0.2)/E_T$. The smaller of the $I^e$ values of the two electron candidates is chosen to represent each event, as it was found to provide optimal discrimination.

The multijet fraction is then estimated from data by fitting this distribution using a template method. The background template is selected with inverted electron identification requirements and the signal, electroweak, and $W$+jet templates are taken from simulation. The non-isolated sample where the smaller $I^e$ of the two electrons exceeds a certain value is found to be dominated by multijet background and is used to adjust the normalization of the background template, taking into account the small signal contamination. Since the multijet background is not expected to exhibit any parity violating effects and the $\cos \theta^*$ background templates in data were found not to show any asymmetry about $\cos \theta^* = 0$, the method is symmetrised in bins of $|\cos \theta^*|$, resulting in a doubling of the sample sizes and therefore more stable results.

The multijet contribution is found to be largest at low $m_{ee}$ and also at large $|\cos \theta^*|$ for $|y_{ee}| \sim 0$, where it reaches 15% of the expected number of signal events. In the pole region, $80 < m_{ee} < 102$ GeV, the contribution is less than 0.1%.

The contribution of $W$+jet production to the fake lepton background is estimated from MC simulation. It is small compared to the multijet background for all kinematic regions, and therefore does not introduce any significant charge asymmetry.
5.2 Fake lepton background estimation in the high rapidity electron channel

The multijet background in the high rapidity electron channel is estimated using a template method similar to the one used in the central electron channel with, however, some small adjustments. The isolation variable is used for the normalisation of the multijet background only for the mass bins in the range $80 < m_{ee} < 102$ GeV. The size of the isolation cone in this case is increased to $\Delta R = 0.3$, which was found to improve the stability of the fits. For the off-peak mass bins, the transverse energy of the forward electron is used as an alternative discriminating variable, where the multijet background contributes mostly at low $E_T$. This decreases the statistical uncertainty of the estimation and reduces its dependence on the $W$+jet background modelling, as discussed below.

The multijet background is the dominant contribution to the background in this measurement channel and is typically about 5–10% of the expected signal, but increases rapidly at large $|\cos \theta^*|$. It can be as large as 30–60% in some bins at large $|y_{ee}|$ where the $|A_{FB}|$ is large and the signal cross section is suppressed, i.e. $\cos \theta^* < 0$ for $m_{ee} > m_Z$.

The $W$+jet background is estimated using MC simulation. As was the case in the central electron analysis, it is found to be small under the peak of the $Z$ resonance. It is found to be more significant off peak, reaching 30% of the fake lepton background.

5.3 Fake lepton background estimation in the central rapidity muon channel

The multijet background remaining after event selection in the muon channel is largely due to heavy-flavour $b$- and $c$-quark decays, and is estimated in two steps. First, the shape as a function of $|y_{\mu\mu}|$ and $|\cos \theta^*|$ is estimated in each $m_{\mu\mu}$ bin. Next its overall normalisation is then determined in each invariant mass region.

Three orthogonal control regions with inverted muon isolation requirements defined by $I^\mu = \sum p_T(\Delta R = 0.2)/p_T^{\mu} > 0.1$, and/or inverted muon pair charge requirements are used to determine the multijet background. In each control region the contamination from signal and electroweak background is subtracted using simulation.

A comparison of the shape of the $I^\mu$ distributions for muons in events with same-charge and opposite-charge muon pairs shows a small linear deviation from unity of up to +10% when extrapolated into the isolated signal region $I^\mu < 0.1$. This is found to be independent of $m_{\mu\mu}$, and is accounted for in the extrapolation. The $|y_{\mu\mu}|$ and $|\cos \theta^*|$ dependence of the background in each $m_{\mu\mu}$ bin is obtained in the multijet enriched data control region in which pairs of same-charge and opposite-charge muons satisfy $I^\mu > 0.1$. Finally, the resulting $|y_{\mu\mu}|$ and $|\cos \theta^*|$ spectra are normalised in the signal region using the constraint that the yield ratio of opposite-charge to same-charge muon pairs is similar in the isolated and non-isolated control regions.

This method does not account for a potential $W$+jets background contribution. This component is estimated from simulation and found to be negligible.

The estimated fake lepton background contribution in the muon channel is everywhere smaller than its contribution in the central electron channel, and never more than 5% of the expected signal yield.
5.4 Top quark and electroweak backgrounds

These sources of background arise from QCD and EW processes in which two prompt isolated leptons are produced. Their contributions are estimated using MC simulation.

Background events from top quark processes increase with $m_{tt}$ and are typically below 2% of the expected signal yields. The contribution is largest at the extremes of $\cos\theta^*$ where it can reach 10–20% of the expected signal in the central channels. At high rapidity, this background source is typically below 5% everywhere.

The diboson background increases with invariant mass and reaches about 6% of the expected signal yield at large $|\cos\theta^*|$ in both the central electron and muon channels. In the high rapidity electron channel it reaches about 3% at moderate $|\eta_{\ell\ell}|$.

The background from $Z \rightarrow \tau\tau$ is significant only at low $m_{tt}$, where it can reach 7% in the central rapidity channels and 3% in the high rapidity channel.

Photon-induced production of dilepton pairs gives a small background contribution of 2% or less in all channels. However, for large values of $m_{tt}$, this contribution can reach about 5%.

6 Cross-section measurement

As defined in section 4.4, the binning scheme used for the triple-differential measurements consists of 504 bins for the central rapidity electron and muon channels, and 150 bins in the high rapidity electron channel. The Drell-Yan cross section is measured in the central rapidity channels within the fiducial region defined by $p_T^\ell > 20 \text{ GeV}$, $|\eta^\ell| < 2.4$, and $46 < m_{tt} < 200 \text{ GeV}$. In the high rapidity electron channel the fiducial region of the measurement is defined by $p_T^\ell > 25 \text{ GeV}$ and $|\eta^\ell| < 2.4$ for the central electron, $p_T^\ell > 20 \text{ GeV}$ and $2.5 < |\eta^\ell| < 4.9$ for the forward electron, and 66 < $m_{tt}$ < 150 GeV.

The cross-section results are first unfolded to the “dressed”-level, defined at the particle-level using leptons after FSR recombined with radiated photons within a cone of $\Delta R = 0.1$. The unfolded data are then corrected to the Born-level, before final-state QED radiation at the particle-level, using a correction factor obtained from the Powheg MC sample. This procedure neglects the bin migrations between the dressed- and Born-level kinematics, an approximation which was verified to have a negligible impact on the central values and uncertainties of the results presented in this paper.

The triple-differential cross section is calculated as

$$\frac{d^3\sigma}{dm_{tt}\,d|\eta_{\ell\ell}|\,d\cos\theta^*} = \mathcal{M}_{ijk}^{l,m,n} \cdot \frac{N_{ijk}^{\text{data}} - N_{ijk}^{\text{bkg}}}{\mathcal{L}_{\text{int}}} \cdot \frac{1}{\Delta_{m_{tt}} \cdot 2\Delta_{|\eta_{\ell\ell}|} \cdot \Delta_{\cos\theta^*}},$$

where $i, j, k$ are the bin indices for reconstructed final-state kinematics; $l, m, n$ are the bin indices for the generator-level kinematics; and $\mathcal{L}_{\text{int}}$ is the integrated luminosity of the data set. Quantity $N_{ijk}^{\text{data}}$ is the number of candidate signal events observed in a given bin of width $\Delta_{m_{tt}}$, $\Delta_{|\eta_{\ell\ell}|}$, and $\Delta_{\cos\theta^*}$, while $N_{ijk}^{\text{bkg}}$ is the number of background events in the same bin. The factor of two in the denominator accounts for the modulus in the rapidity bin.
width. Integrated single- and double-differential cross sections are measured by summing over the corresponding indices of equation (6.1).

The factor $\mathcal{M}$ is the inverted response matrix and takes into account the efficiency of the signal selection and bin migration effects. It gives the probability that a selected event reconstructed in some measurement bin was originally generated in a given fiducial (generator-level) bin. The factor $\mathcal{M}$ is obtained from the Drell-Yan signal samples after correcting for differences in the reconstruction, identification, trigger, and isolation efficiencies between data and simulation, as well as for momentum scale and resolution mismodelling effects. It also accounts for events originally outside of the fiducial selection that migrate into the reconstructed event sample. Finally, $\mathcal{M}$ also includes extrapolations over the regions that are excluded from the electron selection ($1.37 < |\eta^e| < 1.52$, $2.70 < |\eta^e| < 2.80$, and $3.00 < |\eta^e| < 3.35$).

The quality of the simulation and its ability to describe the data are checked in figures 1–4, comparing data and prediction for the $y_{\ell\ell}$, $\cos \theta^*$, and $m_{\ell\ell}$ distributions in selected regions of the measured kinematic range, as indicated in the figure captions. The expected number of events is calculated as the sum of expected signal and background yields. Acceptable agreement is found in all channels, given that the simulation is only accurate to NLO for the observables shown in figures 1–3, and to NNLO accuracy for the $m_{\ell\ell}$ distribution shown in figure 4.

The background-subtracted data are unfolded to fiducial cross sections using the inverse of the response matrix obtained using an iterative Bayesian unfolding method [66] in which the prior is improved at each iteration. When using such methods the statistical and systematic uncertainties (discussed in section 7) increase with each unfolding iteration, while the residual bias from the initial prior decreases. A balance between these two competing effects must be struck when deciding on the number of iterations to be used to unfold the measurement. Only small changes to the prior are expected, however, since the lineshape of the $Z$ boson resonance and the PDFs are known to high-precision. Moreover, the prior (Powheg) is enhanced using QCD and EW corrections and describes the data within experimental uncertainties. An optimum was found using two iterations in this analysis.

Finally, measurement bins which are predicted by signal MC simulation to have fewer than 25 signal events are expected to have large statistical uncertainties and therefore these bins are removed from the analysis. Approximately 50 bins are discarded in each of the central electron and muon channels. They typically lie at large $|y_{\ell\ell}|$ and large $|\cos \theta^*|$. In the high rapidity electron channel, 27 bins are removed, all corresponding to small $|\cos \theta^*|$. In all cases the discarded bins correspond to ones for which the signal prediction at LO in QCD is consistent with zero.
Figure 1. Distributions of dilepton rapidity (left) and $\cos \theta^*$ (right) in the central rapidity electron channel for $m_{ee}$ bins 46–66 GeV (top row), 80–91 GeV (middle), and 116–150 GeV (bottom). The data (solid markers) and the prediction (stacked histogram) are shown after event selection. The lower panels in each plot show the ratio of data to prediction. The error bars represent the data statistical uncertainty while the hatched band represents the systematic uncertainty in the prediction.
Figure 2. Distributions of dilepton rapidity (left) and $\cos \theta^*$ (right) in the high rapidity electron channel for $m_{ee}$ bins 66–80 GeV (top row), 91–102 GeV (middle), and 116–150 GeV (bottom). The data (solid markers) and the prediction (stacked histogram) are shown after event selection. The lower panels in each plot show the ratio of data to prediction. The error bars represent the data statistical uncertainty while the hatched band represents the systematic uncertainty in the prediction.
Figure 3. Distributions of dilepton rapidity (left) and cos θ* (right) in the central rapidity muon channel for m_{μμ} bins 46–66 GeV (top row), 80–91 GeV (middle), and 116–150 GeV (bottom). The data (solid markers) and the prediction (stacked histogram) are shown after event selection. The lower panels in each plot show the ratio of data to prediction. The error bars represent the data statistical uncertainty while the hatched band represents the systematic uncertainty in the prediction.
Figure 4. Distributions of invariant mass for all three measurements: the central rapidity electron (top row), the high rapidity electron channel (middle), and the central rapidity muon (bottom) channels. For the central measurements, the distributions are plotted for $|y_{\ell\ell}| < 1.0$ (left) and $|y_{\ell\ell}| > 1.0$ (right) while for the high rapidity measurement, regions $|y_{\ell\ell}| < 2.4$ (left) and $|y_{\ell\ell}| > 2.4$ (right) are shown. The data (solid markers) and the prediction (stacked histogram) are shown after event selection. The lower panels in each plot show the ratio of data to prediction. The error bars represent the data statistical uncertainty while the hatched band represents the systematic uncertainty in the prediction.
7 Measurement uncertainties

The uncertainties in the measurements are discussed separately starting with the sources relevant to both electron channels, then the sources only appearing in the high rapidity electron channel. Next, sources of uncertainty specific to the muon channel are given followed by the sources common to all three measurements. Uncertainties due to statistical sources from both the data and MC samples, the modelling of the energy and momentum response to leptons, lepton selection efficiencies, background subtraction, and theoretical uncertainties are covered in this section. Each source is classified as being correlated or uncorrelated between measurement bins in a single channel. The sources are propagated using one of three techniques: the bootstrap method [67], the pseudo-experiment method, or the offset method.

7.1 Statistical uncertainties

The impact of the statistical uncertainty in the number of events in the data and MC simulations on the cross-section measurement is quantified using the bootstrap method, a statistical resampling technique in which each event is reweighted with a random number drawn from a Poisson distribution with a mean of unity. This reweighting procedure is done 1000 times producing 1000 replicas of the measurement. All replicas are then unfolded and the uncertainty is taken as the standard deviation of the measured cross sections. In the case of the signal MC sample the bootstrap replicas are used to produce an ensemble of 1000 response matrices which are used to unfold the measurement. The standard deviation of the unfolded cross sections is used as the signal MC statistical uncertainty.

7.2 Systematic uncertainties

The pseudo-experiment method is used for correction factors determined in bins of lepton kinematics, typically $\eta$ and transverse energy/momentum. These correction factors have statistical and systematic uncertainties which are fluctuated randomly using 1000 pseudo-experiments according to a Gaussian distribution whose mean and standard deviation are set to the value and uncertainty of the correction factor, respectively. For correlated sources, a single set of varied correction factors is used for all measurement bins, whereas for uncorrelated sources the random shifts are applied separately for each bin. The uncertainties are propagated via the unfolding procedure yielding 1000 cross-section results which are used to determine a covariance matrix.

In the offset method the correction factor values from each source are coherently shifted upwards and downwards by one standard deviation and the measurement is remade using the varied values. The uncertainty is taken as half the difference between the two unfolded measurements.

7.3 Central and high rapidity electron channels

The systematic uncertainties in the cross section that are unique to the electron channels are dominated by the uncertainties in the electron energy scale, and the electron reconstruction and identification efficiency uncertainties. In addition, a large contribution to the
uncertainty arises from the electron energy resolution uncertainty in the two neighbouring $m_{ee}$ bins at the $Z$-peak, $80 < m_{ee} < 91$ GeV and $91 < m_{ee} < 102$ GeV.

### 7.3.1 Energy scale and resolution

The electron energy scale and resolution and their corresponding uncertainties are determined using $Z \rightarrow e^+e^-$, $W \rightarrow e\nu$, and $J/\psi \rightarrow e^+e^-$ decays. The uncertainty in the energy scale is separated into a statistical component and 14 uncorrelated systematic sources. Some of these sources are split into fine $\eta^e$ bins, while others are coarsely binned into barrel and endcap regions as described in reference [57]. These sources are found to be strongly anti-correlated between the regions $m_{ee} < m_Z$ and $m_{ee} > m_Z$. The statistical uncertainty in the energy scale is found to be negligible. Adding the effects of the 14 sources of uncertainty in the energy scale in quadrature after propagating to the measured cross sections, the combined uncertainty is 1–2% for the mass bins $80 < m_{ee} < 91$ GeV and $91 < m_{ee} < 102$ GeV, but is less than 1% at low and high $m_{ee}$. However, in the integrated $m_{ee}$ cross-section measurement the effect of these sources is strongly reduced as a result of the anti-correlation between these two $m_{ee}$ bins.

The uncertainty in the energy resolution is separated into seven uncorrelated systematic sources which are propagated to the cross-section measurements individually. This combined uncertainty is typically 0.1–0.5% except in the invariant mass regions neighbouring the $Z$-peak where it reaches 1%.

### 7.3.2 Reconstruction and identification efficiencies

The reconstruction and identification efficiencies of electrons are determined from data using various tag-and-probe methods in $Z$ and $J/\psi$ decays, following the prescription in reference [58] with certain improvements and adjustments for the 2012 conditions [68]. The uncertainties arise from variations in the tag-and-probe selection and the background subtraction methods. The correlated systematic uncertainty is taken from the RMS of all variations, separately for the reconstruction and identification efficiency sources, and propagated using the pseudo-experiment method.

The influence of the identification efficiency uncertainty is found to be 0.2–0.4% increasing for larger $|\cos \theta^e|$, and up to 2% at low $m_{ee}$. The reconstruction efficiency uncertainty translates into a variation of the measured cross section which is generally below 0.2% but as large as 0.4% at low $m_{ee}$.

### 7.3.3 Trigger efficiency

The trigger efficiency is measured in both the data and MC simulation using a tag-and-probe method in $Z \rightarrow e^+e^-$ decays and is composed of a statistical uncorrelated component which is small, and a correlated piece which is propagated using the pseudo-experiment method. The resulting uncertainty in the cross section amounts to approximately 0.5% at low $m_{ee}$ but decreases to approximately 0.1% for $m_{ee} > 116$ GeV.
7.3.4 Charge misidentification

The electron charge is determined from the sign of the curvature of the associated ID track. Bremsstrahlung radiation and subsequent conversion of the radiated photons can lead to misidentification of the charge. This is measured in $Z$ boson decays in which one lepton has an incorrectly reconstructed charge. Such events are selected by requiring the electron pair to possess the same electric charge and an invariant mass to be near $m_Z$, consistent with a $Z$ boson decay. The resulting correlated uncertainty is propagated with the offset method and found to be less than 0.2% everywhere.

7.3.5 Multijet background

Uncertainties in the multijet estimation arise from the sample size used in the method, the subtracted signal and EW contamination, the shape of the multijet distribution, and the range of the isolation distribution used. The subtracted top quark and diboson contamination is varied coherently within the theoretical cross-section uncertainties. The subtracted signal contamination is varied by ±5%. The shape of the multijet distribution is varied by relaxing the same-sign charge requirement in the case of the central electron channel, and using the transverse energy $E_T^e$ of the forward electron as an alternative discriminant in the high rapidity electron channel. The range of the isolation distribution used is varied by ±15%.

The variations made to account for systematic uncertainties in the method lead to changes in the estimated multijet yield in the central electron channel. The variations in the multijet yields range from about 10% at low $m_{ee}$ and $\cos \theta^* \sim 0$, to more than 100% in regions where the nominal multijet yield is small, e.g. at large $|\cos \theta^*|$ and high $m_{ee}$.

The uncorrelated statistical component is propagated to the measured cross sections with the bootstrap replica method. The remaining two correlated components are propagated with the offset method, which when summed in quadrature amount to a measurement uncertainty of less than 0.1% of the cross section, except at low $m_{ee}$ and large $|\cos \theta^*|$ where it grows to almost 1% in the central electron channel.

In the high rapidity channel the multijet yields range from 15% to more than 100% due to systematic uncertainties in the method. At small $\cos \theta^*$ and high invariant masses where the signal contribution is suppressed, the expected multijet background can be very large, as noted in section 5.2. Here, the systematic uncertainty in the multijet background is 20–70% depending on $|y_{ee}|$, resulting in a measurement uncertainty of 30% or greater when propagated to the triple-differential cross section.

7.4 High rapidity electron channel

The high rapidity electron analysis differs from the central electron channel measurement by requiring one electron to be in the forward region $2.5 < |\eta^e| < 4.9$ where there is no tracking system, which leads to larger background contamination. This is compensated for by the addition of an isolation requirement on the central electron, and more restrictive identification requirements (see section 4.2) on the central and forward electrons. The technique used to calibrate the forward calorimeters is also different, and the impact of
potential charge misidentification is different. Since the charge can be measured only for the central electron, the impact of misidentification is to swap the sign of $\cos \theta^*$. Each of these leads to additional sources of systematic uncertainty which are discussed in the following.

The energy scale and resolution corrections for forward electrons lead to correlated sources of uncertainty propagated using the offset method. They arise from changes in the event selection used to perform the calibration as well as variations of the methodology. The influence of the scale uncertainty on the measurement is about 1% but can reach 5% at high $|\cos \theta^*|$. The resolution uncertainty amounts to 0.1–0.3% increasing to 3–5% at large $|\cos \theta^*|$ and off-peak mass bins.

The uncertainty in the cross-section measurement due to the identification efficiency of forward electrons is considered to be correlated across the measurement bins and is estimated using the pseudo-experiment method. It amounts to about 1% uncertainty in the cross section.

The efficiency of the isolation selection for central electrons is derived using a tag-and-probe method in central $Z \to e^+e^-$ decays and is well described by the simulation. The resulting uncertainty in the cross section is negligible.

To verify that the modelling of the $W+\text{jet}$ background does not affect the estimation of the total fake lepton background in the high rapidity channel, its normalisation is varied by 60% (as motivated by reference [18]) and the fit of the multijet background is repeated. Since the shape of the $E_T$ distribution is similar for the $W+\text{jet}$ and multijet backgrounds, the total fake lepton background remains almost invariant for the off-peak regions while for the peak mass bins the variation is small compared to the multijet background uncertainty.

### 7.5 Central rapidity muon channel

Uncertainties related to the muon momentum scale and resolution, and the efficiencies of the muon trigger, reconstruction, and isolation and impact parameter selections are all studied using $Z \to \mu^+\mu^-$ events, and in some cases $J/\psi \to \mu^+\mu^-$ events are also used. The efficiencies are determined using a tag-and-probe method. The largest contributions to the systematic uncertainty in the measurements typically arise from the reconstruction efficiency and isolation efficiency modelling, and from the muon momentum scale calibration.

#### 7.5.1 Momentum scale and resolution

Corrects to the muon momentum scale and resolution are obtained from fits to the $Z \to \mu^+\mu^-$ and $J/\psi \to \mu^+\mu^-$ lineshapes with scale and resolution parameters derived in local detector regions [60]. These sources are separated into 12 correlated components for the resolution in fine $\eta^\mu$ bins and one correlated component for the momentum scale. Uncertainties in the momentum scale arising from the methodology, and uncertainties in the ID material simulation, muon angle reconstruction, and alignment are propagated using the offset method. They result in a systematic uncertainty correlated in $\eta^\mu$ bins of the measured cross sections of typically 0.3%, increasing for larger $|y_{\mu\mu}|$, $|\cos \theta^*|$, and $m_{\mu\mu}$.
to 2%. The correlated resolution uncertainty has a small influence on the measurement and is also propagated with the offset method.

The influence of residual misalignments is estimated from two sources. The first arises from the statistical uncertainty of the alignment corrections derived using $Z \rightarrow \mu^+\mu^-$ data and is considered uncorrelated. This component is propagated to the cross section using the pseudo-experiment method, and is separated into 84 uncorrelated components. The second source accounts for biases in the correction method, and is defined as the difference between the corrections derived for data and simulation in bins of $\eta^\mu$. This uncertainty is separated into 40 correlated components. After propagating this correlated source to the cross section using the pseudo-experiment method, the resulting uncertainty is found to be about 0.2%, increasing significantly with $|\cos \theta^\mu|$ at large $|y_{\mu\mu}|$.

7.5.2 Reconstruction efficiency

The uncertainty due to the muon reconstruction efficiency is parameterised as a function of $\eta^\mu$ and $p_T^\mu$ [60] and is decomposed into correlated and uncorrelated parts. The uncertainty is propagated to the cross section using the offset and pseudo-experiment methods for the correlated and uncorrelated components, respectively. The correlated component has an uncertainty of 0.1%, which corresponds to an uncertainty in the measured cross section of 0.2–0.4%.

7.5.3 Trigger efficiency

The efficiency corrections for single-muon and dimuon triggers are obtained using the tag-and-probe method as described in reference [61]. They are parameterised in terms of muon pseudorapidity $\eta^\mu$, azimuthal angle $\phi^\mu$, and electric charge. The correlated uncertainty components arise from the background contamination, a possible residual dependence on muon $p_T^\mu$, and an uncertainty based on the event topology, which are propagated using the offset method. The uncorrelated statistical uncertainty is propagated to the cross section using the pseudo-experiment method. Events selected with the single-muon triggers ($p_T^\mu > 25$ GeV) cover most of the kinematic range of the measurement, whereas the dimuon triggers supplement the selection at low $m_{\mu\mu}$ and have somewhat larger uncertainties. This translates into a correlated uncertainty in the measured cross section which is typically 0.1% where the single-muon triggers are used, and can reach 0.6% at large $|\cos \theta^\mu|$ in the lowest $m_{\mu\mu}$ bin.

7.5.4 Isolation and impact parameter efficiency

Muon isolation and impact parameter selection efficiencies give rise to additional systematic uncertainties and are estimated together. The sources considered include the remaining background contamination, the residual variation in $\eta^\mu$, and a possible bias from the event topology estimated by varying the azimuthal opening angle between the two muons used in the tag-and-probe method. The resulting correlated cross-section uncertainty determined with the pseudo-experiment method is found to be typically 0.2%, rising to 0.5% at high $m_{\mu\mu}$.
7.5.5 Multijet background

The uncertainty in the multijet background estimate comes from several sources. The uncorrelated statistical uncertainty of the control regions is propagated using the bootstrap replica method and can be significant, in particular from the isolated same-charge control sample. The subtracted top quark and diboson contamination in the control regions is varied coherently within the theoretical cross-section uncertainties given in section 3. The subtracted signal contamination is varied by ±5%. The correlated uncertainty in the shape of the $|y_{\mu\mu}|$ and $|\cos \theta^*|$ spectra is determined from the RMS of these distributions in five regions of increasing non-isolation of the muon pairs obtained from the control regions. The final contribution comes from the fit extrapolation of the background estimate into the signal region and is assessed by varying the range of the fit. Systematic components lead to changes in the multijet yields of 15% to 30% of the expected signal contribution. This is largest in the regions of large $|\cos \theta^*|$. The variations can be up to 60% for large $|\cos \theta^*|$ and large $|y_{\mu\mu}|$.

Both the shape and extrapolation uncertainties are propagated to the cross section using the offset method and dominate the total uncertainty. The combined uncertainty in the background estimate when propagated to the cross-section measurement is below 0.1% in all measurement bins except in the lowest $m_{\mu\mu}$ bin where it reaches 1% at large $|\cos \theta^*|$ and small $|y_{\mu\mu}|$.

7.6 Systematic uncertainties common to all channels

The systematic uncertainties common to all three channels are derived using identical methods. With the exception of the statistical uncertainties arising from the MC samples used, which are uncorrelated between the measurement channels, common systematic uncertainties are assumed to be fully correlated between the channels. The dominant common uncertainty is the uncertainty in the luminosity measurement.

7.6.1 Top, diboson, $W+$jet, $Z$=!, and photon-induced background normalisation

The normalisation uncertainties considered for these background sources arise from variations in the PDFs, $\alpha_S$, and the QCD scales used in the theoretical predictions. The normalisation uncertainty in the top quark background, which is dominated by $t\bar{t}$ production, is taken to be 6% following the PDF4LHC prescription [69]. The uncertainty includes scale and $\alpha_S$ variations and also takes into account the uncertainty in the top-quark mass. Diboson ($WW$, $WZ$ and $ZZ$) production is another important background source for which the normalisation uncertainties are about 10%. See reference [17] for additional information on the normalisation uncertainties of the various Monte Carlo samples used.

The background contributions from $W+$jet processes are assigned a normalisation uncertainty of 5% for the central rapidity measurements. For the high rapidity electron channel, where $W+$jet is a dominant background, a variation of 60% is considered (see section 7.4).

The background contribution from $Z/\gamma^* \rightarrow \tau\tau$ decays is assigned a normalisation uncertainty of 5%. The photon-induced background is assigned an uncertainty of 40%,
derived by calculating the photon-induced contribution in a constituent and a current mass scheme for the quark [41], and taking the magnitude of the difference between either scheme and their average [13]. In all cases the normalisation uncertainties are propagated to the final cross sections using the offset method.

7.6.2 Unfolding bias

The simulation used as an initial prior in the unfolding process could lead to a potential bias in the measured cross sections. This potential bias is quantified by varying the predictions within theoretical uncertainties. The PDF bias is probed using signal MC events reweighted to each of the 26 different eigenvector variations of the CT10 PDF set in the determination of \( \mathcal{M} \). For each variation the change in the unfolded cross section is found to be much smaller than the change in the predicted cross section using each eigenvector PDF set. Changing the PDF set can alter the predicted cross section by up to a few percent but the influence on the unfolded result is less than 0.1%. Furthermore, the change in the unfolded result, using one to five iterations of unfolding, is much smaller than the total uncertainty in the data. This study is repeated by reweighting the signal MC events to different values of the scattering amplitude coefficient \( A_4 = \frac{3}{5} A_{FB} \), which is proportional to \( \sin^2 \theta_W \). A variation of ±0.01 is used, corresponding to a maximum change of 0.5% in the cross-section prior, which results in a change in the unfolded cross section of less than 0.1%. These studies show that potential biases are small for five iterations or less.

A potential overestimate or underestimate of the statistical and systematic uncertainties of the measurement due to the chosen number of unfolding iterations is also studied. Tests of the statistical uncertainty are performed using pseudo-data generated using an alternative PDF. Ultimately, two unfolding iterations are used for the final cross-section determination. This number has a negligible bias due to the initial prior and produces a negligible bias in the data statistical and systematic uncertainties.

7.6.3 MC modelling

The \( Z \) boson \( p_T \) distribution is not well modelled in MC simulation and could influence the measurement. The potential bias is estimated by reweighting the signal MC events to the observed data spectrum at reconstruction-level. This reweighted MC sample is used to unfold the cross section and the difference to the nominal measurement is taken as the uncertainty, which is typically below 0.1%, rising to about 1% at large |cos\( \theta^* \)| and large |\( y_{\ell\ell} \)|.

Adjustments to the reweighting of the scattering amplitude coefficients in the Powheg MC sample are found to have negligible impact on the measured cross sections.

The MC simulations used for modelling the underlying event and parton shower processes are not explicitly studied here, but are only expected to influence this measurement via the lepton isolation selection efficiencies. Studies presented in reference [18] indicate that such effects are small.
7.6.4 PDF uncertainty

As discussed in section 6, the response matrix $\mathcal{M}$ also includes a small acceptance interpolation from the measured region to the fiducial region. These acceptance corrections differ in each of the three measurement channels due to $\eta^{e,\mu}$ gaps in the detector. The corrections are 5–10% but can be larger in certain bins of the triple-differential cross-section measurement. The PDF uncertainties due to these acceptance corrections are estimated using the CT10 PDF eigenvector set at 68% confidence level. They are found to be small, with uncertainties on the order of 0.1% or below for most cross-section measurement bins in the electron channel. In the high rapidity electron channel the uncertainty is also found to be small, except at large $|\cos \theta^*|$ where it can reach 0.6%. The uncertainty evaluated in the muon channel is found to be about 0.5% at low $m_{\mu\mu}$, negligible for $m_{\mu\mu}$ at $m_Z$, and reaches 0.6% for large $|\cos \theta^*|$ and large $|y_{\mu\mu}|$.

7.6.5 Luminosity

The uncertainty in the integrated luminosity is 1.9%, which is derived following the methodology detailed in reference [70]. This is fully correlated across all measurement bins and analysis channels.

7.7 Summary of measurement uncertainties

Tables 2–4 present the contributions of the individual uncertainties discussed above for each channel in selected analysis bins. The influence of the experimental systematic uncertainties on the measurements of $d^3\sigma$ can be divided into three regions of $m_{\ell\ell}$ — below the resonance peak, on the peak region, and above the resonance. In the electron channels, the largest measurement uncertainties arise from background and efficiency correction uncertainties at low and high $m_{\ell\ell}$. In the peak region the uncertainty is dominated by the energy scale sources. The muon channel precision is limited by the background uncertainty at low $m_{\ell\ell}$, and by both the momentum scale and misalignment uncertainties in the peak region. At larger invariant mass the uncertainties related to the muon reconstruction and isolation efficiency also become important.
Table 2. Central rapidity electron channel uncertainties in selected bins. All uncertainties quoted are in units of percent, relative to the measured differential correction section. The uncertainties are separated into those which are bin-to-bin correlated within a single channel (marked “cor”) and those which are uncorrelated (marked “unc”). The sources are the uncertainties arising from the data sample size ($\delta_{\text{stat}}$); the signal MC sample size ($\delta_{\text{sys}}$); the sizes of the background MC samples ($\delta_{\text{bkg}}$); the statistical component of the multijet estimation ($\delta_{\text{unc}}$); the combined normalisation component of all background MC samples ($\delta_{\text{bkg}}$); the multijet estimation ($\delta_{\text{H1}}$); the electron energy scale ($\delta_{\text{cor}}$) and resolution ($\delta_{\text{rec}}$); the reconstruction ($\delta_{\text{rec}}$), identification ($\delta_{\text{cor}}$), and trigger efficiencies ($\delta_{\text{trig}}$); the electron charge misidentification ($\delta_{\text{muid}}$); the $K$-factors ($\delta_{\text{fac}}$); the Z boson $p_T$ modelling ($\delta_{\text{pdf}}$); and the total measurement uncertainty ($\delta_{\text{tot}}$).

| Bin | $m_{ee}$ [GeV] | $|y_{ee}|$ | $\cos \theta^*$ | $\delta_{\text{stat}}$ | $\delta_{\text{sys}}$ | $\delta_{\text{bkg}}$ | $\delta_{\text{unc}}$ | $\delta_{\text{cor}}$ | $\delta_{\text{rec}}$ | $\delta_{\text{rec}}$ | $\delta_{\text{rec}}$ | $\delta_{\text{rec}}$ | $\delta_{\text{rec}}$ | $\delta_{\text{cor}}$ | $\delta_{\text{cor}}$ | $\delta_{\text{cor}}$ | $\delta_{\text{tot}}$ |
|-----|----------------|-----------|----------------|-----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 1   | 46.66          | 0.0 0.2   | $-1.0 , -0.7$ | 2.4 3.4 3.1 1.9 | 5.2 5.2 5.7 0.5 | 0.5 0.7 0.5 2.5 | 0.7 0.2 0.7 0.2 | 0.0 0.0 0.0 2.8 | 0.0 0.0 0.9 2.7 | 0.0 0.2 0.2 0.7 |
| 2   | 46.66          | 0.0 0.2   | $-0.7 , -0.4$ | 2.3 0.8 1.2 0.9 | 1.1 2.0 0.2 0.2 | 0.5 2.7 0.9 0.0 | 0.0 0.0 0.0 0.4 | 0.0 0.0 0.0 0.4 | 0.0 0.0 0.0 0.4 | 0.0 0.0 0.0 0.4 |
| 3   | 46.66          | 0.0 0.2   | $-0.4 , 0.0$  | 1.4 0.5 0.9 0.4 | 0.9 0.9 0.3 0.1 | 0.3 1.9 0.3 0.0 | 0.0 0.0 0.0 0.4 | 0.0 0.0 0.0 0.4 | 0.0 0.0 0.0 0.4 | 0.0 0.0 0.0 0.4 |
| 4   | 46.66          | 0.0 0.2   | $0.0 , 0.4$   | 1.4 0.5 0.8 0.5 | 0.9 0.9 0.3 0.1 | 0.3 1.9 0.3 0.0 | 0.0 0.0 0.0 0.4 | 0.0 0.0 0.0 0.4 | 0.0 0.0 0.0 0.4 | 0.0 0.0 0.0 0.4 |
| 5   | 46.66          | 0.0 0.2   | $0.4 , 0.7$   | 2.2 0.8 0.9 0.9 | 1.1 2.0 0.2 0.1 | 0.5 2.6 0.8 0.0 | 0.0 0.0 0.0 0.1 | 0.0 0.0 0.0 0.1 | 0.0 0.0 0.0 0.1 | 0.0 0.0 0.0 0.1 |
| 6   | 46.66          | 0.0 0.2   | $0.7 , 1.0$   | 6.7 2.3 4.8 3.1 | 1.8 4.9 0.5 0.5 | 2.6 0.7 0.1 0.1 | 0.0 0.0 0.0 0.1 | 0.0 0.0 0.0 0.1 | 0.0 0.0 0.0 0.1 | 0.0 0.0 0.0 0.1 |
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Table 3. High rapidity electron uncertainty in selected bins. All uncertainties quoted are in units of percent, relative to the measured differential cross section. Bins with blank entries (‘\(\_\)’) are those that have been omitted from the measurement due to a lack of expected events. The uncertainties are separated into those which are bin-to-bin correlated within a single channel (marked “cor”) and those which are uncorrelated (marked “unc”). The sources are the uncertainties arising from the data sample size (\(\delta_{\text{unc}}\)); the signal MC sample size (\(\delta_{\text{sig}}\)); the sizes of the background MC samples (\(\delta_{\text{bkgr}}\)); the statistical component of the multijet estimation (\(\delta_{\text{m}}\)); the combined correlated (normalisation) component of all background MC samples (\(\delta_{\text{bkgr}}\)); the multijet estimation (\(\delta_{\text{m}}\)); the electron energy scale (\(\delta_{\text{elec}}\)) and resolution (\(\delta_{\text{res}}\)); the forward electron energy scale (\(\delta_{\text{em}}\)); the reconstruction (\(\delta_{\text{rec}}\)), identification (\(\delta_{\text{id}}\)), trigger (\(\delta_{\text{trig}}\)), isolation (\(\delta_{\text{iso}}\)), and forward identification efficiencies (\(\delta_{\text{id}}\)); the electron charge misidentification (\(\delta_{\text{m}}\)); the K-factors (\(\delta_{\text{K}}\)); the Z boson \(p_{T}\) modelling (\(\delta_{\text{ptz}}\)); the PDF variation (\(\delta_{\text{pdf}}\)); and the total measurement uncertainty (\(\delta_{\text{tot}}\)). The luminosity uncertainty is not included in these tables.
Table 4. Central rapidity muon channel uncertainties in selected bins. All uncertainties quoted
are in units of percent, relative to the measured differential cross section. The uncertainties are
separated into those which are bin-to-bin correlated within a single channel (marked “cor”) and
those which are uncorrelated (marked “unc”). The sources are the uncertainties arising from the
data sample size (Δ\text{stat}); the multijet estimation (Δ\text{mj}); the reconstruction (Δ\text{rec}); the
PDF variation (Δ\text{pdf}); and the total measurement uncertainty (Δ\text{tot}). The luminosity uncertainty is not included
in these tables.
8 Results

In the two invariant mass bins in the region $80 < m_{\ell\ell} < 102$ GeV, the measurement of $d^3\sigma$ in the central electron channel achieves a total uncertainty (excluding the luminosity contribution) of 1–2% per bin. In the muon channel the precision is better than 1%. In both cases the measurement precision is dominated by the experimental systematic uncertainties, compared to a data statistical uncertainty of about 0.5% per bin in this high-precision region. In the high rapidity electron channel, the precision of the measurement reaches 2–3% per bin, of which the statistical uncertainty is about 0.5%.

The data tables provided in this paper contain compact summaries of the measurement uncertainties; however, complete tables with the full breakdown of all systematic uncertainties and their correlated components are provided in HEPData [71, 72]. These complete tables also include the correction factors used to translate the unfolded measurements from the dressed-level to the Born-level as discussed in section 6.

8.1 Combination of the central rapidity electron and muon channels

The central rapidity electron and muon measurement channels are defined with a common fiducial region given in section 6 and therefore are combined to further reduce the experimental uncertainties. A $\chi^2$-minimisation technique is used to combine the cross sections [73–75]. This method introduces a nuisance parameter for each systematic error source which contributes to the total $\chi^2$. The sources of uncertainty considered are discussed in section 7. Correlated sources of uncertainty which are propagated with the pseudo-experiment or bootstrap resampling methods can be represented in covariance matrix form for each source. The covariance matrices are decomposed into eigenvector representations as input to the $\chi^2$-minimisation function. For each covariance matrix the eigenvectors are sorted by the magnitude of their corresponding eigenvalues. The largest of the eigenvalues are added in order of decreasing value until their sum exceeds a certain fraction of the sum of all eigenvalues, $f_{\text{eig}}$. At which point the correlation information for the eigenvectors whose eigenvalues were not included in the sum is ignored and the eigenvectors are added in quadrature to form a diagonal uncorrelated uncertainty matrix. The resulting numbers of nuisance parameters depends on the complexity of the correlation pattern and on $f_{\text{eig}}$, for which values between 99% and 20% are chosen depending on the source.

This method of decomposition can accurately describe the full covariance matrix, and simultaneously reduce the number of nuisance parameters. The method preserves the total uncertainty and marginally enhances the uncorrelated component of the uncertainty by construction. The original and decomposed covariance matrices are compared and found to agree well such that the combined results are found to be stable in terms of $\chi^2$ and the central values and their uncertainties when $f_{\text{eig}}$ is varied around the chosen value in a wide range.

Bin-to-bin correlated sources of uncertainty which are also correlated between the two measurement channels share common nuisance parameters, and are listed in section 7.6. In total, 275 nuisance parameters are used in the procedure. The behaviour of the uncertainties with respect to the combined cross-section values can lead to non-Gaussian
distributions of the nuisance parameters. For example, sources related to the selection efficiencies are expected to be proportional to the combined cross-section value, i.e. have multiplicative behaviour; sources related to background subtraction are expected to be independent of the combined cross section and therefore have an additive behaviour. Finally, data statistical sources are expected to be proportional to the square-root of the combined cross section, and have Poisson-like behaviour even after unfolding.

The combination of the central electron and muon channels introduces shifts and constraints to the nuisance parameters. These shifts are propagated to high rapidity electron channel measurement but only have a small impact on this channel since it is dominated by the forward calorimeter uncertainties. The combination of the electron and muon channel cross-section measurements results in a χ² per degree of freedom (dof) of 489/451 (p-value of 10%). The pulls of the individual channel measurements to the combined data are found to be Gaussian-distributed about zero with unit RMS. They do not indicate any trends as a function of the kinematic variables. The pulls of the nuisance parameters are similarly found to be Gaussian-distributed about zero with a somewhat larger width of 1.18. Only six nuisance parameters have shifts exceeding three standard deviations, which are sources related to the calibration of the electromagnetic calorimeter, and the source describing the normalisation of the Z → ττ background MC sample. These particular sources have negligible impact on the measurement.

8.2 Compatibility tests and integrated measurements

In the following subsections, the triple-differential cross sections measured in each of the three channels are compared to one another. The compatibility of the combined data with published ATLAS DY measurements made using the same 2012 dataset is briefly discussed. Moreover, the combined triple-differential cross section is integrated to produce single- and double-differential cross sections which are then compared to theoretical predictions.

8.2.1 Compatibility of the central and high rapidity measurements

The measurements performed in the central electron and muon channels are compared with the high rapidity analysis to test for compatibility. The measurements are made in two different fiducial regions and therefore a common fiducial volume is defined within which the comparison is made. This volume is chosen to be 66 < m_{ll} < 150 GeV, p_{T}^{ll} > 20 GeV, and no requirement is made on the pseudorapidity of the lepton. The comparison is performed in the overlapping |y_{ll}| bins of the central and high rapidity analyses.

The corresponding acceptance corrections are obtained from the Powheg simulation for each individual measurement bin. Bins with extrapolation factors smaller than 0.1 are excluded from this test, since they correspond to very restricted regions of phase space. Such regions are subject to large modelling uncertainties, in particular the uncertainty associated with modelling the Z boson transverse momentum. In each bin, the sum of the extrapolation factors for the central and high rapidity channels are found to be close to 80%, indicating that the two sets of measurements cover most of the phase space for 66 < m_{ll} < 150 GeV and p_{T}^{ll} > 20 GeV. A second calculation of the extrapolation factors to the full phase space (i.e. p_{T}^{ll} > 0 GeV) has an uncertainty of 1.5%. This is assumed to be
strongly anti-correlated between the factors for the central and high rapidity channels since
the sum of factors is close to unity. Therefore, an additional 1\% anti-correlated uncertainty
in the extrapolation factors is used.

The uncertainties arising from electron efficiency corrections are taken to be uncor-
related between the central and high rapidity electron channels since they use different
identification criteria and triggers. The multijet uncertainty is also taken to be uncorre-
lated. The $\chi^2$/dof of the compatibility test is found to be 32/30 (p-value of 37\%) for the
electron channel and 39/30 (p-value of 13\%) for the muon channel.

8.2.2 Compatibility with published data

The cross-section measurements in the central electron and muon channels partially over-
lap with published DY measurements from ATLAS using the same data set. They are
differential measurements of the Z boson transverse momentum spectrum [16] and of the
high-mass DY cross section for $m_{\ell\ell} > 116$ GeV [17]. The compatibility of the data pre-
sent here with these two published measurements has been tested in identical fiducial
regions, separately for the electron and muon channels. The measurements are in good
agreement with each other.

The reader is referred to [16] where the most precise measurements of integrated and
$p_T$-differential $Z$ cross sections were made in the fiducial region $p_T^\ell > 20$ GeV and $|y^\ell| < 2.4$.

For cross sections differential in $m_{\ell\ell}$ and $|y_{\ell\ell}|$ in the region $m_{\ell\ell} > 116$ GeV, see the
results presented in reference [17]. These measurements are given in the fiducial region of
$p_T^\ell > 40, 30$ GeV for leading and subleading leptons, and $|y^\ell| < 2.5$. Note that the published
cross sections include the $\gamma\gamma \rightarrow \ell^+\ell^-$ process.

For cross sections measured in the region $m_{\ell\ell} < 116$ GeV and differential in $m_{\ell\ell}$ and
$|y_{\ell\ell}|$, the data presented in this paper should be used.

8.2.3 Integrated cross sections

The combined measurements are integrated over the kinematic variables $\cos \theta^*$ and $y_{\ell\ell}$ in
order to determine the cross section $d\sigma/dm_{\ell\ell}$. Similarly, the integration is performed in
$\cos \theta^*$ to determine the cross section $d^2\sigma/dm_{\ell\ell}dy_{\ell\ell}$. The integration is firstly performed
for the electron and muon channels separately to allow a $\chi^2$-test for compatibility of the
two channels. The measurements are simply summed in the $e$ and $\mu$ channels for the bins
in which both electron and muon measurements are present. Statistical and uncorrelated
uncertainties are added in quadrature, whereas correlated systematic uncertainties are
propagated linearly. The compatibility tests return $\chi^2$/dof = 12.8/7 (p-value of 7.7\%) for the
one-dimensional cross section, and 103/84 (p-value of 7.4\%) for the two-dimensional
cross section.

The integrated cross sections $d\sigma/dm_{\ell\ell}$ and $d^2\sigma/dm_{\ell\ell}dy_{\ell\ell}$ are determined from the
combined Born-level fiducial triple-differential cross sections. The one-dimensional result
is shown in figure 5. The corresponding table of measurements is given in table 5 located in
the appendix. The data shows that the combined Born-level fiducial cross section falls by
three orders of magnitude in the invariant mass region from the resonant peak to 200 GeV.
The data have an uncertainty of about 2\%, dominated by the luminosity uncertainty of
1.9%, while uncertainties from the experimental systematic sources can be as low as 0.5% for the peak region. The statistical precision is 0.5% or better, even for the highest invariant mass bin. The fiducial measurements are well predicted by the NLO QCD and parton shower simulation from Powheg partially corrected for NNLO QCD and NLO EW effects, and scattering amplitude coefficients as described in section 3. The uncertainties in the predictions include those arising from the sample size and the PDF variations. No renormalization, factorisation and matching scale variation uncertainties are included although they can be sizeable — as large as 5% for NLO predictions. Except in the lowest mass bin, the predictions underestimate the cross section by about 1–2% (smaller than the luminosity uncertainty), as seen in the lower panel of the figure which shows the ratio of prediction to measurement.

The two-dimensional Born-level fiducial cross section, \( \frac{d^2 \sigma}{d \eta d \ell} \), is illustrated in figure 6 and listed in table 6 of the appendix. In each measured invariant mass bin, the shape of the rapidity distribution shows a plateau at small \( |\eta| \) leading to a broad shoulder followed by a cross section falling to zero at the highest accessible \( |\eta| \). The width of the plateau narrows with increasing \( m_{\ell\ell} \). In the two high-precision \( Z \)-peak mass bins, the measured cross-section values have a total uncertainty (excluding the common luminosity uncertainty) of 0.4% for \( |\eta| < 1 \) rising to 0.7% at \( |\eta| = 2.4 \). At high invariant mass, the statistical and experimental uncertainty components contribute equally.
The theoretical predictions replicate the features in the data well. The lower panel of each figure shows the ratio of the prediction to the measurement. Here, in addition to overall rate difference already observed in the one-dimensional distribution, a small tendency of the data to exceed the predictions at the highest $|y_{|\ell\ell|}$ can be seen in some of the mass bins.

Figure 6. The combined Born-level fiducial cross section $d^2\sigma/dm_{\ell\ell}|y_{|\ell\ell|}$ in the seven invariant mass bins of the central measurements. The data are shown as solid markers and the prediction from Powheg including NNLO QCD and NLO EW $K$-factors is shown as the solid line. The lower panel shows the ratio of prediction to measurement. The inner error bars represent the data statistical uncertainty and the solid band shows the total experimental uncertainty. The contribution to the uncertainty from the luminosity measurement is excluded. The hatched band represents the statistical and PDF uncertainties in the prediction.
8.3 Triple-differential cross sections

The combined triple-differential Born-level cross section is shown in figures 7–10. For each invariant mass bin, the data are presented as a function of $|y_{\ell\ell}|$, with each of the six $\cos \theta^*$ regions overlaid in the main panel of the figures. The lower panels show in more detail the ratio of the prediction to the data for each $\cos \theta^*$ bin in turn. The statistical and total, excluding the contribution from the luminosity, uncertainties in the data are shown in the ratio panels.

The accessible range of the $|y_{\ell\ell}|$ distribution is largest for the region close to $\cos \theta^* \approx 0$, and smallest at the extremes of $\cos \theta^*$. In the lowest invariant mass bin, the cross-section measurements in $\cos \theta^*$ bins with the same absolute value, e.g. bins $-1.0 < \cos \theta^* < -0.7$ and $+0.7 < \cos \theta^* < +1.0$, are consistent with each other at low $|y_{\ell\ell}| \approx 0$, but exhibit an asymmetry which increases with $|y_{\ell\ell}|$. At large $|y_{\ell\ell}|$, the cross sections for $\cos \theta^* < 0$ are up to 35% larger than the corresponding measurements at $\cos \theta^* > 0$. In the $66 < m_{\ell\ell} < 80$ GeV bin, all cross sections are larger, for large $|\cos \theta^*|$ in particular, due to reduced influence of the fiducial selection on $p_T$. The next two invariant mass bins show the peak of the cross section where the asymmetry is smallest. In fact, for $80 < m_{\ell\ell} < 91$ GeV the difference between $\cos \theta^* > 0$ and $\cos \theta^* < 0$ is close to zero. The dramatic improvement in the overall precision of the measurements in this region is also apparent. For the $91 < m_{\ell\ell} < 102$ GeV region, the small asymmetry is observed to change sign, yielding larger cross sections for the $\cos \theta^* < 0$ part of the phase space. This behaviour is expected from the interference effects between the $Z$ and $\gamma^*$ contributions to the scattering amplitudes. For bins of higher invariant mass the asymmetry increases albeit with larger uncertainties due to the limited statistical precision of the data. The combined measurement is listed in table 7 with its uncertainties.

The predictions describe the data very well, as can be seen from the ratio panels, apart from some bins at large $|y_{\ell\ell}|$ and $|\cos \theta^*|$. These bins correspond to edges of the fiducial acceptance and may be affected by the $p_{T,\ell\ell}$ modelling uncertainties which are not shown for the predictions.

In figures 11–15 the measured triple differential Born-level cross section for the high rapidity electron channel analysis is presented as a function of $\cos \theta^*$. In this channel the region of small $|\cos \theta^*|$ is experimentally accessible only for moderate values of rapidity, i.e. $|y_{\ell\ell}| \approx 2.0–2.8$. Nevertheless the same features of the cross section are observed: the cross sections are largest for the region $m_{\ell\ell} \sim m_Z$; an asymmetry in the $\cos \theta^*$ spectrum is observed with larger cross sections at negative $\cos \theta^*$ for $m_{\ell\ell} < m_Z$, and larger cross sections at positive $\cos \theta^*$ for $m_{\ell\ell} > m_Z$; the magnitude of the asymmetry is smallest for $80 < m_{\ell\ell} < 91$ GeV and increases with $m_{\ell\ell}$. The triple-differential measurement is listed in table 8 with its uncertainties.
Figure 7. The combined Born-level fiducial cross sections $d^3\sigma$. The kinematic region shown is labelled in each plot. The data are shown as solid ($\cos\theta^* < 0$) and open ($\cos\theta^* > 0$) markers and the prediction from Powheg including NNLO QCD and NLO EW $K$-factors is shown as the solid line. The difference, $\Delta\sigma$, between the predicted cross sections in the two measurement bins at equal $|\cos\theta^*|$ symmetric around $\cos\theta^* = 0$ is represented by the hatched shading. In each plot, the lower panel shows the ratio of prediction to measurement. The inner error bars represent the statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The contribution to the uncertainty from the luminosity measurement is excluded. The crosshatched band represents the statistical and PDF uncertainties in the prediction.
Figure 8. The combined Born-level fiducial cross sections $d^3\sigma$. The kinematic region shown is labelled in each plot. The data are shown as solid ($\cos\theta^* < 0$) and open ($\cos\theta^* > 0$) markers and the prediction from Powheg including NNLO QCD and NLO EW $K$-factors is shown as the solid line. The difference, $\Delta\sigma$, between the predicted cross sections in the two measurement bins at equal $|\cos\theta^*|$ symmetric around $\cos\theta^* = 0$ is represented by the hatched shading. In each plot, the lower panel shows the ratio of prediction to measurement. The inner error bars represent the statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The contribution to the uncertainty from the luminosity measurement is excluded. The crosshatched band represents the statistical and PDF uncertainties in the prediction.
Figure 9. The combined Born-level fiducial cross sections $d^3\sigma$. The kinematic region shown is labelled in each plot. The data are shown as solid ($\cos\theta^* < 0$) and open ($\cos\theta^* > 0$) markers and the prediction from Powheg including NNLO QCD and NLO EW $K$-factors is shown as the solid line. The difference, $\Delta\sigma$, between the predicted cross sections in the two measurement bins at equal $|\cos\theta^*|$ symmetric around $\cos\theta^* = 0$ is represented by the hatched shading. In each plot, the lower panel shows the ratio of prediction to measurement. The inner error bars represent the statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The contribution to the uncertainty from the luminosity measurement is excluded. The crosshatched band represents the statistical and PDF uncertainties in the prediction.
Figure 10. The combined Born-level fiducial cross sections $d^3 \sigma$. The kinematic region shown is labelled in each plot. The data are shown as solid ($\cos \theta^* < 0$) and open ($\cos \theta^* > 0$) markers and the prediction from Powheg including NNLO QCD and NLO EW $K$-factors is shown as the solid line. The difference, $\Delta \sigma$, between the predicted cross sections in the two measurement bins at equal $|\cos \theta^*|$ symmetric around $\cos \theta^* = 0$ is represented by the hatched shading. In each plot, the lower panel shows the ratio of prediction to measurement. The inner error bars represent the statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The contribution to the uncertainty from the luminosity measurement is excluded. The crosshatched band represents the statistical and PDF uncertainties in the prediction.
Figure 11. The high rapidity electron channel Born-level fiducial cross section $d^3\sigma$. The kinematic region shown is labelled in each plot. The data are shown as solid markers and the prediction from Powheg including NNLO QCD and NLO EW $K$-factors is shown as the solid line. In each plot, the lower panel shows the ratio of prediction to measurement. The inner error bars represent the statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The contribution from the uncertainty of the luminosity measurement is excluded. The hatched band represents the statistical and PDF uncertainties in the prediction.
Figure 12. The high rapidity electron channel Born-level fiducial cross section $d^3\sigma$. The kinematic region shown is labelled in each plot. The data are shown as solid markers and the prediction from Powheg including NNLO QCD and NLO EW $K$-factors is shown as the solid line. In each plot, the lower panel shows the ratio of prediction to measurement. The inner error bars represent the statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The contribution from the uncertainty of the luminosity measurement is excluded. The hatched band represents the statistical and PDF uncertainties in the prediction.
Figure 13. The high rapidity electron channel Born-level fiducial cross section $d^3\sigma$. The kinematic region shown is labelled in each plot. The data are shown as solid markers and the prediction from Powheg including NNLO QCD and NLO EW $K$-factors is shown as the solid line. In each plot, the lower panel shows the ratio of prediction to measurement. The inner error bars represent the statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The contribution from the uncertainty of the luminosity measurement is excluded. The hatched band represents the statistical and PDF uncertainties in the prediction.
Figure 14. The high rapidity electron channel Born-level fiducial cross section $d^3\sigma$. The kinematic region shown is labelled in each plot. The data are shown as solid markers and the prediction from Powheg including NNLO QCD and NLO EW $K$-factors is shown as the solid line. In each plot, the lower panel shows the ratio of prediction to measurement. The inner error bars represent the statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The contribution from the uncertainty of the luminosity measurement is excluded. The hatched band represents the statistical and PDF uncertainties in the prediction.
Figure 15. The high rapidity electron channel Born-level fiducial cross section $d^3\sigma$. The kinematic region shown is labelled in each plot. The data are shown as solid markers and the prediction from Powheg including NNLO QCD and NLO EW $K$-factors is shown as the solid line. In each plot, the lower panel shows the ratio of prediction to measurement. The inner error bars represent the statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The contribution from the uncertainty of the luminosity measurement is excluded. The hatched band represents the statistical and PDF uncertainties in the prediction.
8.4 Forward-backward asymmetry

The effect of parity violation in Z boson decays is more clearly visible in the forward-backward asymmetry, \( A_{FB} \), derived from the cross-section measurements of \( d^3\sigma \). The combined Born-level cross sections are used to determine \( A_{FB} \) in the region \( 0 < |y_{\ell\ell}| < 2.4 \) by summing the measurement bins for \( \cos \theta^* > 0 \) and for \( \cos \theta^* < 0 \) and calculating the asymmetry according to equation (1.3).

The uncorrelated uncertainty in \( A_{FB} \) is determined using standard error propagation. The correlated uncertainty is determined for each source in turn by coherently shifting \( d^3\sigma \) by the associated correlated uncertainty and calculating the difference to the nominal value of \( A_{FB} \). Finally, the total uncertainty in \( A_{FB} \) is taken as the sum in quadrature of the correlated and uncorrelated components. The uncertainties in \( A_{FB} \) are significantly reduced, especially the correlated uncertainties such as the electron energy scale and resolution. The total uncertainty is dominated by the data statistical uncertainty everywhere. An experimental uncertainty of \( 1 \times 10^{-3} \) is reached for the combined measurement, and \( 4 \times 10^{-3} \) for the high rapidity electron channel measurement. In the high-precision region of \( 80 < m_{\ell\ell} < 102 \) GeV the largest systematic uncertainty contributions are from the MC sample size (which are a factor two smaller than the data statistical uncertainty) and the lepton scale contributions, which are an order of magnitude smaller. At low \( m_{\ell\ell} \) the uncorrelated and statistical contributions from the background sources are also of comparable size. Summary tables of these measurements are given in tables 9 and 10 in the appendix.

The measurements of \( A_{FB} \) are shown in figure 16 for the combined data. The data are compared to a Born-level prediction from Powheg including \( K \)-factors for NNLO QCD and NLO EW corrections. The value of \( \sin^2 \theta_{\text{eff}} \) used in the simulation is 0.23113 [76]. The measured asymmetry is found to generally increase with \( m_{\ell\ell} \) from a negative to a positive asymmetry which is close to zero near \( m_{\ell\ell} = m_Z \). The magnitude of \( A_{FB} \) is smallest for \( |y_{\ell\ell}| = 0 \) and increases to a maximum in the region \( 1.0 < |y_{\ell\ell}| < 2.0 \), before decreasing at larger rapidity. This is expected from the effect of dilution and the unknown direction of the incident \( q \) on an event-by-event basis. At larger \( |y_{\ell\ell}| \), and hence larger \( x \), the influence of the higher-momentum valence \( u \)- and \( d \)-quarks becomes increasingly apparent through the longitudinal boost in the valence direction. This allows a correct determination of the \( q \) direction to be made on average and is well modelled by the Powheg prediction. At even larger \( |y_{\ell\ell}| \) in the combined measurements the maximum of \( |A_{FB}| \) decreases again due to the limited acceptance of the detector in \( \eta^{\mu} \).

The measurements of \( A_{FB} \) in the high rapidity electron channel analysis, which is expected to be more sensitive to the asymmetry, are presented in figure 17. Qualitatively, the asymmetry shows behaviour similar to that seen in the combined measurement: the asymmetry increases with \( m_{ee} \) and values of \( |A_{FB}| \) reaching 0.7 are observed at the highest \( |y_{ee}| \) where the influence of dilution is smallest. As was the case in the combined measurement, the high rapidity \( A_{FB} \) measurement is well-described by the Powheg prediction.
Figure 16. Forward-backward asymmetry, $A_{FB}$, determined from the combined Born-level fiducial cross section. The kinematic region shown is labelled in each plot. The data are shown as solid markers and the error bars represent the total experimental uncertainty. The prediction from Powheg including NNLO QCD and NLO EW $K$-factors is shown as the solid line and the hatched band represents the statistical and PDF uncertainties in the prediction.
Figure 17. Forward-backward asymmetry, $A_{FB}$, determined from the high rapidity electron Born-level fiducial cross section. The kinematic region shown is labelled in each plot. The data are shown as solid markers and the error bars represent the total experimental uncertainty. The prediction from Powheg including NNLO QCD and NLO EW $\mathcal{K}$-factors is shown as the solid line and the hatched band represents the statistical and PDF uncertainties in the prediction.
9 Conclusion

The triple-differential Drell-Yan production cross section $d^3\sigma/dm_{\ell\ell} dy_{\ell\ell} d\cos \theta^*$ is measured in the range $46 < m_{\ell\ell} < 200 \text{ GeV}$ and $|y_{\ell\ell}| < 2.4$ for electron and muon pairs. The measurements are extended to high rapidity in the electron channel up to $|y_{ee}| = 3.6$ in the mass range $66 < m_{\ell\ell} < 150 \text{ GeV}$. The analysis uses $20.2 \text{ fb}^{-1}$ of $pp$ collision data at $\sqrt{s} = 8 \text{ TeV}$ collected in 2012 by the ATLAS detector at the LHC. The central rapidity measurement channels are combined taking into account the systematic uncertainty correlations. Their combination achieves an experimental precision of better than 0.5%, excluding the overall uncertainty in the luminosity measurement of 1.9%.

The combined cross sections are integrated to produce the single- and double-differential cross sections $d\sigma/dm_{\ell\ell}$ and $d^2\sigma/dm_{\ell\ell} dy_{\ell\ell}$. The fiducial cross sections are compared to a theoretical prediction calculated using Powheg at NLO with matched leading-logarithm parton showers. The calculation is approximately corrected for NNLO QCD effects and for additional higher-order electroweak effects applied as a function of $m_{\ell\ell}$. The single- and double-differential measurements are well described by the prediction. Having applied corrections to the scattering amplitude coefficients in Powheg the prediction also provides a good description of the triple-differential measurements.

The measured cross sections are used to determine the forward-backward asymmetry $A_{FB}$ as a function of dilepton invariant mass and rapidity. The Powheg predictions enhanced with NNLO QCD and NLO EW $K$-factors describe the observed behaviour of $A_{FB}$ well.
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A Data tables

Summary tables of $d^3\sigma/dm_\ell dl_\ell |y_\ell|d\cos\theta^*$ cross sections and $A_{FB}$ are given in this appendix. Tables containing the complete breakdown of systematic uncertainties are available in HEPData [71, 72].

A.1 Integrated cross-section tables

<table>
<thead>
<tr>
<th>$m_\ell$ [GeV]</th>
<th>$d\sigma/dm_\ell$ [pb/GeV]</th>
<th>$\delta_{\text{stat}}$ [%]</th>
<th>$\delta_{\text{syst}}$ [%]</th>
<th>$\delta_{\text{unc}}$ [%]</th>
<th>$\delta_{\text{cor}}$ [%]</th>
<th>$\delta_{\text{total}}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>46, 66</td>
<td>$7.61 \times 10^{-1}$</td>
<td>0.2</td>
<td>0.1</td>
<td>0.9</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>66, 80</td>
<td>1.13</td>
<td>0.1</td>
<td>0.1</td>
<td>0.4</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>80, 91</td>
<td>21.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>91, 102</td>
<td>25.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>102, 116</td>
<td>$8.25 \times 10^{-1}$</td>
<td>0.2</td>
<td>0.1</td>
<td>0.4</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>116, 150</td>
<td>$1.64 \times 10^{-1}$</td>
<td>0.3</td>
<td>0.1</td>
<td>0.7</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>150, 200</td>
<td>$3.66 \times 10^{-2}$</td>
<td>0.5</td>
<td>0.2</td>
<td>1.3</td>
<td>1.4</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. The combined Born-level single-differential cross section $d\sigma/dm_\ell$. The measurements are listed together with the statistical ($\delta_{\text{stat}}$), uncorrelated systematic ($\delta_{\text{syst}}$), correlated systematic ($\delta_{\text{cor}}$), and total ($\delta_{\text{total}}$) uncertainties. The luminosity uncertainty of 1.9% is not shown and not included in the overall systematic and total uncertainties.
| $m_{\ell\ell}$ [GeV] | $|y_{\ell\ell}|$ | $d^2\sigma/dm_{\ell\ell}dy_{\ell\ell}$ [pb/GeV] | $\delta_{\text{stat}}$ [%] | $\delta_{\text{uncorr}}$ [%] | $\delta_{\text{corr}}$ [%] | $\delta_{\text{total}}$ [%] |
|-------------------|-----------------|-----------------------------|-----------------|----------------|----------------|----------------|
| 46.66             | 0.0, 0.2        | 1.85 × 10^{-1}             | 0.6             | 0.4            | 1.0            | 1.2            |
| 46.66             | 0.2, 0.4        | 1.87 × 10^{-1}             | 0.6             | 0.5            | 1.0            | 1.2            |
| 46.66             | 0.4, 0.6        | 1.86 × 10^{-1}             | 0.6             | 0.4            | 0.9            | 1.2            |
| 46.66             | 0.8, 1.0        | 1.87 × 10^{-1}             | 0.6             | 0.4            | 0.9            | 1.2            |
| 46.66             | 1.0, 1.2        | 1.88 × 10^{-1}             | 0.6             | 0.4            | 0.9            | 1.1            |
| 66.80             | 0.0, 0.2        | 3.05 × 10^{-1}             | 0.4             | 0.2            | 0.4            | 0.6            |
| 66.80             | 0.2, 0.4        | 3.02 × 10^{-1}             | 0.4             | 0.2            | 0.4            | 0.6            |
| 66.80             | 0.4, 0.6        | 3.02 × 10^{-1}             | 0.4             | 0.2            | 0.4            | 0.6            |
| 66.80             | 0.6, 0.8        | 3.01 × 10^{-1}             | 0.4             | 0.2            | 0.4            | 0.6            |
| 66.80             | 0.8, 1.0        | 2.95 × 10^{-1}             | 0.4             | 0.2            | 0.4            | 0.6            |
| 66.80             | 1.0, 1.2        | 2.93 × 10^{-1}             | 0.4             | 0.2            | 0.4            | 0.6            |
| 80.91             | 0.0, 0.2        | 6.00                       | 0.1             | 0.0            | 0.2            | 0.2            |
| 80.91             | 0.2, 0.4        | 6.00                       | 0.1             | 0.0            | 0.2            | 0.2            |
| 80.91             | 0.4, 0.6        | 5.97                       | 0.1             | 0.1            | 0.2            | 0.2            |
| 80.91             | 0.6, 0.8        | 5.93                       | 0.1             | 0.0            | 0.2            | 0.2            |
| 80.91             | 0.8, 1.0        | 5.87                       | 0.1             | 0.1            | 0.2            | 0.3            |
| 80.91             | 1.0, 1.2        | 5.66                       | 0.1             | 0.1            | 0.2            | 0.3            |
| 91.102            | 0.0, 0.2        | 7.08                       | 0.1             | 0.1            | 0.2            | 0.2            |
| 91.102            | 0.2, 0.4        | 7.04                       | 0.1             | 0.1            | 0.2            | 0.2            |
| 91.102            | 0.4, 0.6        | 7.01                       | 0.1             | 0.1            | 0.2            | 0.2            |
| 91.102            | 0.6, 0.8        | 6.98                       | 0.1             | 0.0            | 0.2            | 0.2            |
| 91.102            | 0.8, 1.0        | 6.90                       | 0.1             | 0.0            | 0.2            | 0.2            |
| 91.102            | 1.0, 1.2        | 6.60                       | 0.1             | 0.1            | 0.2            | 0.2            |
| 102.116           | 0.0, 0.2        | 2.38 × 10^{-1}             | 0.5             | 0.2            | 0.3            | 0.7            |
| 102.116           | 0.2, 0.4        | 2.39 × 10^{-1}             | 0.5             | 0.2            | 0.3            | 0.7            |
| 102.116           | 0.4, 0.6        | 2.35 × 10^{-1}             | 0.5             | 0.2            | 0.3            | 0.7            |
| 102.116           | 0.6, 0.8        | 2.33 × 10^{-1}             | 0.5             | 0.3            | 0.4            | 0.7            |
| 102.116           | 0.8, 1.0        | 2.29 × 10^{-1}             | 0.5             | 0.3            | 0.4            | 0.7            |
| 102.116           | 1.0, 1.2        | 2.16 × 10^{-1}             | 0.5             | 0.3            | 0.4            | 0.7            |
| 116.150           | 0.0, 0.2        | 4.84 × 10^{-2}             | 0.8             | 0.3            | 0.8            | 1.2            |
| 116.150           | 0.2, 0.4        | 4.79 × 10^{-2}             | 0.8             | 0.3            | 0.8            | 1.2            |
| 116.150           | 0.4, 0.6        | 4.74 × 10^{-2}             | 0.8             | 0.3            | 0.8            | 1.2            |
| 116.150           | 0.6, 0.8        | 4.77 × 10^{-2}             | 0.8             | 0.3            | 0.8            | 1.2            |
| 116.150           | 0.8, 1.0        | 4.54 × 10^{-2}             | 0.8             | 0.3            | 0.7            | 1.1            |
| 116.150           | 1.0, 1.2        | 4.23 × 10^{-2}             | 0.8             | 0.4            | 0.6            | 1.1            |
| 150.200           | 0.0, 0.2        | 1.11 × 10^{-2}             | 1.6             | 0.6            | 1.8            | 2.4            |
| 150.200           | 0.2, 0.4        | 1.10 × 10^{-2}             | 1.5             | 0.7            | 1.8            | 2.4            |
| 150.200           | 0.4, 0.6        | 1.08 × 10^{-2}             | 1.5             | 0.6            | 1.7            | 2.3            |
| 150.200           | 0.6, 0.8        | 1.07 × 10^{-2}             | 1.5             | 0.5            | 1.5            | 2.2            |
| 150.200           | 0.8, 1.0        | 9.98 × 10^{-3}             | 1.6             | 0.5            | 1.3            | 2.1            |
| 150.200           | 1.0, 1.2        | 9.22 × 10^{-3}             | 1.6             | 0.6            | 1.2            | 2.1            |

Table 6. The combined Born-level double-differential cross section $d^2\sigma/dm_{\ell\ell}dy_{\ell\ell}$. The measurements are listed together with the statistical ($\delta_{\text{stat}}$), uncorrelated systematic ($\delta_{\text{uncorr}}$), correlated systematic ($\delta_{\text{corr}}$), and total ($\delta_{\text{total}}$) uncertainties. The luminosity uncertainty of 1.9% is not shown and not included in the overall systematic and total uncertainties.
## A.2 Triple-differential cross-section tables

| Bin | $m_{Z^0}$ [GeV] | $|y_{Z^0}|$ | $cos^2\theta_{Z^0}$ | $d\sigma^1$ [pb/GeV]$^2$ | $d\sigma^2$ [pb/GeV]$^2$ | $d\sigma^3$ [pb/GeV]$^2$ | $d\sigma^4$ [pb/GeV]$^2$ | $d\sigma^5$ [pb/GeV]$^2$ | $d\sigma^6$ [pb/GeV]$^2$ |
|-----|----------------|------------|---------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1   | 46.66          | 0.0 -0.2    | -0.7               | 1.42 x 10^-6    | 4.0              | 5.1              | 4.6              | 0.0             | 0.0             |
| 2   | 46.66          | 0.0 -0.2    | -0.2               | 1.42 x 10^-6    | 1.1              | 1.4              | 1.4              | 0.0             | 0.0             |
| 3   | 46.66          | 0.0 -0.4    | 0.0                | 1.4 x 10^-6     | 1.0              | 0.9              | 1.5              | 4.6              | 0.0             |
| 4   | 46.66          | 0.0 -0.4    | -0.7               | 1.4 x 10^-6     | 3.9              | 2.1              | 4.8              | 12.0             | 0.0             |
| 5   | 46.66          | 0.0 -0.4    | -0.2               | 1.4 x 10^-6     | 1.1              | 1.2              | 2.2              | 11.1             | 0.0             |
| 6   | 46.66          | 0.0 -0.4    | 0.0                | 1.4 x 10^-6     | 1.0              | 0.8              | 1.5              | 10.0             | 0.0             |
| 7   | 46.66          | 0.0 -0.4    | -0.7               | 1.35 x 10^-6    | 4.5              | 3.3              | 1.9              | 5.9              | 4.2             |
| 8   | 46.66          | 0.0 -0.4    | -0.2               | 1.35 x 10^-6    | 1.4              | 1.1              | 2.0              | 17.1             | 1.6             |
| 9   | 46.66          | 0.0 -0.4    | 0.0                | 1.35 x 10^-6    | 0.9              | 0.7              | 0.9              | 1.1              | 0.0             |
| 10  | 46.66          | 0.0 -0.7    | -0.7               | 1.50 x 10^-6    | 4.0              | 2.8              | 1.5              | 24.6             | 4.1             |
| 11  | 46.66          | 0.0 -0.7    | -0.2               | 1.50 x 10^-6    | 1.4              | 1.0              | 1.1              | 23.6             | 1.5             |
| 12  | 46.66          | 0.0 -0.7    | 0.0                | 1.50 x 10^-6    | 0.9              | 0.7              | 1.4              | 18.8             | 1.0             |
| 13  | 46.66          | 0.0 -0.7    | -0.7               | 1.50 x 10^-6    | 4.0              | 2.8              | 1.5              | 24.6             | 4.1             |
| 14  | 46.66          | 0.0 -0.7    | -0.2               | 1.50 x 10^-6    | 1.4              | 1.0              | 1.1              | 23.6             | 1.5             |
| 15  | 46.66          | 0.0 -0.7    | 0.0                | 1.50 x 10^-6    | 0.9              | 0.7              | 1.4              | 18.8             | 1.0             |
| 16  | 46.66          | 0.0 -0.7    | -0.7               | 1.50 x 10^-6    | 4.0              | 2.8              | 1.5              | 24.6             | 4.1             |
| 17  | 46.66          | 0.0 -0.7    | -0.2               | 1.50 x 10^-6    | 1.4              | 1.0              | 1.1              | 23.6             | 1.5             |
| 18  | 46.66          | 0.0 -0.7    | 0.0                | 1.50 x 10^-6    | 0.9              | 0.7              | 1.4              | 18.8             | 1.0             |
| 19  | 46.66          | 0.0 -0.7    | -0.7               | 1.50 x 10^-6    | 4.0              | 2.8              | 1.5              | 24.6             | 4.1             |
| 20  | 46.66          | 0.0 -0.7    | -0.2               | 1.50 x 10^-6    | 1.4              | 1.0              | 1.1              | 23.6             | 1.5             |
| 21  | 46.66          | 0.0 -0.7    | 0.0                | 1.50 x 10^-6    | 0.9              | 0.7              | 1.4              | 18.8             | 1.0             |

### Footnotes:
- JHEP12(2017)059
Table 7. The combined Born-level triple-differential cross section $d^3\sigma/dm_1d\eta_1d|\vec{y}|d\cos\theta^*$. The measurements are listed together with the statistical ($s^{\text{stat}}$), uncorrelated systematic ($s^{\text{unstat}}$), correlated systematic ($s^{\text{corr}}$), and total ($s^{\text{total}}$) uncertainties. The luminosity uncertainty of 1.9% is not shown and not included in the overall systematic and total uncertainties.
<table>
<thead>
<tr>
<th>Bin</th>
<th>m_{\phi^0} [GeV]</th>
<th>\cos \beta^*</th>
<th>\Delta \sigma [pb/GeV]</th>
<th>\Delta \phi^0 [rad]</th>
<th>\Delta \phi^0_{\text{sys}} [rad]</th>
<th>\Delta \phi^0_{\text{total}} [rad]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>66.80</td>
<td>0.126</td>
<td>0.15</td>
<td>0.07</td>
<td>0.10</td>
<td>0.15</td>
</tr>
<tr>
<td>2</td>
<td>68.00</td>
<td>0.116</td>
<td>0.14</td>
<td>0.06</td>
<td>0.09</td>
<td>0.13</td>
</tr>
<tr>
<td>3</td>
<td>69.00</td>
<td>0.108</td>
<td>0.13</td>
<td>0.05</td>
<td>0.08</td>
<td>0.12</td>
</tr>
</tbody>
</table>

... (table continues)
Table 8. The high rapidity electron channel Born-level triple-differential cross section $d^3\sigma/dm_e dm_e^2|dY|d\cos\theta^*$. The measurements are listed together with the statistical ($\delta^{\text{stat}}$), uncorrelated systematic ($\delta^{\text{syst}_{\text{unc}}}$), correlated systematic ($\delta^{\text{syst}_{\text{cor}}}$), and total ($\delta^{\text{Total}}$) uncertainties. The luminosity uncertainty of 1.9% is not shown and not included in the overall systematic and total uncertainties.
### A.3 Forward-backward asymmetry tables

| $|\Delta y_{eB}|$ | $m_{eB}$ [GeV] | $A_{FB}$ | $\Delta^{stat}$ | $\Delta^{syst}$ | $\delta_{FB}$ [GeV] | $\Delta^{syst}_{unc}$ | $\Delta^{syst}_{cor}$ | $\Delta^{total}$ |
|-----------------|----------------|----------|---------------|---------------|-----------------|---------------------|---------------------|------------------|
| 0.0 | 0.2 | 0.04 | 0.2 | 0.8 | 1.0 | 1.0 | 1.0 | 1.0 |
| 0.0 | 0.3 | 0.4 | 0.3 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 |
| 0.0 | 0.4 | 0.6 | 0.4 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 |
| 0.0 | 0.5 | 0.8 | 0.5 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 |
| 0.0 | 0.6 | 1.0 | 0.6 | 1.1 | 1.1 | 1.1 | 1.1 | 1.1 |
| 0.0 | 0.7 | 1.2 | 0.7 | 1.3 | 1.3 | 1.3 | 1.3 | 1.3 |
| 0.0 | 0.8 | 1.4 | 0.8 | 1.5 | 1.5 | 1.5 | 1.5 | 1.5 |
| 0.0 | 0.9 | 1.6 | 0.9 | 1.7 | 1.7 | 1.7 | 1.7 | 1.7 |
| 0.0 | 1.0 | 1.8 | 1.0 | 1.9 | 1.9 | 1.9 | 1.9 | 1.9 |
| 0.1 | 0.2 | 0.2 | 0.2 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 |
| 0.1 | 0.3 | 0.4 | 0.3 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 |
| 0.1 | 0.4 | 0.6 | 0.4 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 |
| 0.1 | 0.5 | 0.8 | 0.5 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 |
| 0.1 | 0.6 | 1.0 | 0.6 | 1.1 | 1.1 | 1.1 | 1.1 | 1.1 |
| 0.1 | 0.7 | 1.2 | 0.7 | 1.3 | 1.3 | 1.3 | 1.3 | 1.3 |
| 0.1 | 0.8 | 1.4 | 0.8 | 1.5 | 1.5 | 1.5 | 1.5 | 1.5 |
| 0.1 | 0.9 | 1.6 | 0.9 | 1.7 | 1.7 | 1.7 | 1.7 | 1.7 |
| 0.1 | 1.0 | 1.8 | 1.0 | 1.9 | 1.9 | 1.9 | 1.9 | 1.9 |
| 0.2 | 0.2 | 0.2 | 0.2 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 |
| 0.2 | 0.3 | 0.4 | 0.3 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 |
| 0.2 | 0.4 | 0.6 | 0.4 | 0.7 | 0.7 | 0.7 | 0.7 | 0.7 |
| 0.2 | 0.5 | 0.8 | 0.5 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 |
| 0.2 | 0.6 | 1.0 | 0.6 | 1.1 | 1.1 | 1.1 | 1.1 | 1.1 |
| 0.2 | 0.7 | 1.2 | 0.7 | 1.3 | 1.3 | 1.3 | 1.3 | 1.3 |
| 0.2 | 0.8 | 1.4 | 0.8 | 1.5 | 1.5 | 1.5 | 1.5 | 1.5 |
| 0.2 | 0.9 | 1.6 | 0.9 | 1.7 | 1.7 | 1.7 | 1.7 | 1.7 |
| 0.2 | 1.0 | 1.8 | 1.0 | 1.9 | 1.9 | 1.9 | 1.9 | 1.9 |

Table 9. The asymmetry $A_{FB}$ determined from the combined triple-differential cross-section measurements. The measurements are listed together with the statistical ($\Delta^{stat}$), uncorrelated systematic ($\Delta^{syst}_{unc}$), correlated systematic ($\Delta^{syst}_{cor}$), and total ($\Delta^{total}$) uncertainties.
<table>
<thead>
<tr>
<th>(y_{ee})</th>
<th>(m_{ee}) [GeV]</th>
<th>(A_{FB})</th>
<th>(\Delta_{\text{stat}})</th>
<th>(\Delta_{\text{syst}})</th>
<th>(\Delta_{\text{cor}})</th>
<th>(\Delta_{\text{total}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2, 1.6</td>
<td>66, 80</td>
<td>(-2.44 \times 10^{-1})</td>
<td>(4.4 \times 10^{-2})</td>
<td>(5.9 \times 10^{-2})</td>
<td>(2.5 \times 10^{-2})</td>
<td>(7.8 \times 10^{-2})</td>
</tr>
<tr>
<td>1.2, 1.6</td>
<td>80, 91</td>
<td>(8.57 \times 10^{-3})</td>
<td>(6.2 \times 10^{-3})</td>
<td>(4.6 \times 10^{-3})</td>
<td>(3.6 \times 10^{-3})</td>
<td>(8.5 \times 10^{-3})</td>
</tr>
<tr>
<td>1.2, 1.6</td>
<td>91, 102</td>
<td>(7.03 \times 10^{-2})</td>
<td>(5.7 \times 10^{-3})</td>
<td>(4.1 \times 10^{-3})</td>
<td>(4.9 \times 10^{-3})</td>
<td>(8.6 \times 10^{-3})</td>
</tr>
<tr>
<td>1.2, 1.6</td>
<td>102, 116</td>
<td>(2.78 \times 10^{-1})</td>
<td>(2.6 \times 10^{-2})</td>
<td>(3.4 \times 10^{-2})</td>
<td>(2.6 \times 10^{-2})</td>
<td>(5.0 \times 10^{-2})</td>
</tr>
<tr>
<td>1.2, 1.6</td>
<td>116, 150</td>
<td>(4.43 \times 10^{-1})</td>
<td>(4.2 \times 10^{-2})</td>
<td>(6.0 \times 10^{-2})</td>
<td>(1.1 \times 10^{-1})</td>
<td>(1.3 \times 10^{-1})</td>
</tr>
<tr>
<td>1.6, 2.0</td>
<td>66, 80</td>
<td>(-2.32 \times 10^{-1})</td>
<td>(1.7 \times 10^{-2})</td>
<td>(1.9 \times 10^{-2})</td>
<td>(1.1 \times 10^{-2})</td>
<td>(2.7 \times 10^{-2})</td>
</tr>
<tr>
<td>1.6, 2.0</td>
<td>80, 91</td>
<td>(3.08 \times 10^{-3})</td>
<td>(3.3 \times 10^{-3})</td>
<td>(2.3 \times 10^{-3})</td>
<td>(2.5 \times 10^{-3})</td>
<td>(4.7 \times 10^{-3})</td>
</tr>
<tr>
<td>1.6, 2.0</td>
<td>91, 102</td>
<td>(7.30 \times 10^{-2})</td>
<td>(3.2 \times 10^{-3})</td>
<td>(2.1 \times 10^{-3})</td>
<td>(1.8 \times 10^{-3})</td>
<td>(4.2 \times 10^{-3})</td>
</tr>
<tr>
<td>1.6, 2.0</td>
<td>102, 116</td>
<td>(3.09 \times 10^{-1})</td>
<td>(1.6 \times 10^{-2})</td>
<td>(1.6 \times 10^{-2})</td>
<td>(1.3 \times 10^{-2})</td>
<td>(2.6 \times 10^{-2})</td>
</tr>
<tr>
<td>1.6, 2.0</td>
<td>116, 150</td>
<td>(4.83 \times 10^{-1})</td>
<td>(2.6 \times 10^{-2})</td>
<td>(3.7 \times 10^{-2})</td>
<td>(6.5 \times 10^{-2})</td>
<td>(7.9 \times 10^{-2})</td>
</tr>
<tr>
<td>2.0, 2.4</td>
<td>66, 80</td>
<td>(-2.89 \times 10^{-1})</td>
<td>(1.2 \times 10^{-2})</td>
<td>(1.4 \times 10^{-2})</td>
<td>(1.3 \times 10^{-2})</td>
<td>(2.3 \times 10^{-2})</td>
</tr>
<tr>
<td>2.0, 2.4</td>
<td>80, 91</td>
<td>(-9.15 \times 10^{-3})</td>
<td>(2.8 \times 10^{-3})</td>
<td>(2.1 \times 10^{-3})</td>
<td>(1.7 \times 10^{-3})</td>
<td>(3.9 \times 10^{-3})</td>
</tr>
<tr>
<td>2.0, 2.4</td>
<td>91, 102</td>
<td>(8.43 \times 10^{-2})</td>
<td>(2.7 \times 10^{-3})</td>
<td>(1.9 \times 10^{-3})</td>
<td>(2.7 \times 10^{-3})</td>
<td>(4.3 \times 10^{-3})</td>
</tr>
<tr>
<td>2.0, 2.4</td>
<td>102, 116</td>
<td>(3.40 \times 10^{-1})</td>
<td>(1.3 \times 10^{-2})</td>
<td>(1.3 \times 10^{-2})</td>
<td>(1.6 \times 10^{-2})</td>
<td>(2.5 \times 10^{-2})</td>
</tr>
<tr>
<td>2.0, 2.4</td>
<td>116, 150</td>
<td>(4.93 \times 10^{-1})</td>
<td>(2.1 \times 10^{-2})</td>
<td>(2.7 \times 10^{-2})</td>
<td>(6.5 \times 10^{-2})</td>
<td>(7.3 \times 10^{-2})</td>
</tr>
<tr>
<td>2.4, 2.8</td>
<td>66, 80</td>
<td>(-3.26 \times 10^{-1})</td>
<td>(1.1 \times 10^{-2})</td>
<td>(1.1 \times 10^{-2})</td>
<td>(1.7 \times 10^{-2})</td>
<td>(2.3 \times 10^{-2})</td>
</tr>
<tr>
<td>2.4, 2.8</td>
<td>80, 91</td>
<td>(-4.68 \times 10^{-3})</td>
<td>(2.6 \times 10^{-3})</td>
<td>(2.2 \times 10^{-3})</td>
<td>(2.4 \times 10^{-3})</td>
<td>(4.2 \times 10^{-3})</td>
</tr>
<tr>
<td>2.4, 2.8</td>
<td>91, 102</td>
<td>(1.11 \times 10^{-1})</td>
<td>(2.6 \times 10^{-3})</td>
<td>(2.5 \times 10^{-3})</td>
<td>(2.1 \times 10^{-3})</td>
<td>(4.1 \times 10^{-3})</td>
</tr>
<tr>
<td>2.4, 2.8</td>
<td>102, 116</td>
<td>(4.29 \times 10^{-1})</td>
<td>(1.2 \times 10^{-2})</td>
<td>(1.3 \times 10^{-2})</td>
<td>(1.8 \times 10^{-2})</td>
<td>(2.6 \times 10^{-2})</td>
</tr>
<tr>
<td>2.4, 2.8</td>
<td>116, 150</td>
<td>(5.98 \times 10^{-1})</td>
<td>(1.8 \times 10^{-2})</td>
<td>(2.3 \times 10^{-2})</td>
<td>(3.3 \times 10^{-2})</td>
<td>(4.4 \times 10^{-2})</td>
</tr>
<tr>
<td>2.8, 3.6</td>
<td>66, 80</td>
<td>(-4.73 \times 10^{-1})</td>
<td>(1.1 \times 10^{-2})</td>
<td>(1.4 \times 10^{-2})</td>
<td>(2.7 \times 10^{-2})</td>
<td>(3.2 \times 10^{-2})</td>
</tr>
<tr>
<td>2.8, 3.6</td>
<td>80, 91</td>
<td>(-8.07 \times 10^{-3})</td>
<td>(2.8 \times 10^{-3})</td>
<td>(2.7 \times 10^{-3})</td>
<td>(2.3 \times 10^{-3})</td>
<td>(4.5 \times 10^{-3})</td>
</tr>
<tr>
<td>2.8, 3.6</td>
<td>91, 102</td>
<td>(1.55 \times 10^{-1})</td>
<td>(2.7 \times 10^{-3})</td>
<td>(2.7 \times 10^{-3})</td>
<td>(5.0 \times 10^{-3})</td>
<td>(6.2 \times 10^{-3})</td>
</tr>
<tr>
<td>2.8, 3.6</td>
<td>102, 116</td>
<td>(5.51 \times 10^{-1})</td>
<td>(1.1 \times 10^{-2})</td>
<td>(1.1 \times 10^{-2})</td>
<td>(4.5 \times 10^{-2})</td>
<td>(4.8 \times 10^{-2})</td>
</tr>
<tr>
<td>2.8, 3.6</td>
<td>116, 150</td>
<td>(7.15 \times 10^{-1})</td>
<td>(1.9 \times 10^{-2})</td>
<td>(2.3 \times 10^{-2})</td>
<td>(4.8 \times 10^{-2})</td>
<td>(5.7 \times 10^{-2})</td>
</tr>
</tbody>
</table>

Table 10. The asymmetry \(A_{FB}\) determined from the high rapidity electron channel triple-differential cross-section measurement. The measurement is listed together with the statistical (\(\Delta_{\text{stat}}\)), uncorrelated systematic (\(\Delta_{\text{syst}}\)), correlated systematic (\(\Delta_{\text{cor}}\)), and total (\(\Delta_{\text{total}}\)) uncertainties.
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