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Abstract

For a continuous random variable $Z$, testing conditional independence $X \perp Y | Z$ is known to be a particularly hard problem. It constitutes a key ingredient of many constraint-based causal discovery algorithms. These algorithms are often applied to datasets containing binary variables, which indicate the ‘context’ of the observations, e.g. a control or treatment group within an experiment. In these settings, conditional independence testing with $X$ or $Y$ binary (and the other continuous) is paramount to the performance of the causal discovery algorithm. To our knowledge no nonparametric ‘mixed’ conditional independence test currently exists, and in practice tests that assume all variables to be continuous are used instead. In this paper we aim to fill this gap, as we combine elements of Holmes et al. [2015] and Teymur and Filippi [2020] to propose a novel Bayesian nonparametric conditional two-sample test. Applied to the Local Causal Discovery algorithm, we investigate its performance on both synthetic and real-world data, and compare with state-of-the-art conditional independence tests.

1 INTRODUCTION

Conditional independence testing is a fundamental ingredient of many causal inference algorithms such as the PC algorithm [Spirtes et al., 1993], FCI [Spirtes et al., 1999], and the Local Causal Discovery algorithm [Cooper, 1997]. These algorithms can be proven to be complete, sound, or have other desired properties, but these proofs often invoke the use of an ‘oracle’ for determining conditional independence between variables. In practice, the applicability and performance of the algorithm heavily relies on the reliability of the conditional independence test that is being used. Consequently, incorporating any prior knowledge of the variables involved into the choice of conditional independence test can be desirable.

One way of incorporating prior knowledge is by tailoring the conditional independence tests for $X \perp Y | Z$ on whether the variables involved are discrete or continuous. In the case that the conditioning variable $Z$ is continuous, conditional independence testing is known to be a particularly hard problem [Shah and Peters, 2020] and further specifying whether $X$ and $Y$ are continuous or discrete can be beneficial. For the parametric setting multiple ‘mixed’ tests are available [Scutari, 2010, Andrews et al., 2018, Sedgewick et al., 2019]. For the nonparametric setting, recent literature proposes multiple tests where $X$ and $Y$ are both assumed to be discrete or both continuous, but to our knowledge no nonparametric test for either $X$ or $Y$ discrete (and the other continuous) currently exists.

Such a ‘mixed’ conditional independence test has a particularly important role in constraint-based causal discovery algorithms that are applied to datasets which are formed by merging datasets from different contexts [Mooij et al., 2020]. Such a context may for example be whether certain chemicals have been added to a system of proteins (as in Section 3.3), or may be the country of residence of a respondent in an international survey. When certain features of interest (system variables) have been measured in different contexts, these measurements can be gathered into a single dataset by adding one or several (often discrete) context variables to the dataset, encoding the context that the observation originates from. Merging datasets in this manner may render certain causal relations identifiable, and may improve the reliability of the conditional independence tests due to an increasing sample size [Mooij et al., 2020]. Among the continuous conditional independence tests is a recently proposed Bayesian nonparametric test by Teymur and Filippi [2020] which extends a continuous marginal independence test [Filippi and Holmes, 2017] by utilising conditional optional Pólya tree priors [Ma, 2017]. Although
this conditional independence test performs well on data originating from continuous distributions, the prior is mis-
specified in the case of combinations of discrete and continu-
ous variables. Subsequently, the test has close to zero recall when applied to certain datasets consisting of combinations of discrete and continuous variables.

In this paper we focus on the simplified case of testing $X \perp Y | Z$, where $Z$ and either $X$ or $Y$ is continuous, and the other is binary. We propose a Bayesian nonparametric conditional two-sample test by combining elements of the two-sample test by Holmes et al. [2015] and the continu-
ous conditional independence test by Teymur and Filippi [2020]. The two-sample test [Holmes et al., 2015], inde-
pendence test [Filippi and Holmes, 2017] and our novel conditional two-sample test are empirically compared to both classical and state-of-the-art frequentist (conditional) independence tests when testing for a single (conditional) independence, and when simultaneously testing for multiple (conditional) independences as required by the constraint-
based causal discovery algorithm Local Causal Discovery (LCD) [Cooper, 1997].

Since p-values do not, unlike Bayes factors, reflect any evidence in favour of the null hypothesis, the comparison of Bayesian and frequentist tests in the LCD setting is not straightforward. We propose a measure which allows comparison of the LCD algorithm when using tests from both paradigms, and use it for the comparison of the ensemble of Pólya tree tests with frequentist tests. We ob-
serve that LCD with the ensemble of Pólya tree tests outper-
forms other state-of-the-art (conditional) independence tests, while computation time is substantially lower compared to the competing tests.

We apply the LCD algorithm with the Pólya tree tests to protein expression data from Sachs et al. [2005], and conclude that this implementation provides a result that is more likely to resemble the true model than the output of LCD with the often used partial correlation test.

2 INDEPENDENCE TESTING USING PÓLYA TREE PRIORS

If we let $X : \Omega \to \mathcal{X}$ be a random variable with distribution $P$ and let $\mathcal{M}$ be the space of all probability distributions on $\mathcal{X}$, then for subsets $\mathcal{M}_0 \subset \mathcal{M}$ and $\mathcal{M}_1 \subset \mathcal{M}$ we may test the hypotheses $H_0 : P \in \mathcal{M}_0$ and $H_1 : P \in \mathcal{M}_1$ by considering random measures $\Pi_0$ and $\Pi_1$ with distributions $\Pi_0$ and $\Pi_1$ such that $\Pi_0 \in \mathcal{M}_0$ and $\Pi_1 \in \mathcal{M}_1$. If the posterior distribution of either $\Pi_0$ or $\Pi_1$ is consistent (depending on whether $P \in \mathcal{M}_0$ or $P \in \mathcal{M}_1$) and both models $\mathcal{M}_0$ and $\mathcal{M}_1$ are absolutely continuous with respect to some dominating measure, then we may equivalently state the hypotheses as $H_0 : X \sim \mathcal{P}_0$ and $H_1 : X \sim \mathcal{P}_1$, and test these hypotheses by computing the Bayes factor

$$BF_{01} = \frac{\mathbb{P}(H_0) \int_{\mathcal{M}_0} \prod_{i=1}^n p(X_i) d\Pi_0(P)}{\mathbb{P}(H_1) \int_{\mathcal{M}_1} \prod_{i=1}^n p(X_i) d\Pi_1(P)}, \tag{1}$$

where $\mathbb{P}(H_j)$ is the prior probability of hypothesis $H_j$, $p$ is the Radon-Nikodym derivative of $P$ with respect to the dominating measure, and the integral $\int_{\mathcal{M}} \prod_{i=1}^n p(X_i) d\Pi_j(P)$ is the marginal likelihood of the sample $X_1, \ldots, X_n$ with respect to hypothesis $H_j$. In this work we will use the Pólya tree as a random measure which, under certain assumptions, has a closed form expression for the marginal likelihood of a sample of observations. This is a major benefit compared to e.g. the Dirichlet process, as the Dirichlet process often requires costly MCMC sampling to calculate the marginal likelihood.

To construct a Pólya tree on $\mathcal{X} \subseteq \mathbb{R}$ we consider the set of canonical partitions of $\mathcal{X}$, which is defined as the recursive set of partitions

$$\mathcal{T} = \{\mathcal{X}, \{B_0, B_1\}, \{B_{00}, B_{01}, B_{10}, B_{11}\}, \ldots\} \tag{2}$$

formed by mapping the family of dyadic partitions of $[0, 1]$ through the inverse of a cumulative distribution function $G : \mathcal{X} \to [0, 1]$ [Ghosal and van der Vaart, 2017]. This results in a family of partitions of $\mathcal{X}$, where for level $j$ we have $\mathcal{X} = \bigcup_{\kappa \in \{0,1\}} B_\kappa$, with

$$B_\kappa := \left(G^{-1}\left(\frac{k-1}{2^n}\right), G^{-1}\left(\frac{k}{2^n}\right)\right), \tag{3}$$

and $k$ denoting the natural number corresponding with the bit string $\kappa \in \{0,1\}^j$. A schematic depiction of this binary tree of partitions is shown in Figure 1. If we define the index set $K := \{\{0,1\}^j : j \in \mathbb{N}\}$, then the random measure $\mathcal{P}$ is constructed by letting $P(\mathcal{X}) := 1$ and recursively assigning random probabilities to $B_\kappa \in \mathcal{T}$ by splitting from the mass that is assigned to $B_0$ a fraction $\theta_{00}$ to $B_{00}$ and a fraction $\theta_{01}$ to $B_{01}$, where we let $(\theta_{00}, \theta_{01}) \sim \text{Dir}(\alpha_{00}, \alpha_{01})$.

This construction yields a random Borel measure $\mathcal{P}$ on $\mathcal{X}$ [Ghosal and van der Vaart, 2017] which adheres to the following definition:
Definition 2.1 (Lavine, 1992) A random probability measure \( P \) on \( (X, B(X)) \) is said to have a Pólya tree distribution with parameter \( (T, A) \), written \( P \sim PT(T, A) \), if there exist nonnegative numbers \( A = \{ (\alpha_{\kappa_0}, \alpha_{\kappa_1}) : \kappa \in K \} \) and random variables \( \Theta = \{ (\theta_{\kappa_0}, \theta_{\kappa_1}) : \kappa \in K \} \) such that the following hold:

1. all the random variables in \( \Theta \) are independent;
2. for every \( \kappa \in K \), we have \( (\theta_{\kappa_0}, \theta_{\kappa_1}) \sim \text{Dir}(\alpha_{\kappa_0}, \alpha_{\kappa_1}) \);
3. for every \( j \in \mathbb{N} \) and every \( \kappa \in \{0, 1\}^j \) we have
   \[ P(B_{\kappa}) = \prod_{i=1}^j \theta_{\kappa_i} \cdot \prod_{i=j+1}^{2^j} \theta_{\kappa_i}, \]

Let \( X \) be a continuous random variable and consider the Pólya tree \( P \sim PT(T, A) \). Drawing a distribution from \( P \) is done by drawing from each of the random variables in \( \Theta \). If we let \( X_1, ..., X_n \) be a sample from \( X \), then the likelihood of that sample with respect to a sampled distribution \( \Theta \) from the Pólya tree \( PT(T, A) \) is

\[ p(X_{1:n} | \Theta, T, A) = \prod_{\kappa \in K} \theta_{\kappa}^{n_{\kappa}}, \]

where \( n_{\kappa} \) denotes the number of observations lying in \( B_{\kappa} \), i.e. \( n_{\kappa} := |X_{1:n} \cap B_{\kappa}| \). If we integrate out \( \Theta \) we obtain the marginal likelihood

\[ p(X_{1:n} | T, A) = \prod_{\kappa \in K} \frac{B(\alpha_{\kappa_0} + n_{\kappa_0}, \alpha_{\kappa_1} + n_{\kappa_1})}{B(\alpha_{\kappa_0}, \alpha_{\kappa_1})}. \]

2.1 A NONPARAMETRIC CONDITIONAL TWO-SAMPLE TEST

We now propose a conditional independence test of the type \( C \perp \perp X \mid Z \), where \( X \) and \( Z \) are continuous one-dimensional random variables and \( C \) is a binary random variable. Let \( F \) be the conditional distribution of \( X \mid Z \), and let the conditional distributions of \( X \mid (C = 0), Z \) and \( X \mid (C = 1), Z \) be \( F^{(0)} \) and \( F^{(1)} \) respectively. Then we formulate the conditional independence test between \( C \) and \( X \) given \( Z \) as a two-sample test, i.e.

\[ H_0 : C \perp \perp X \mid Z \iff F^{(0)} = F^{(1)} = F \]
\[ H_1 : C \not\perp \perp X \mid Z \iff F^{(0)} \neq F^{(1)}. \]

Following Teymur and Filippi [2020] we will utilise the conditional optional Pólya tree (cond-OPT) prior [Ma, 2017] for modelling the conditional distributions \( F, F^{(0)} \) and \( F^{(1)} \). The cond-OPT is a random conditional probability measure on \( X \times Z \), where \( X \) is the response variable and \( Z \) is the predictor. In order to construct the cond-OPT, we first construct a family of partitions \( T_Z \) of \( Z \) according to the partitioning scheme of the optional Pólya tree (OPT) [Wong and Ma, 2010], which results in a random subset of the canonical partitions \( T \) as constructed by equation (3). This random subset of \( T \) is obtained by first adding \( B_0 := Z \) to \( T_Z \). Then we sample from the random variable \( S \sim \text{Bernoulli}(\rho) \); if \( S = 1 \) we stop the partitioning procedure, and if \( S = 0 \) we add \( B_0 \) and \( B_1 \) to \( T_Z \). Then, for both \( B_0 \) and \( B_1 \) we repeat this procedure; we first draw \( S \) from \( \text{Bernoulli}(\rho) \) and depending on the outcome we add the children of \( B_0 \), then we repeat this to possibly add the children of \( B_1 \). This process is iterated, and terminates a.s. when \( \rho > 0 \).

Having obtained the family \( T_Z \), we construct a ‘local’ random measure \( P(\cdot | B_0) \) on \( X \) for each \( B_0 \in T_Z \) by letting \( P(\cdot | B_0) \sim PT(T, A) \), and we define the conditional probability \( P(\cdot | Z = z) \) to be constant and equal to the local Pólya tree \( P(\cdot | B_0) \) on the stopped set \( B_0 \ni z \). The resulting family of random measures on \( X \) is the conditional optional Pólya tree (cond-OPT) [Ma, 2017]. When using the canonical partitions for both \( X \) and \( Z \) and assuming that all the local Pólya trees are a.s. dominated by Lebesgue measure, Ma [2017] shows that the cond-OPT places positive probability on all \( L_1 \) neighbourhoods of any conditional density \( f(\cdot | \cdot) \) on \( X \times Z \).

When we are given \( n \) i.i.d. observations \( (C_1, X_1, Z_1), ..., (C_n, X_n, Z_n) \), then under the null hypothesis we are interested in the marginal likelihood of a sample \( (X_1, Z_1), ..., (X_n, Z_n) \) with respect to the cond-OPT prior. This is obtained by for every \( B_{\kappa} \in T_Z \) considering the subsample \( X(B_{\kappa}) := \{ X_j : Z_j \in B_{\kappa} \} \). As the cond-OPT prior considers a general Pólya tree prior for this subsample, we simply compute the marginal likelihood

\[ p_X(B_{\kappa}) := p(X(B_{\kappa}) | T, A) \]

using equation (5). If \( B_{\kappa} \) is a so called leaf-set, i.e. the set contains at most one observation or it has no children in the family of partitions \( T_Z \), then we simply return this marginal likelihood. If \( B_{\kappa} \) is not a leaf-set, we continue along the children \( B_{\kappa_0} \) and \( B_{\kappa_1} \). We integrate out the randomness of the random family of partitions by considering the entire family of canonical partitions \( T \) of \( Z \), and incorporating the stopping probabilities \( S \) by weighing the elements \( B_{\kappa} \in T \) of level \( |\kappa| \) with \( \mathbb{E}[1 - S]^{|\kappa|} = (1 - \rho)^{|\kappa|} \). The recursive mixing formula is given by

\[ \Phi_X(B_{\kappa}) = \begin{cases} p_X(B_{\kappa}) & \text{if } B_{\kappa} \text{ is a leaf-set} \\ \rho \cdot p_X(B_{\kappa}) + (1 - \rho) \cdot \Phi_X(B_{\kappa_0}) \Phi_X(B_{\kappa_1}) & \text{otherwise,} \end{cases} \]
and the resulting quantity $\Phi_X(B_\kappa)$ is the marginal likelihood of $\{(X_1, Z_1), \ldots, (X_n, Z_n)\} \cap \mathcal{X} \times B_\kappa$, with respect to the cond-OPT.

Under the alternative hypothesis we split the sample into sets $X^{(0)} := \{(X_j, Z_j) : C_j = 0\}$ and $X^{(1)} := \{(X_j, Z_j) : C_j = 1\}$, and compute the marginal likelihoods $\Phi_{X^{(0)}}(Z)$ and $\Phi_{X^{(1)}}(Z)$ of these sets with respect to (independent) cond-OPT priors. We finally test the hypothesis by computing the Bayes factor

$$BF_{01} = \frac{\Phi_X(Z)}{\Phi_{X^{(0)}}(Z)\Phi_{X^{(1)}}(Z)},$$

where we have set the prior odds to 1.

We note that when no data is provided for $Z$ and thus $Z$ constitutes a leaf-set, this test defaults to the two-sample test from Holmes et al. [2015]. An overview of this two-sample test and the continuous independence test by Filippi and Holmes [2017] is provided in the supplement.

3 EXPERIMENTS

Implementing the conditional independence test requires choosing certain hyperparameters. As mentioned earlier, we set $\alpha_\kappa = |\kappa|^2$. As argued by Lavine [1994] we will only consider partitions up to a pre-determined level $J$, making $\mathcal{P}$ into a truncated Pólya Tree. Hanson and Johnson [2002] provide the rule of thumb $J = \lceil \log_2(n) \rceil$, which corresponds to on average finding one observation in each element of the partition. We find however that $J = \lceil \log_4(n) \rceil$, which corresponds to finding approximately $\sqrt{n}$ observations in each element of the partition, provides similar results and considerably reduces computation time, so we use this maximum depth. Throughout this work we will use the standard Gaussian cdf $G$ to form the canonical partitions. In conjunction with this mean measure, we standardise the data before computing the marginal likelihoods. For computing the marginal likelihood of the cond-OPT we use $p = 1/2$ [Ma, 2017]. Similar to the computation of marginal likelihoods of regular Pólya trees, we use a maximum partitioning depth of $\lceil \log_4(n) \rceil$, so we consider $B_\kappa \in \mathcal{T}_Z$ to be a leaf-set if it contains at most one value, or if $|\kappa| = \lceil \log_4(n) \rceil$.

All experiments are run on a MacBook Pro with a 3.1 GHz CPU and 16GB of RAM, with a parallelised R implementation of the LCD algorithm. Code for the (conditional) independence tests, simulations and results on real world data is publicly available at https://github.com/philipboeken/PTTests.

3.1 LOCAL CAUSAL DISCOVERY

As mentioned earlier, a ‘mixed’ conditional independence test as proposed in Section 2.1 is specifically needed when applying causal discovery algorithms to datasets containing binary (or discrete) context variables, which encode the context that observations of the system variables (the variables of interest) originate from. In accordance with Mooij et al. [2020], we regard both the context variables and the system variables as distributed according to the solution of a Structural Causal Model (SCM) [Pearl, 2009]. A relatively insightful causal discovery algorithm is the Local Causal Discovery (LCD) algorithm [Cooper, 1997]. Although often referred to as an algorithm, it essentially consists of the following proposition:

**Proposition 3.1 (LCD, Mooij et al. [2020])** If the data generating process of the triple of random variables $(C, X, Y)$ has no selection bias, can be modelled by a faithful simple SCM, and $X$ is not a cause of $C$, then the presence of (in)dependences

$$C \not\perp\!
\!
\!\perp X, \quad X \not\perp\!
\!
\!\perp Y, \quad C \not\perp\!
\!
\!\perp Y | X$$

implies that $X$ is a (possibly indirect) cause of $Y$. If this is the case, we speak of the ‘LCD triple’ $(C, X, Y)$.

By repeatedly applying this proposition to different triples of random variables one can (partially) reconstruct the underlying causal graph of the dataset at hand. If we are provided with a dataset consisting of observations of context variables $(C_k)_{k \in \mathcal{K}}$ for some index set $\mathcal{K}$ and system variables $(X_i)_{i \in \mathcal{I}}$ for some index set $\mathcal{I}$ for which we assume that the system variables do not cause the context variables, then we may iteratively apply Proposition 3.1 to all triples $(C_k, X_i, X_{i'})$ where $k \in \mathcal{K}$ and $i \neq i' \in \mathcal{I}$, and provide a directed graph as output where the edges can be interpreted as representing indirect causal effects.

3.2 SIMULATIONS

In our simulations we repeatedly simulate a triple of random variables $(C, X, Y)$. Each time we simulate a set of observations, we test for $C \not\perp\!
\!
\!\perp X, X \not\perp\!
\!
\!\perp Y$ and $C \not\perp\!
\!
\!\perp Y | X$ individually, and by combining the output of these three tests we formulate the output of the LCD algorithm. Upon repeating this scheme a number of times we are able to display ROC curves for each of the three test cases, and for the LCD algorithm. To widen the scope of this setup, in each round of simulations we randomly choose one of the graphs of Figure 2, and we randomly pick the relations between $C$ and $X$ and between $X$ and $Y$ from predefined, varying possibilities. More specifically, if we let $E$ be an external factor (possibly depending on $Y$) we set $X$ equal to $g(C, E)$,
which is randomly chosen from:

\[
g(c, e) = \begin{cases} 
  e & \text{no intervention} \\
  (1 - c)e + c(e + \theta) & \text{mean shift} \\
  (1 - c)e + c(1 + \theta)e & \text{variance shift} \\
  (1 - c)e + c\theta & \text{perfect intervention} \\
  (1 - c)e + c(e + B) & \text{mean shift mixture,} 
\end{cases}
\]

with \(\theta \sim \mathcal{U}([2, 3, 4, 5, 6])\) independently drawn per round of simulations and \(B \sim \mathcal{U}([-1, \theta])\) independently drawn for every observation. These mappings between \(C\) and \(X\) can be interpreted as setting \(X\) equal to the value \(E\) in context \(C = 0\), and intervening on \(X\) in context \(C = 1\). If we for example inspect the ‘mean shift’, then if \(C = 1\) we intervene on the distribution of \(X\) by shifting the mean of \(X\) with the amount \(\theta\). When simulating multiple observations, this intervention on \(X\) is performed on approximately half of these observations, due to \(C\) having a Bernoulli(1/2) distribution. The relation \(\ell\) between \(X\) and \(Y\) is randomly picked from:

\[
\ell(x) = \begin{cases} 
  0 & \text{no link} \\
  x & \text{linear} \\
  x^2 & \text{parabolic} \\
  \sin(12\pi \hat{x}) & \text{sinusoidal} 
\end{cases}
\]

where \(\hat{x} = x/(\max(x_1, ..., x_n) - \min(x_1, ..., x_n))\). It depends on which graph from Figure 2 is chosen whether we have \(X \xrightarrow{\ell} Y\), \(X \xleftarrow{\ell} Y\) or \(X \xrightarrow{\ell} L \xrightarrow{\ell} Y\), where in the last case the two \(\ell\)'s are drawn independently. The possibility of picking \(g(c, e) = e\) and \(\ell(x) = 0\) ensures the occurrence of \(C \perp X\) and \(X \perp Y\) respectively, which in turn enables plotting ROC curves of these test cases.

We compare the Pólya tree based ensemble of the two-sample test [Holmes et al., 2015], independence test [Filippi and Holmes, 2017] and conditional two-sample test (Section 2.1), denoted by polyatree, with both classical and recently proposed (conditional) independence tests. The tests that are suitable for mixed testing are mi_mixed and lr_mixed, where the former is based on mutual information and uses the implementation of the bnlearn package Scutari [2010], and where the latter is a likelihood ratio test of linear and logistic regressions [Sedgewick et al., 2019]. Among the more classical continuous tests is the Pearson correlation- and partial correlation test, denoted by pccor, implemented using the synonymous R-package [Kim, 2015]. Harris and Drton [2013] promote the use of Spearman’s (partial) rank correlation test in the context of nonparamormal models, which we denote by spcor. Among the more state-of-the-art continuous tests is the Generalised Covariance Measure (GCM) [Shah and Peters, 2020], which can be loosely interpreted as a nonlinear extension of the partial correlation test. The GCM is implemented with penalised regression splines as provided by the R-package GeneralisedCovarianceMeasure, and is denoted by gcm. Departing from the regression-type independence tests, we also consider the Randomised Conditional Correlation Test (RCoT) as proposed by Strobl et al. [2019], which closely approximates the Kernel Conditional Independence test by Zhang et al. [2011] at the benefit of significantly lower computation time. For marginal independence testing the RCoT defaults to an approximate version of the Hilbert-Schmidt Independence Criterion [Gretton et al., 2008]. This ensemble is denoted by rcot. Lastly we compare to the Classifier Conditional Independence Test (CCIT) [Sen et al., 2017], denoted by ccit, which uses the XGBoost binary classifier to assess presence of conditional independence.
Comparing Bayesian and frequentist tests based on their performance in the LCD algorithm is not straightforward, since the triple of tests for $C \perp \! \! \! \perp X \mid Y$ and $C \perp Y \mid X$ does not by default output a single confidence score. For each test we output the p-value, or in case of the Bayesian tests the $H_0$ model evidence $P(H_0 | \text{data})$. We construct ROC curves for testing ‘positive’ outcomes $C \perp \! \! \! \perp X \mid Y$ and $C \perp Y \mid X$ by varying the threshold $\alpha$, representing the upper bound on the p-value/model evidence for drawing a positive conclusion. The triple $(C, X, Y)$ is given a ‘positive’ label if the data is generated according to the relation $C \rightarrow X \rightarrow Y$. Typically, varying the threshold $\alpha$ from 0 to 1 produces an ROC curve between the points $(0, 0)$ and $(1, 1)$. If we denote the frequentist p-values or Bayesian $H_0$ model evidence for the tests $C \perp \! \! \! \perp X \mid Y$ and $C \perp Y \mid X$ with $p_{CX}, p_{XY}$ and $p_{CY \mid X}$ respectively (with independence under the null hypothesis), and if we were to use the same $\alpha$ as threshold for testing whether $p_{CX} < \alpha$, $p_{XY} < \alpha$ and $p_{CY \mid X} > \alpha$, then varying $\alpha$ between 0 and 1 does not result in a curve between $(0, 0)$ and $(1, 1)$, as shown in Figure 3a. To assess whether we provide a fair comparison between Bayesian and frequentist tests, we include a Bayesian version of the Pearson (partial) correlation test [Wetzels and Wagenmakers, 2012], denoted by $ppcor_b$. Alternatively we could use $\alpha$ for testing $p_{CX} < \alpha$, $p_{XY} < \alpha$ and $p_{CY \mid X} > 1 - \alpha$, as shown in Figure 3b. In this case the level $\alpha$ reflects the amount of evidence for the desired conclusions $C \perp \! \! \! \perp X$, $X \perp \! \! \! \perp Y$ and $C \perp Y \mid X$. For frequentist tests this would not make sense, as for decreasing $\alpha$ we require more evidence for $H_0 : C \perp Y \mid X$, and the p-value has a uniform distribution under $H_0$. This is remedied by, when testing for independence $C \perp Y \mid X$, only varying $\alpha$ between 0 and a fixed $\alpha_0$ (Figure 3c). More specifically, for level $\alpha$ the LCD algorithm outputs the score

$$
s_{LCD} = 1_{[0, \alpha]}(p_{CX}) \cdot 1_{[0, \alpha]}(p_{XY}) \cdot 1_{[(\alpha_0, 1) \cup (1 - \alpha, 1)]}(p_{CY \mid X}), \quad (12)
$$

where we let $\alpha_0 = 0.05$ for frequentist tests and $\alpha_0 = 0.5$ for Bayesian tests. Although this $\alpha_0$ is quite arbitrarily chosen, the use of this performance measure is corroborated by the observation that in Figure 3c the frequentist partial correlation and Bayesian partial correlation tests have similar performance.

Figures 4 (a–d) show the results of 2000 rounds of simulations, where in each round we simulate 400 observations. On the ROC curves we have marked the reference points $\alpha = 0.05$ and $\alpha = 0.5$ for respectively frequentist and Bayesian tests. Figures 4 (e–h) generalise these results, as they show the areas under the ROC curves (AUC) for varying sample sizes. We note that for conditional independence testing (Figure 4c and 4g), the Pólya tree test from Section 2.1 and the RCoT perform relatively well. It is interesting to see that the other tests have performance close to random guessing. It is however unclear whether this is due to the nonlinearity $f$, the intervention $g$ or the fact that $C$ is binary instead of continuous. From Figures 4d and 4h we see that the high performance of the Pólya tree tests accumulates into good performance of the LCD algorithm. Interestingly, the CCIT also performs quite well, despite its weak performance in conditional independence testing.

In Figure 5 we display for each independence test the computation times of the three test cases, accumulated over 2000 rounds of simulation at a sample size of $n = 400$, as performed for generating Figures 4 (a–c). The reader should be aware that for the GCM the difference in runtime between marginal and conditional independence testing is due to the fact that for conditional independence testing two nonlinear regressions are performed, and for marginal testing a statistic similar to partial correlation is computed. The CCIT has relatively high computation time due to costly training of the XGBoost classifier for each round of simulations, which makes it rather impractical to use. The partial correlation tests clearly perform best in terms of runtime. Overall, we conclude that the Pólya tree tests provide a very good trade-off between performance and computation time.
Figure 4: ROC and AUC results for simulated data. The first row depicts ROC curves for individual tests (a–c) and for the LCD algorithm (d) over 2000 rounds of simulations at sample size $n = 400$. The second row depicts the median AUC for varying sample size (ranging from 60 to 1500) for individual tests (e–g) and for the LCD algorithm (h) over 200 rounds of simulations.

Figure 5: Runtimes of the different tests on 2000 rounds of simulations at $n = 400$.

### 3.3 PROTEIN EXPRESSION DATA

We apply the LCD algorithm, implemented with the Bayesian ensemble of independence tests, to protein expression data [Sachs et al., 2005]. Sachs et al. provide an ‘expert network’, depicting the consensus (at that time) among biologists on the true network of signals between 11 proteins and phospholipids, and 10 reagents that are added to the cells. They estimate a causal graph which deviates from the expert network by some edges, refraining from claiming whether these edges should be added to the true network.

For a detailed description of the data set and a depiction of the expert network we refer to the supplement.

Many authors have used this data set for estimating the underlying causal network, of which the graph of the original paper [Sachs et al., 2005] most closely resembles the expert network [Ramsey and Andrews, 2018]. Furthermore, Ramsey and Andrews [2018] and Mooij et al. [2020] provide sufficient grounds for rejecting the expert network as being the true causal graph of the data. As we have no reliable ground truth to compare the output of the LCD algorithm with, we compare the output of LCD with its implementation with partial correlation.

The output of the LCD algorithm implemented with the Bayesian tests and with the partial correlation test is shown in Figure 6. In both cases we report the output of the LCD algorithm for multiple thresholds for the statistical tests. For the Bayesian tests (Figure 6a) we use Bayes factor thresholds of $k = 10$ (strong evidence, depicted in black), $k = 4$ (substantial evidence, depicted in red) and $k = 1$ (weak evidence, depicted in blue) [Kass and Raftery, 1995], and for the partial correlation test (Figure 6b) we report results for the p-value thresholds $\alpha = 0.0001$ (strong evid-
ence, depicted in black), \( \alpha = 0.005 \) (substantial evidence, depicted in red) and \( \alpha = 0.05 \) (weak evidence, depicted in blue).

In general, we note that the output of LCD differs strongly among the use of different statistical tests, corroborating the premise that the performance of the algorithm highly depends on the choice of statistical test. Since the partial correlation test does not detect nonlinear conditional independencies, it has relatively low recall when compared with the Pólya tree test, as shown in Figure 4c. This causes the LCD algorithm with partial correlations to output more false positives, resulting in a very dense causal graph, whereas LCD with the Pólya tree tests produces a graph which is more likely to resemble the true causal model.

4 SENSITIVITY ANALYSIS

As mentioned earlier, the Pólya tree is parametrised by the set \( \mathcal{A} \), where in the previous section we have used \( \alpha_\kappa = |\kappa|^2 \). In general we can let \( \alpha_\kappa := \rho(|\kappa|) \) for any positive function \( \rho \), in which case we have

\[
\text{Var}(\mathcal{P}(B_\kappa)) = \frac{1}{4^{4|\kappa|}} \left( \prod_{j=1}^{|\kappa|} \frac{2\rho(j) + 2}{2\rho(j) + 1} - 1 \right), \tag{13}
\]

and samples from the Pólya tree are dominated by Lebesgue measure if \( \sum_{j=1}^\infty \rho(j)^{-1} < \infty \) [Kraft, 1964]. Walker and Mallick propose to use \( \rho(j) = c j^2 \) for some \( c > 0 \), in which case decreasing \( c \) increases the variance of \( \mathcal{P} \), causing \( \mathcal{P} \) to be less dependent on the choice of \( G \). We have chosen \( c = 1 \) as a default value in the previous section as it is promoted as a “sensible canonical choice” by Lavine [1992]. According to Holmes et al. [2015], having \( c \) between 1 and 10 is in general a good choice. To obtain an better understanding of the dependency of the Pólya tree on this parameter, we have repeated the experiments of Figure 4 (e–h) for different choices of \( \rho \). More specifically, we have repeated the experiments for parameters \( \rho(j) = \frac{1}{10}j^2, \frac{1}{3}j^2, j^2, 5j^2, 10j^2, 2^j, 4^j \) and \( 8^j \) [Berger and Guglielmi, 2001]. The results are shown in Figure 7. We note that the performance of the tests is not heavily influenced by the choice of \( \mathcal{A} \), and that \( \rho(j) = j^2 \) seems to be an appropriate default value.

5 DISCUSSION

In this work we have proposed a novel nonparametric conditional two-sample test, which is possibly the first conditional independence test of this type. The test is analysed in its own right and as a subroutine of the Local Causal Discovery algorithm, and in both cases can outperform current state-of-the-art nonparametric continuous conditional independence tests and parametric mixed conditional independence tests. However, we have made some modelling decisions which might be reconsidered when using this test in practice.

First we note that the choice of \( \mathcal{A} \) may influence the suitability of the test. Section 4 suggests that \( \alpha_\kappa = |\kappa|^2 \) is a sensible parametrisation, but this may be reconsidered in applications. Another consideration is the choice of the family of partitions \( \mathcal{T} \). Having canonical partitions increases the intelligibility of the Pólya tree, but essentially any recursive partitioning tree suffices. We note that the maximum partitioning depth \( J = [\log_4(n)] \) is quite arbitrarily chosen to reduce computation time. However, as our choice of \( \alpha_\kappa \) implies relatively low dependence on the base measure \( G \) and as we standardise the data to approximately fit the standard Gaussian base measure, we believe that we have chosen sensible default parameters.
In general, it is hard to theoretically analyse for which types of distributions conditional independence tests work properly. For frequentist tests, the asymptotic distribution of the test statistic is often provided, which holds under rather technical assumptions which may be hard to validate against a provided dataset (see Strobl et al. [2019] for an example of such assumptions). The same holds for theoretical consistency results of the test statistic under the alternative. Shah and Peters [2020] show that in order to have power against an acceptably large set of alternatives, one should restrict the set of distributions considered under $H_0$. In a Bayesian setting, consistency of the Bayes Factor is determined by whether the posterior corresponding to the true hypothesis (which could be used to restrict $H_0$ and $H_1$) is not available to our knowledge. One should also investigate the behaviour of the posterior likelihood under misspecification to properly determine for which $H_0$ and $H_1$ the test works properly.

Many constraint-based causal inference algorithms (other than LCD) require conditional independence testing of the form $C \perp X | Z$ for $d$-dimensional $Z$ with $d > 1$. Extending our method is straightforward, as the canonical partitions of $Z$ can be constructed as the per-level cartesian product of $d$ one-dimensional canonical partitions [Hanson, 2006]. However, this extension suffers from the curse of dimensionality, so further research should look into how this problem can be mitigated.

This work only addresses testing $C \perp X | Z$ where $C$ is binary. Although this test is already of high importance to the field of causal discovery, extending this test to discrete $C$ would be of real use and is the subject of current research.

The ensemble of Polya tree prior based independence tests provides good results when utilised in a causal inference algorithm applied on synthetic data, and produces sensible output on real world data. We therefore believe that it is a promising area of research, which hopefully will improve the robustness and applicability of causal inference algorithms.
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1 HYPOTHESIS TESTING WITH PÓLYA TREE PRIORS

In general, our setup for independence testing will assume availability of independent samples $X_1, ..., X_n$ of a random variable $X$ with continuous distribution $P$. We let $X$ denote the domain of $X$, and let $\mathcal{M}$ be the space of continuous distributions on $X$. Our hypotheses will be of the form

$$H_0 : X \sim P \text{ with } P \in \mathcal{M}_0, \quad H_1 : X \sim P \text{ with } P \in \mathcal{M}_1,$$

where $\mathcal{M}_0, \mathcal{M}_1 \subset \mathcal{M}$, and $\mathcal{M}_0 \cap \mathcal{M}_1 = \emptyset$. Since we wish to devise a Bayesian test, we will define prior distributions $\Pi_0$ and $\Pi_1$ with support on $\mathcal{M}_0$ and $\mathcal{M}_1$ respectively. Then we compare the evidence of the models given the data via the Bayes factor, i.e.

$$BF_{01} = \frac{\mathbb{P}(H_0|X_{1:n})}{\mathbb{P}(H_1|X_{1:n})} = \frac{p(X_{1:n}|H_0) \mathbb{P}(H_0)}{p(X_{1:n}|H_1) \mathbb{P}(H_1)} = \frac{\int_{\mathcal{M}} \prod_{i=1}^{n} p(X_i) d\Pi_0(P)}{\int_{\mathcal{M}} \prod_{i=1}^{n} p(X_i) d\Pi_1(P)}$$

where we have placed equal prior weights on $H_0$ and $H_1$, so $\mathbb{P}(H_0) = \mathbb{P}(H_1) = 1/2$.

A canonical choice for a prior on a space of probability distributions is the Dirichlet Process. However, samples from the Dirichlet process are almost surely discrete distributions, so the Dirichlet process is not a suitable choice for our setup. The Pólya tree prior does not suffer from this characteristic [Ferguson, 1974], and can be parametrised to be a suitable prior on $\mathcal{M}$. Since the elements of $\mathcal{M}$ have support on $X$, we will speak of a Pólya tree on $X$. We will first construct a Pólya tree on $X \subseteq \mathbb{R}$, and then extend this definition to a Pólya tree on $X \times Y \subseteq \mathbb{R}^2$.

First we recall the construction of the one-dimensional Pólya tree as described in the main paper. In particular, we construct a Pólya tree on $(X, \mathcal{B}(X))$, where $X \subseteq \mathbb{R}$, and $\mathcal{B}(X)$ denotes the Borel sigma-algebra on $X$. In order to construct a random measure on $\mathcal{B}(X)$, we will assign random probabilities to a family of subsets $\mathcal{T}$ of $X$ which generates the Borel sets. The family of subsets that we consider are the dyadic partitions of $[0, 1]$, mapped under the inverse of some cumulative distribution function $G$ on $X$. This results in the canonical family of partitions of $X$, where for level $j$ we have $X = \bigcup_{\kappa \in \{0,1\}^j} B_{\kappa}$, with

$$B_{\kappa} := [G^{-1}\left(\frac{\kappa-1}{2^j}\right), G^{-1}\left(\frac{\kappa}{2^j}\right)],$$

and $k$ is the natural number corresponding to the bit string $\kappa \in \{0,1\}^j$. A schematic depiction of this binary tree of partitions is shown in Figure 1. We define the index set by $K := \{(0,1)^j : j \in \mathbb{N}\}$, so the family of subsets of $X$ that we consider is $\mathcal{T} := \{B_{\kappa} : \kappa \in K\}$. From basic measure theory we know that $\mathcal{T}$ indeed generates $\mathcal{B}(X)$. We assign random probabilities to the elements of $\mathcal{T}$ by first assigning random probabilities to $B_0$ and $B_1$, and randomly subdividing these masses among the children of $B_0$ and $B_1$. In particular, for the first level of the partition we assign the random probabilities $\mathcal{P}(B_0) = \theta_0$ and $\mathcal{P}(B_1) = \theta_1$ with $(\theta_0, \theta_1) \sim \text{Dir}(\alpha_0, \alpha_1)$, for some hyper-parameters $\alpha_0$ and $\alpha_1$. Then, for every $B_{\kappa} \in \mathcal{T}$ we split the mass that is assigned to $B_{\kappa}$ by assigning a fraction $\theta_{\kappa_0}$ to $B_{\kappa_0}$ and a fraction $\theta_{\kappa_1}$ to $B_{\kappa_1}$, where we let $(\theta_{\kappa_0}, \theta_{\kappa_1}) \sim \text{Dir}(\alpha_{\kappa_0}, \alpha_{\kappa_1})$. This construction yields a Pólya tree on $X$, which is a random measure on $\mathcal{B}(X)$:

**Definition 1.1 (Lavine, 1992)** A random probability measure $\mathcal{P}$ on $(X, \mathcal{B}(X))$ is said to have a Pólya tree distribution with parameter $(T, \mathcal{A})$, written $\mathcal{P} \sim \text{PT}(T, \mathcal{A})$, if there exist nonnegative numbers $\mathcal{A} = \{\alpha_0, \alpha_1\} : \kappa \in K\}$ and random variables $\Theta = \{(\theta_{\kappa_0}, \theta_{\kappa_1}) : \kappa \in K\}$ such that the following hold:
1. all the random variables in Θ are independent;
2. for every κ ∈ K, we have (θ_{κ0}, θ_{κ1}) ∼ Dir(α_{κ0}, α_{κ1});
3. for every j ∈ N and every κ ∈ {0, 1}^j we have \( P(B_κ|Θ) = \prod_{i=1}^j θ_{κ_i} \).

The support of the Pólya tree is determined by the choice of T and A. In general, any separating binary tree of partitions of X can be considered. In this paper we only consider partitions of the type of equation (3). Ferguson [1974] shows that the Pólya tree is a Dirichlet process if \( α_κ = α_{κ0} + α_{κ1} \). The parameter of this Dirichlet process is the mean of the Pólya tree, i.e. the probability measure \( G_0 \) on \( B(X) \) defined by \( G_0(B) := \mathbb{E}(P(B)) \) for all \( B ∈ B(X) \) [Lavine, 1994]. This implies that for this choice of A, the support of the Pólya tree is contained in the space of discrete distributions. Sufficient conditions on \( A \) for samples of the Pólya tree to be continuous distributions are given by the following theorem:

**Theorem 1.1 (Kraft, 1964)** Let \( \tilde{σ}_j := \sup\{Var(θ_κ) : κ \in \{0, 1\}^j\} \). If \( \mathbb{E}(θ_κ) = 1/2 \) for all \( κ ∈ K \) and \( \sum_{j=1}^∞ \tilde{σ}_j < ∞ \), then with probability one, samples from \( P \) are absolutely continuous with respect to Lebesgue measure.

This condition is satisfied if for each \( κ \in \{0, 1\}^j \) we take \( α_{κ0} = α_{κ1} = j^2 \), which is promoted as a ‘sensible canonical choice’ by Lavine [1992]. In this case we indeed have \( \mathbb{E}(θ_κ) = 1/2 \), and thus for every \( j ∈ N \), the mass is (in expectation) split uniformly over the \( B_κ \) for all \( κ ∈ \{0, 1\}^j \). As a consequence the Pólya tree is centred on the base distribution with cumulative distribution function \( G \), i.e. \( \mathbb{E}(P(B_κ)) = \int_{B_κ} G'(x)dx \). As mentioned in the main paper we only consider partitions up to a pre-determined level \( J(n) \).

Let \( X \) be a continuous random variable with a distribution that lies in the support of the Pólya tree \( P \sim PT(T, A) \). Drawing a distribution from \( P \) is done by drawing from each of the random variables in \( Θ \). If we let \( X_1, ..., X_n \) be a sample from \( X \), then the likelihood of that sample with respect to a sampled distribution \( Θ \) from the Pólya tree \( PT(T, A) \) is

\[
p(X_{1:n}|Θ, T, A) = \prod_{κ∈K} θ_{κ0}^{n_{κ0}}θ_{κ1}^{n_{κ1}},
\]

where \( n_κ \) denotes the number of observations lying in \( B_κ \), i.e. \( n_κ := |X_{1:n} ∩ B_κ| \). If we integrate over all possible values of all \( θ_κ \), we obtain the marginal likelihood

\[
p(X_{1:n}|T, A) = \prod_{κ∈K} \frac{B(α_{κ0} + n_{κ0}, α_{κ1} + n_{κ1})}{B(α_{κ0}, α_{κ1})},
\]

where \( B(·) \) denotes the Beta function. Note that this quantity corresponds to the marginal likelihood \( \int_M \prod_{i=1}^n p(X_i)dΠ(P) \), a version of which occurs in the numerator and denominator of the right-hand side of equation (2). This marginal likelihood will therefore be a fundamental quantity in the Bayesian tests that we consider.

### 1.1 A NONPARAMETRIC TWO-SAMPLE TEST

In order to use the Pólya tree prior for Bayesian testing, we have to formulate our hypotheses \( H_0 \) and \( H_1 \) in terms of the relevant spaces of distributions \( M_0 \) and \( M_1 \), as suggested by equation (1). This is done by picking Pólya tree prior \( P_1 \sim Π_1 \).
under $H_i$, and defining $M_i$ to be the support of $\Pi_i$, for $i = 0, 1$. Given data to test our hypothesis with, we calculate marginal likelihoods via equation (5) for both Pólya trees $T_0$ and $T_1$, which are in turn used for calculating the Bayes factor via (2).

We first use this procedure to describe the nonparametric two-sample test, as proposed by Holmes et al. [2015]. Given a sample \{(X_1, B_1), \ldots, (X_n, B_n)\} from binary variable $C$ and continuous variable $X$, define $X^{(0)} := \{X_i : C_i = 0, i = 1, \ldots, n\}$ and $X^{(1)} := \{X_i : C_i = 1, i = 1, \ldots, n\}$. Let $F$ denote the distribution of $X$, and let $F^{(0)}$ and $F^{(1)}$ denote the distributions of $X^{(0)}$ and $X^{(1)}$. We formulate the independence between $X$ and $C$ as a two-sample test, i.e.

$$H_0 : X \perp\!\!\!\!\perp C \iff F^{(0)} = F^{(1)} = F$$

$$H_1 : X \not\perp\!\!\!\!\perp C \iff F^{(0)} \neq F^{(1)}.$$  

Under $H_0$ we standardise the sample $X_{1:n}$, and compute its marginal likelihood using equation (5). Under $H_1$, we model $X^{(0)}$ and $X^{(1)}$ as being samples from independent random variables, having different distributions. Since separately normalising $X^{(0)}$ and $X^{(1)}$ may erase distinctive features between the samples, we first standardise $X$, and then subdivide $X$ into $X^{(0)}$ and $X^{(1)}$.

We formulate the Bayes factor as

$$BF_{01} = \frac{p(X_{1:n}|T, A)}{p(X^{(0)}|T, A)p(X^{(1)}|T, A)}.$$  

Upon inspection of equation (5) we see that the Bayes factor can be written as an infinite product of fractions, being

$$BF_{01} = \prod_{\kappa \in K} B(\alpha_{\kappa}, \alpha_{\kappa})^\frac{B(\alpha_{\kappa} + n_{X^{(0)}|\kappa}, \alpha_{\kappa} + n_{X^{(1)}|\kappa})}{B(\alpha_{\kappa} + n_{X^{(0)}|\kappa}, \alpha_{\kappa} + n_{X^{(1)}|\kappa})},$$

where $n_{X^{(k)}|\kappa} := |X_{1:n} \cap B_\kappa|$, and $n_{X^{(0)}|\kappa}, n_{X^{(1)}|\kappa}$ are defined similarly. We note that whenever $n_{X^{(k)}|\kappa} \leq 1$ the fraction has a value of 1, so we calculate the marginal likelihoods until we either reach the maximum partitioning depth $J(n)$, or until $n_{X^{(k)}|\kappa} \leq 1$.

### 1.2 TWO-DIMENSIONAL PÓLYA TREES

Now that we have defined a Pólya tree on $(X, B(X))$ with $X \subseteq \mathbb{R}$, we extend this definition to a Pólya tree on $(X \times Y, B(X \times Y))$ with $X \times Y \subseteq \mathbb{R}^2$. This construction is done similarly to the construction on $X$. We consider a base measure with cumulative distribution function $G$ on $X \cup Y$, and partition $X \times Y$ into the four quadrants $B_0, B_1, B_2$ and $B_3$, where the boundaries of the $B_i$ are determined by $G^{-1}$. We assign random probability $\theta_i$ to quadrant $B_i$ with $(\theta_0, \ldots, \theta_3) \sim \text{Dir}(\alpha_0, \ldots, \alpha_3)$. Then we recursively partition $B_k$ into quadrants $B_{k0}, \ldots, B_{k3}$, and split the mass assigned to $B_k$ according to $(\theta_{k0}, \ldots, \theta_{k3}) \sim \text{Dir}(\alpha_{k0}, \ldots, \alpha_{k3})$. This partitioning scheme is shown in Figure 2a. We will denote this two-dimensional canonical family of partitions with $T_2$, the set of parameters $\alpha_\kappa$ with $A_2$, and the set of splitting variables $\theta_\kappa$ with $\Theta_2$, where the subscript 2 emphasises the dimension of the space $X \times Y$. This leads to the following definition of the two-dimensional Pólya tree:

**Definition 1.2 (Hanson [2006])** A random probability measure $P$ on $(X \times Y, B(X \times Y))$ is said to have a Pólya tree distribution with parameter $(T_2, A_2)$, written $P \sim PT(T_2, A_2)$, if there exist nonnegative numbers $A_2 = \{(\alpha_{\kappa0}, \alpha_{\kappa1}, \alpha_{\kappa2}, \alpha_{\kappa3}) : \kappa \in K_2\}$ and random variables $\Theta_2 = \{(\theta_{\kappa0}, \theta_{\kappa1}, \theta_{\kappa2}, \theta_{\kappa3}) : \kappa \in K_2\}$ such that the following hold:

1. all the random variables in $\Theta_2$ are independent;
2. for every $\kappa \in K_2$ we have $(\theta_{\kappa0}, \theta_{\kappa1}, \theta_{\kappa2}, \theta_{\kappa3}) \sim \text{Dir}(\alpha_{\kappa0}, \alpha_{\kappa1}, \alpha_{\kappa2}, \alpha_{\kappa3})$;
3. for every $j \in \mathbb{N}$ and every $\kappa \in \{0, 1, 2, 3\}^j$ we have $P(B_\kappa|\Theta_2) = \prod_{i=1}^{j} \theta_{\kappa1} \ldots \kappa_i$.

Similarly to the one-dimensional case, samples from the Pólya tree $P \sim PT(T_2, A_2)$ are continuous with respect to the two-dimensional Lebesgue measure if we take $\alpha_{\kappa0} = \alpha_{\kappa1} = \alpha_{\kappa2} = \alpha_{\kappa3} = (j+1)^2$, where $j$ denotes the length in the string $\kappa \in K_2$ [Walker and Mallick, 1999]. Similar to the one-dimensional case, we only consider partitions up to a pre-specified depth $J(n)$. 
When observing a sample \((X_1, Y_1), \ldots, (X_n, Y_n)\) from continuous random variables \(X\) and \(Y\) of which the joint distribution lies in the support of the two-dimensional Pólya tree \(P\), we have that the marginal likelihood of that sample is
\[
p((X, Y)_{1:n}|\Theta_2, T_2, A_2) = \prod_{\kappa \in K} \theta_{\kappa 0}^{n_{\kappa 0}} \theta_{\kappa 1}^{n_{\kappa 1}} \theta_{\kappa 2}^{n_{\kappa 2}} \theta_{\kappa 3}^{n_{\kappa 3}}.
\] (10)

If we integrate over all possible values of all \(\theta_{\kappa}\), we obtain the marginal likelihood
\[
p((X, Y)_{1:n}|T_2, A_2) = \prod_{\kappa \in K} \frac{\tilde{B}(n_{\kappa 0} + \alpha_{\kappa 0}, n_{\kappa 1} + \alpha_{\kappa 1}, n_{\kappa 2} + \alpha_{\kappa 2}, n_{\kappa 3} + \alpha_{\kappa 3})}{B(\alpha_{\kappa 0}, \alpha_{\kappa 1}, \alpha_{\kappa 2}, \alpha_{\kappa 3})},
\] (11)

where \(\tilde{B}\) denotes the multivariate Beta function.\(^1\)

Under the assumption \(X \perp Y\), we construct a prior similar to the two-dimensional Pólya tree. First we note that the two-dimensional family of partitions \(T_2\) can be regarded as the per-level Cartesian product of the partitions, i.e.
\[
T_2 = \{ (B_\kappa \times B_\ell : B_\kappa \in T_X, B_\ell \in T_Y, \kappa, \ell \in \{0, 1\}^2) : j \in \mathbb{N} \}
\] (12)

where \(T_X\) and \(T_Y\) are one-dimensional canonical partitions \(X\) and \(Y\) respectively. For every level \(\kappa\), we first split the mass over the elements of \(T_X\) according to \((\theta_0^X, \theta_1^X) \sim \text{Dir}(\alpha_{\kappa 0}^X, \alpha_{\kappa 1}^X)\), and then independently split the mass over the elements of \(T_Y\) according to \((\theta_0^Y, \theta_1^Y) \sim \text{Dir}(\alpha_{\kappa 0}^Y, \alpha_{\kappa 1}^Y)\). We denote the set of parameters \(\alpha_{\kappa}^X\) with \(A_X\), and the parameters \(\alpha_{\kappa}^Y\) with \(A_Y\). This prior yields a marginal likelihood of
\[
p((X, Y)_{1:n}|T_2, A_X, A_Y) = \prod_{\kappa \in K} \frac{B(n_{\kappa 0} + n_{\kappa 2} + \alpha_{\kappa 0}^X, n_{\kappa 1} + n_{\kappa 3} + \alpha_{\kappa 1}^X)}{B(\alpha_{\kappa 0}^X, \alpha_{\kappa 1}^X)} \times \frac{B(n_{\kappa 0} + n_{\kappa 1} + \alpha_{\kappa 0}^Y, n_{\kappa 2} + n_{\kappa 3} + \alpha_{\kappa 1}^Y)}{B(\alpha_{\kappa 0}^Y, \alpha_{\kappa 1}^Y)},
\] (13)

as shown by Filippi and Holmes [2017]. We notice that this equals the product of the marginal likelihoods of \(X\) and \(Y\) according to independent one-dimensional Pólya tree priors \(P_X \sim \text{PT}(T_X, A_X)\) on \(X\) and \(P_Y \sim \text{PT}(T_Y, A_Y)\) on \(Y\), i.e.
\[
p((X, Y)_{1:n}|T_2, A_X, A_Y) = p(X_{1:n}|T_X, A_X)p(Y_{1:n}|T_Y, A_Y),
\] (14)

where the univariate marginal likelihoods are computed according to equation (5). To ensure that this prior is not biased when considered in conjunction with the two-dimensional Pólya tree, we consider parameters \(\alpha_{\kappa 0}^X = \alpha_{\kappa 0} + \alpha_{\kappa 2}\), \(\alpha_{\kappa 1}^X = \alpha_{\kappa 1} + \alpha_{\kappa 3}\), \(\alpha_{\kappa 0}^Y = \alpha_{\kappa 0} + \alpha_{\kappa 1}\) and \(\alpha_{\kappa 1}^Y = \alpha_{\kappa 2} + \alpha_{\kappa 3}\) [Filippi and Holmes, 2017]. When using the set of standard parameters \(A_2\) for the two-dimensional Pólya tree, we have \(A_1' = A_X = A_Y = \{2j^2 : j \in \mathbb{N}\}\).

\(^1\)which is defined as \(\tilde{B}(\alpha_1, \alpha_2, \alpha_3, \alpha_4) := \prod_{i=1}^{4} \Gamma(\alpha_i)/\Gamma(\sum_{i=1}^{4} \alpha_i)\).
1.3 A NONPARAMETRIC INDEPENDENCE TEST

A Bayesian independence test that utilises two-dimensional Pólya trees is proposed by Filippi and Holmes [2017]. Considering one-dimensional continuous random variables $X$ and $Y$, we test the hypotheses

$$H_0 : X \parallel Y, \quad H_1 : X \not\parallel Y$$

using the Bayes factor

$$BF_{01} = \frac{p(X_{1:n}|\mathcal{T}, \mathcal{A}')}{p((X, Y)_{1:n}|\mathcal{T}_2, \mathcal{A}_2)},$$

where the marginal likelihoods are computed according to equations (5) and (13).

Using similar arguments as for the two-sample test, the Bayes factor can be denoted as an infinite product, of which the terms are equal to one when $n_{XY|\kappa} \leq 1$. Therefore we compute the marginal likelihoods up to level $J(n)$, or until all elements of the partition contain at most one observation.

2 PROTEIN EXPRESSION DATA

In the main paper we apply the LCD algorithm, implemented with the Bayesian ensemble of independence tests, to protein expression data [Sachs et al., 2005]. The data set consists of measurements of 11 phosphorylated proteins and phospholipids (Raf, Erk, p38, JNK, Akt, Mek, PKA, PLCg, PKC, PIP2 and PIP3) and 8 indicators of different interventions, performed by adding reagents to the cellular system, which are depicted in Table 1.2 The biological details of these proteins, phospholipids, and reagents are described in Sachs et al. [2005]. Using flow cytometry, the activity of the 11 proteins and phospholipids are measured from a single human immune system cell. Flow cytometry allows for simultaneous, independent observation of hundreds of cells, producing a statistically large sample, and thus allowing for the application of causal inference algorithms [Sachs et al., 2005]. The ‘expert network’ from Sachs et al. [2005] is depicted in Figure 3. We note that, as argued in the main paper, we do not accept this network as the true causal graph, but merely display it suggestively.

Table 1: Interventions from the data set of Sachs et al. [2005].

<table>
<thead>
<tr>
<th>Description</th>
<th>Nr. of observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 CD3, CD28</td>
<td>853</td>
</tr>
<tr>
<td>2 CD3, CD28, Akt-inhibitor</td>
<td>911</td>
</tr>
<tr>
<td>3 CD3, CD28, G0076</td>
<td>723</td>
</tr>
<tr>
<td>4 CD3, CD28, Psitectorigenin</td>
<td>810</td>
</tr>
<tr>
<td>5 CD3, CD28, U0126</td>
<td>799</td>
</tr>
<tr>
<td>6 CD3, CD28, LY294002</td>
<td>848</td>
</tr>
<tr>
<td>7 PMA</td>
<td>913</td>
</tr>
<tr>
<td>8 β2CAMP</td>
<td>707</td>
</tr>
</tbody>
</table>

We assume that adding the reagents is not caused by the activity of the proteins and phospholipids, which justifies the application of the LCD algorithm to this dataset, as per Proposition 3.1 of the main paper. When performing a statistical test we always use the entire set of observations. As is common when analysing flow cytometry data, we preprocessed the data by taking the log of the raw measurement values.

---

2Similarly to most analyses of this data, we restrict our attention to 8 out of 14 experimental conditions, namely those in which no ICAM was added.
Figure 3: The ‘expert network’ as provided by Sachs et al. [2005]. Edges indicate direct causal effects between the nodes. Interventions and their direct causal effects are indicated with light-coloured and dashed nodes and edges.

References


