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The most promising indirect search for the existence of axion dark matter uses radio telescopes to look for narrow spectral lines generated from the resonant conversion of axions in the magnetospheres of neutron stars. Unfortunately, a large list of theoretical uncertainties has prevented this search strategy from being fully accepted as robust. In this work we attempt to address major outstanding questions related to the role and impact of the plasma, including: (i) does refraction and reflection of radio photons in the magnetosphere induce strong inhomogeneities in the flux, (ii) can refraction induce premature axion-photon dephasing, (iii) to what extent do photon-plasma interactions induce a broadening of the spectral line, (iv) does the flux have a strong time dependence, and (v) can radio photons sourced by axions be absorbed by the plasma. We present an end-to-end analysis pipeline based on ray-tracing that exploits a state-of-the-art auto-differentiation algorithm to propagate photons from the conversion surface to asymptotically large distances. Adopting a charge symmetric Goldreich-Julian model for the magnetosphere, we show that for reasonable parameters one should expect a strong anisotropy of the signal, refraction induced axion-photon dephasing, significant line-broadening, a variable time-dependence of the flux, and, for large enough magnetic fields, anisotropic absorption. Our simulation code is flexible enough to serve as the basis for follow-up studies with a large range of magnetosphere models.
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I. INTRODUCTION

The QCD axion has emerged in recent years as one of the most compelling candidates to explain dark matter; this is predominantly because the axion is a fundamental ingredient in the most favored solution to the strong CP problem [1–4], which attempts to explain why CP appears to be very accurately conserved in QCD. Recent experimental advancements have allowed laboratory searches to probe vast swaths of the axion parameter space [5–8], however their progress is severely constrained by our current ignorance of the axion mass.1 Since the relic axion abundance is inherently linked to the axion mass, one might hope to infer the mass directly from measurements of the cold dark matter energy density; unfortunately, difficulties in modeling topological defects self-consistently from formation to decay [20–29] (and an ignorance of the unknown scale at which the PQ symmetry was broken) lead to a broad range of estimates roughly spanning the range $10^{-6} \lesssim m_a \lesssim 10^{-3}$ eV [30–32].

One promising search avenue which may shed light on the axion mass, and thus dramatically simplify terrestrial axion experiments, is to look for the decay and/or conversion of nonrelativistic axion dark matter into photons in astrophysical environments [33–49]. These processes yield nearly monochromatic spectral features, with the characteristic frequency of the line providing direct information about the axion mass. Axion-photon conversion can be efficient in the presence of an external magnetic field, and becomes resonantly enhanced when the background plasma has a characteristic frequency $\omega_p \sim \sqrt{4\pi n_e/m_e}$ roughly equivalent to the mass of the axion [33]. Neutron
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stars have recently been proposed as prime targets to search for radio signals from axion-photon conversion due to their plasma rich magnetospheres and enormous magnetic fields [38–48,50]. Although potentially capable of probing QCD axion dark matter, such observations are currently impeded by large theoretical uncertainties which prevent ongoing searches from reliably estimating the expected signal.

The aforementioned uncertainties can be largely broken down into two categories: (i) those related to the astrophysical description and characterization of magnetospheres, and (ii) those related to the production and propagation of the radio photons generated from axion-photon conversion. The former of these concerns reflects an overarching ignorance of the complicated phenomena that occur in extremely energetic strong-field environments. There is promise, however, that these uncertainties may be largely mitigated in the near future, as upcoming observations from telescopes such as SKA [51–57] and advances in the simulations of magnetospheres push our understanding to new limits (see, e.g., [58–64] for recent developments in magnetosphere modeling). The latter uncertainty, encompassing open questions such as: how axions and photons mix in an inhomogeneous three-dimensional plasma; how photons propagate through the magnetosphere; if photon-plasma interactions induce a broadening of the spectral line; and if these photons can be absorbed, is more readily addressable given the current knowledge of the community.

In this paper, we perform an end-to-end calculation of the radio signal in the Goldreich-Julian (GJ) magnetosphere model. That is to say, our formalism self-consistently follows individual photons from their point of genesis on the conversion surface to asymptotically large distances where they can be treated as free streaming radio waves. We do this using a state-of-the-art auto-differentiation ray-tracing algorithm, which allows us to carefully track axion-photon dephasing, photon reflections and refraction, energy exchanges with the ambient plasma, and photon absorption. In addition, we introduce a Monte Carlo (MC) sampling algorithm to efficiently draw photon trajectories from generic phase space distributions. We emphasize that this work contains a complete pipeline capable of computing the expected radio signature arising from axion-photon conversion in any magnetosphere model with arbitrary axion phase space distributions, and thus represents a major step toward ensuring the reliability of indirect axion searches.

II. PHOTON PROPAGATION

Previous attempts to compute the radio flux arising from axion-photon conversion in magnetospheres have all but ignored the complicated electrodynamics detailing how photons sourced near the neutron star surface propagate to the light cylinder\(^3\) [39–43]. A subset of the present authors made a first attempt in Ref. [43] to improve upon these assumptions by following the trajectories of individual photons, with the goal of discerning the time-variation and viewing angle sensitivity of radio observations [43]. This work, however, adopted the simplifying assumption of a free space dispersion relation (i.e., photon trajectories are unaffected by the plasma), implying that their technique could not track photon refraction, reflection, absorption, and energy losses/gains due to the time variability of the plasma, quantities which are fundamental for understanding radio telescope sensitivity. We begin here by discussing how to move past the aforementioned assumptions, and properly account for the effect of the plasma on the propagation of radio photons.

The linear response of a plasma to the presence of electromagnetic modes is fully characterized by the dielectric tensor \(\epsilon_{ij}\). Once this quantity is known, the dispersion relations governing the behavior of electromagnetic modes in the plasma are obtained by solving Maxwell’s equations in Fourier space; in practice, this amounts to solving for the roots of the determinant of \(|\omega^2 \delta_{ij} - \mu n_j - \epsilon_{ij}|\), where \(n_j = k_j/\omega\) is the refractive index, and \(k\) and \(\omega\) are respectively the wave number and frequency of the Fourier mode of interest. For a cold and neutral plasma, this determinant yields a 10th order polynomial, highlighting the fact that the plasma response can in general be quite complex and diverse [65]. In the large magnetization and low frequency limit (a good approximation for radio photons in neutron star magnetospheres), this can be reduced to a 6th order polynomial, allowing for the identification of three unique modes (each with a \(\pm\) solution). These are often called the magnetosonic-t (sometimes also called the magnetoelectroacoustic-t or X mode), the Alfvén,\(^4\) and Langmuir-O modes. In the infinite magnetic field limit, the first of these has the trivial dispersion relation \(\omega^2 = k^2\)—notice that semi-relativistic axions cannot excite this mode, and thus it is not of interest. The Alfvén mode is a subluminous (i.e., \(n = k/\omega > 1\)) density perturbation that is unavoidably damped at large radii. The Langmuir-O mode on the other hand is a superluminous wave with both longitudinal and transverse components, and naturally evolves into a transverse ordinary “O” mode\(^5\) as the wave propagates away from the neutron star [66]; this is the only mode that axions can excite, and thus it is this mode that we must track in our analysis. We derive in Appendix A of the

\(^3\)The light cylinder is defined by the radial distance at which the corotating plasma would be required to move at the speed of light, i.e., \(R_{LC} \sim 1/\omega_{NS}\), where \(\omega_{NS}\) is the rotational frequency of the neutron star. Outside of this radius the magnetosphere model breaks down.

\(^4\)This mode is synonymous with the magnetosonic-t waves in the limit of purely parallel propagation.

\(^5\)Ordinary modes are those described by the conventional cold isotropic plasma dispersion relation, i.e., \(\omega^2 = k^2 + \omega_p^2\).
Theory that governs the evolution of a wave packet as it can derive a set of equations (under a generalized WKB two additional effects may arise. First, new propagating plasma rest frame (which we take to be one). At this point, is the boost factor of the electrons and positrons in the

\[
\omega^2 = \frac{1}{2} \left( k^2 + \omega_p^2 + \sqrt{k^4 + \omega_p^4 + 2k^2\omega_p^2(1 - 2\cos^2 \tilde{\theta})} \right).
\]

where \(\tilde{\theta}\) is the angle between the magnetic field and \(\vec{k}\) (for reference, we point out that Eq. (1) is consistent with one of the roots of the dispersion relation obtained in Eq. (55) of [66], in the limit of a nonrelativistic plasma).

Notice that because this is a superluminal mode, i.e., the photon frequency, i.e., \(\omega \sim \omega_p^2\), mode tunneling may be possible, but this is not always better suited for axion searches. We outline the computation of the optical depth \(t\) and illustrate both of these points in Appendix B of the Supplemental Material [67].

In a three-dimensional inhomogeneous plasma, one can derive a set of equations (under a generalized WKB theory\(^6\)) that governs the evolution of a wave packet as it propagates through a medium. These are called the ray-tracing equations, and for a predefined dispersion relation \(\omega(\vec{x}, \vec{k}, t)\) are given by [65]

\[
\frac{d\vec{x}}{dt} = \nabla_k \omega(\vec{x}, \vec{k}, t),
\]

\[
\frac{d\vec{k}}{dt} = -\nabla_x \omega(\vec{x}, \vec{k}, t),
\]

\[
\frac{d\omega}{dt} = \partial_{\omega}\omega(\vec{x}, \vec{k}, t).
\]

The first two equations allow for photon trajectories to be carefully tracked from deep in the magnetosphere to distances \(d \sim R_{\text{LC}}\), while the final of these equations defines the differential energy injected to (or imparted from) the plasma per unit path length. Integrating Eq. (4) along the trajectory yields the net energy change of the photon from production to detection.

At distances far from the surface of the neutron star, the strong-field assumption used in the derivation of the dielectric tensor breaks down; this is expected to occur when the cyclotron frequency of electrons is comparable to the photon frequency, i.e., \(\Omega_*/\gamma \equiv q_eB/(m_e\gamma) \sim \omega\), where \(\gamma\) is the boost factor of the electrons and positrons in the plasma rest frame (which we take to be one). At this point, two additional effects may arise. First, new propagating modes will appear, implying the dispersion relation given in Eq. (1) may no longer be valid. We have verified numerically, however, that at the distances where this occurs the dispersion relation is to a very high degree given by the free space solution, i.e., \(\omega^2 = k^2\). Additionally, the fact that the dispersion relation given in Eq. (1) is void of poles and resonances precludes the possibility of mode mixing\(^7\) (in which the propagating wave jumps from one dispersion relation to another) [65,75,76]. The second novel effect is resonant cyclotron absorption, in which the propagating wave excites an electron or ion to a higher Landau level. In general, this happens when \(\omega - k||\vec{v}|| - \Omega_*/\gamma = 0\) (see e.g., [77–79]). For a nonrelativistic plasma the second term can be dropped, and the resonance occurs when \(\omega \sim \Omega_*\). We emphasize here two crucial points. First, while the cyclotron resonance never has a significant impact on the total luminosity, it can significantly suppress the flux coming from the torus and lobes (note that the luminosity is unaffected only because the dominant contribution comes from the throats, where the optical depth is always small). Second, the cyclotron resonance becomes important for magnetic field strengths characteristic of magnetars, which implies (contrary to prior belief) that stronger magnetic fields are not always better suited for axion searches. We outline the computation of the optical depth \(\tau\) and illustrate both of these points in Appendix B of the Supplemental Material [67].

Despite the simplistic form of Eq. (1), solving the ray-tracing equations is complicated by the nontrivial functional dependencies of \(\omega_p\) and \(\tilde{\theta}\), which are inherently determined by the magnetosphere model and the direction of photon propagation. In order to solve Eqs. (2)–(4), one needs to be able to efficiently and accurately determine the gradients of each of these quantities without adding crippling computational overhead. For this reason we employ the auto-differentiation package FORWARDDIFF [80], which enables fast derivative calculations with minimum loss in accuracy, and can be easily generalized to work for generic dispersion relations and magnetosphere models in future work.\(^8\)

Throughout this work we adopt the GJ model of the magnetosphere [81], which is derived by finding the minimum charge density allowed by a stable self-consistent solution to Maxwell’s equations in the presence of a strong rotating magnetic field. The charge density and magnetic field are given by

\[\ldots\]

\[\ldots\]

\[\ldots\]

---

\(^6\)The WKB method (or approximation) is a procedure for finding approximate solutions to linear differential equations with space-time dependent coefficients (see e.g., [74]).

\(^7\)As the propagating Langmuir-O mode approaches the branch cut at \(\omega \sim \omega_p\), mode tunneling may be possible, but this is naturally a suppressed process [65].

\(^8\)This package, and autodifferentiation in more general terms, works by augmenting the algebra into a space of multidimensional dual numbers—this new algebra allows one to iteratively apply the chain rule to find derivatives at any order and to arbitrary working precision. Importantly, this is different from symbolic differentiation, which is extremely computationally inefficient, and numerical differentiation, which is subject to rounding and discretization errors.
\[
\begin{align*}
n_{\text{GJ}}(\vec{r}) &= \frac{2\tilde{\omega}_{\text{NS}} \cdot \vec{B}}{e} \frac{1}{1 - \omega_{\text{NS}}^2 r^2 \sin^2 \theta} ,
\end{align*}
\]

Here, \( \tilde{\omega}_{\text{NS}} = \omega_{\text{NS}} \hat{z} \) is the rotational frequency of the neutron star, \( B_z \) is the magnetic field strength at the surface of the neutron star, \( \theta_m \) is the misalignment angle between \( \vec{B} \) and \( \omega_{\text{NS}} \), \( \psi(t) = \phi - \omega_{\text{NS}} t \), and \( r_{\text{NS}} \) is the radius of the neutron star. We assume throughout that \( n_e = n_{\text{GJ}} \); since electrons and positrons have the same effect, taking \( n_e = 0 \) does not influence our results (so long as the net charge density is given by \( n_{\text{GJ}} \)). It is worth mentioning that realistic magnetospheres may have large charge multiplicities \( M \) (defined by \( M \equiv n_e / n_{\text{GJ}} \)), relativistic streaming plasma’s, and deviations from the dipole magnetic field configuration—we leave a thorough investigation of these effects to future work. It is also worth mentioning that non-active neutron stars are expected to be comprised almost entirely of electrons and ions, with a strong spatial separation between the charged populations (see, e.g., [41]). In this case, the results presented below are likely to only be meaningful for photons originating from the electron-dominated region, as the plasma mass for ions is suppressed relative to that of electrons.

In Fig. 1, we provide an illustration outlining the ray-tracing technique presented here. In this image, we show how the trajectories of photons sourced on the conversion surface of a neutron star can be accurately traced to asymptotic distances (note that in the true procedure, we track photons to distances \( r \sim R_{\text{LC}} \), which extends far beyond the distances illustrated in Fig. 1). Close inspection of the region near the conversion surface shows evidence of strong reflections and refraction for many of these randomly selected trajectories. After propagating photons to the light cylinder, one may map their sky location back to the conversion surface in order to better understand the sensitivity of the flux, at a given viewing angle, to modeling uncertainties in the magnetosphere. This mapping is illustrated in Fig. 1, where we assign a color to the sky location of the sourced photons at the light cylinder; here, red identifies the point of genesis for photons that propagate to \( \theta \sim 0 \) (i.e., the north pole) at \( r \sim R_{\text{LC}} \), while blue indicates photons that finish at \( \theta \sim \pi \) (i.e., the south pole). One can see that photons sourced on the top of the torus (the azimuthal feature) or the northern lobe predominantly propagate upward, while photons sourced on the bottom of the torus or the southern lobe predominantly propagate downward. While this agrees with naive expectations, a more complicated structure can be seen on the sides of the lobes and in the throats (the areas between the lobes and the torus), where axion-photon conversion can be much more efficient. We present a more systematic illustration of the photon refraction and reflection using two-dimensional projections in Appendix A of the Supplemental Material [67]. We emphasize that throughout this work we adopt a flat Minkowski metric. Using the Schwarzschild metric would induce corrections proportional to \( r_s/r \), with \( r_s \) being the Schwarzschild radius (note that the rotational frequency of neutron stars is never sufficiently large so as to necessitate the use of the Kerr metric [82]). At the surface of the neutron star, this amounts to a maximal correction of the metric of \( \sim 10\% \). While future high precision measurements may require the inclusion of these effects, we neglect them here for computational efficiency.

### III. Photon Production Rate

The previous section outlined the procedure for propagating photons produced from the point of conversion in the magnetosphere to the light cylinder. We now describe how to properly source these photons from an arbitrary phase space distribution. In this section we outline a novel
approach based on MC integration which is easily general-
izable to a broad range of problems in which the phase
space density is nontrivial. The total rate at which photons
are produced from axion-photon conversion is given by

$$R_{a\rightarrow\gamma} = \int d^3v \int dSn_a(\vec{r})f(\vec{r}, \vec{v})|\vec{v} \cdot \hat{n}|P_{a\rightarrow\gamma}(\vec{r}, \vec{v}),$$  

(7)

where $S$ is the conversion surface defined by the unit
normal vector $\hat{n}$, $n_a$ is the axion number density, $f(\vec{r}, \vec{v})$ is
the velocity phase space distribution, and $P_{a\rightarrow\gamma}$ is the axion-
photon conversion probability given by [40,43] (see
Appendix C of the Supplemental Material [67] for a
complete derivation)

$$P_{a\rightarrow\gamma} = \frac{\pi}{2v_c^2} \left( \frac{g_{a\gamma}B}{\sin \theta} \right)^2 |\partial_\gamma k_\gamma|^{-1} \frac{1}{\sin^2 \theta}.$$  

(8)

Here, $g_{a\gamma}$ is the axion-photon coupling, $B$ the magnetic
field strength, $v_c$ the axion velocity at the conversion
surface, and $|\partial_\gamma k_\gamma|$ the derivative of the momentum of the
photon along the path length at the conversion surface. In
previous work, the derivative of $k_\gamma$ has been truncated at
leading order in velocity, yielding $|\partial_\gamma k_\gamma| \sim \partial_\gamma \omega_p/(v_c \sin^2 \theta)$
(see Appendix of [40]); if one further assumes radial
trajectories, the derivative can be approximated by

$$|\partial_\gamma k_\gamma| \sim \frac{3m_a}{(2r_c v_c)},$$

where $r_c$ is the radial distance of the conversion surface (see, e.g., [40,42,43]). Importantly,
many trajectories are not radial and can have derivatives
that vary significantly from this simplified assumption—in
some cases by many orders of magnitude. In addition, the
higher order correction in velocity carries a term propor-
tional to $\partial_\gamma \theta$, with $\theta$ the angle between $k$ and the magnetic
field, which may in some circumstances compensate for
the velocity suppression and become the dominant term.
We leave the details outlining the derivation of this
expression (keeping the next-to-leading order velocity
expansion intact) to Appendix C of the Supplemental
Material [67]. Furthermore, we emphasize that auto-
differentiation can be used to directly compute the deriv-
atives of interest without having to resort to simplified
approximation schemes.

Equation (8) has been derived under the assumption that
axions and photons can be described by one-dimensional
plane waves (see Appendix C of the Supplemental Material
[67]). Obtaining the generalized equations describing the
evolution of the mixing in three dimensions is of great
interest, but we deem this to be beyond the scope of the
current work. We do, however, note that the resonant
conversion will be detuned if photons strongly deviate
from their assumed straight line trajectories on sufficiently
short timescales. Here, we attempt to account for this effect
through a numerical rescaling of the conversion length as
follows.

Axion-photon conversion will remain efficient while the
phase overlap, defined by $\phi(z) = \int_0^z d\ell(k_a - k_\gamma)$ (where $k_a$ and $k_\gamma$ are the axion and photon momenta), remains small. For photons that travel along straight line trajectories (on scales where the conversion is active), there exists a direct mapping between the conversion length $L_c \equiv \sqrt{\pi/|\partial_\gamma k_\gamma|}$ and the dephasing induced over that length scale—in particular, for straight line trajectories this amounts to

$$\phi(L_c) \approx \pi/2.$$  

If we now take an axion trajectory oriented along the
$z$-axis, the one-dimensional plane wave approxi-
mation amounts to making the substitution: $e^{i\vec{k} \cdot \vec{r}} \rightarrow e^{ik_z z}$. Should refraction occur, one can see that the projection of the phase onto the $z$-axis is actually given by $e^{ik_z \cos \alpha}$, with $\alpha$ defining the angle between $k_\gamma(z)$ and $\hat{z}$. This is the source of the refraction induced dephasing. We approximate
the impact of axion-photon dephasing by replacing $k_\gamma \rightarrow k_\gamma \cos \alpha$ in the phase $\phi$, and computing the modified
conversion length $L_c'$ such that $\phi(L_c') = \pi/2$. Since $P_{a\rightarrow\gamma}$ is
proportional to $L_c^{-2}$, we then rescale the conversion
probability by a factor of $(L_c/L_c')^2$. We believe this procedure
represents a reasonable approximation to the impact of
premature refraction induced dephasing. A more detailed
description of this procedure is outlined in Appendix C of the
Supplemental Material [67].

Equation (7) can be computed under arbitrary circum-
stances via a MC integration. We outline here the procedure
of this calculation for the specific scenario where dark
matter in a virialized halo falls on the neutron star
isotropically:

1. Sample a direction $\hat{v}$ from an isotropic distribution
   in $(\theta_v, \phi_v)$.

2. Define a disk $\mathcal{A}$ perpendicular to $\hat{v}$ and centered at
   the origin with radius $R_A \geq R_{s,max}$, where $R_{s,max}$ is
   the maximum radius of the conversion surface.

3. Randomly sample a point uniformly from the disk
   $\vec{r}_A$, and define the vector passing through $\vec{r}_A$ in
   the direction $\hat{v}$ as $\vec{b}$.\footnote{We found that convergence can be increased by using
   importance sampling to preferentially map out the phase space
   at small radii where conversion probabilities are large.}

4. Extend the vector $\vec{b}$ forward and backward to radii
   $r \geq R_{s,max}$, and compute the plasma frequency along
   the vector. The points where $\alpha_p \approx m_a$ define the
   potential points of conversion $\vec{p}_i$. Notice that the
   aforementioned defines a generic procedure for
   performing an arbitrary surface integral \cite{83}. Per-
   forming the integration over the direction of the
   axion velocity can be done by randomly sampling
   from a unit sphere, and reweighting the samples
   by $\hat{v} \cdot \hat{n}$.\footnote{Technically this sampling step is unnecessary, as one could
   just as well take $\hat{v}$ to be in the direction $\vec{b}$ (in this case the angular
   weight is built into the sampling itself). However, due to the fact
   that the conversion probability diverges in the limit $\hat{v} \cdot \hat{n} \rightarrow 0$, resampling improves convergence.}
(5) At this point only the integration over \( v \) remains. Unfortunately, sampling uniformly from the local speed distribution is nontrivial. We therefore choose to use importance sampling, where we instead sample from the asymptotic speed distribution

\[
f_{\infty}(v_{\infty}) = \frac{4\pi}{(\pi v_{\infty}^2)^{3/2}} v_{\infty}^2 e^{-v_{\infty}^2/v_0^2},
\]

and re-weight the samples by the ratio \( f(\vec{r}, \vec{v})/f_{\infty}(v_{\infty}) \).

The net result is that one can express Eq. (7) as

\[
R_{a\rightarrow\gamma} \approx \sum_{j=1}^{N} \frac{\pi R^2 \rho \in\Delta r}{m_s} \sum_{\vec{p}_i \in \Delta N_j} \frac{(v_{\min}^2 + v_{\infty}^2)}{v_{\infty}} P_{a\rightarrow\gamma}(\vec{v}_{\infty}),
\]

where \( N \) is the number of samples drawn, \( v_{\min} = \sqrt{2GM_{NS}/r} \), \( v_{\infty} \) is the sampled asymptotic speed (which we obtain using inversion sampling), and \( \vec{p}_i \) are the points of conversion in the sample \( N_j \). Notice that the local and asymptotic speed are related via \( v^2 = v_{\infty}^2 + v_{\min}^2 \). In this derivation we have adopted the local phase space distribution obtained by applying Liouville’s theorem to the asymptotic velocity distribution, which can be approximately expressed as [40]

\[
f(\vec{r}, \vec{v}) \approx \frac{1}{(\pi v_0^2)^{3/2}} \exp \left( \frac{2GM_{NS}}{rr_0^2} \right) \exp \left( -\frac{v^2}{v_0^2} \right),
\]

for \( v \geq v_{\min} \). We emphasize that this procedure can be straightforwardly generalized to more complex anisotropic phase space distributions which may arise in, for example, in-falling axion minicusters [46], binary neutron star–black hole mergers [47], and dark matter streams.

IV. APPLICATION TO GJ MODEL

In the previous sections we defined how to generate photon seeds on the conversion surface with position and momentum \((\vec{x}_i, \vec{k}_i)\), properly weighted by the phase space density and conversion probability, and how to properly trace the position, momentum, and energy transfer of each photon as it propagates away from the neutron star. In this section we present the results of repeating this procedure over many millions of trajectories in order to generate detailed maps of the photon distributions. With these maps, one can understand in detail the isotropy, time-dependence, viewing angle dependence, and line width of the radio signal generated from the conversion of axion dark matter around neutron stars.

We present the results of our fiducial model in this section (obtained by taking \( M_{NS} = 1 M_{\odot} \), \( r_{NS} = 10 \text{ km} \), \( \omega = 1 \text{ s}^{-1} \), \( B_s = 10^{14} \text{ G} \), and \( \theta_{\text{MW}} = 0.2 \)), and discuss the implications of changing these fiducial values in Appendix D of the Supplemental Material [67]. Photons are all sourced at time \( t = 0 \), and propagated to distances near the light cylinder; we have verified explicitly that increasing this threshold by orders of magnitude has no impact on the results. We then translate the position of these photons into a healpix sky map, and define the fractional rate in a pixel as

\[
\delta R_i \equiv \frac{R_{\text{pixel}}}{R_{\text{total}}} = \frac{\sum_{j \in \text{pixel}} R_{j} e^{-\tau_{ij}}}{\sum_{i} R_{ij} e^{-\tau_{ij}}},
\]

where \( R_{ij} \) is given by Eq. (10), and \( \tau_{ij} \) is the optical depth of the photon. A map of the fractional rate is illustrated in the left panel of Fig. 2. In addition to the positions of each photon, we also track the energy exchanged with the plasma during photon propagation as this may induce line broadening. Defining the final state energy of a single photon as \( E_{r_i} = \delta \omega_{\phi} + E_{a,\infty} \), where \( E_{a,\infty} \) is the asymptotic energy of the axion sourcing \( \gamma_1 \) prior to in-fall and \( \delta \omega_{\phi,i} \) being the time integration of Eq. (4), one can write the characteristic width of the spectral line in a pixel as

\[11\text{We defer a discussion of the number of photons required for convergence, and the typical associated computational time, to Appendix F of the Supplemental Material [67].} \]
Here \( \langle E_i \rangle \) is the typical final state photon energy, which we set to \( m_a \) (accurate to a very high degree when averaged over the full sky). We plot this quantity in the central panel of Fig. 2. This image illustrates a number of important features. First, there is a strong anisotropy expected in the signal—depending on the position in the sky, the time-averaged flux may vary by many orders of magnitude. Second, the time variation of the flux, which can be read off the figure by tracing horizontal lines over the period of oscillation (we illustrate this process using a red band in the left panel of Fig. 2), depends crucially on the observing angle, but can be significant in many cases. We present a more detailed analysis and discussion of the time dependence in Appendix E of the Supplemental Material [67]. Finally, the line dispersion greatly exceeds the dispersion introduced by the asymptotic axion velocity dispersion (by \( \sim 1.5 \) orders of magnitude in the fiducial model presented); that is to say, the line width is strongly dominated by energy exchanges with the plasma.

In general, \( \Delta B \) does not uniquely characterize the line width, but rather the energy variance in the flux about the axion mass. Large values of \( \Delta B \) can thus manifest either as energy shifts in the location of \( \langle E_i \rangle \) or as an actual broadening of the line about \( \langle E_i \rangle \sim m_a \). We have verified that for most pixels the shift in the central value of the line (away from \( m_a \)) is typically on the order of \( 33\% \times \Delta B \), implying the dominant influence is broadening, with the shift of the line playing a small but not necessarily negligible role.

If one neglects systematic uncertainties, the flux sensitivity of a radio telescope is given by the ideal radiometer equation [84] which depends inversely on the square root of the bandwidth [84]—a large dispersion will therefore reduce the sensitivity of a line search and complicate the identification of the signal. The time dependence of both the bandwidth (blue) and flux (red) for a fixed viewing angle, taken here to be \( \theta = 57^\circ \), is shown in the right panel of Fig. 2 (using arbitrary units). While Fig. 2 is produced under fixed magnetosphere parameters, the results for the most part do not change qualitatively under variations of these parameters (although the magnitude of the time variation is sensitive to the characteristic scale of the conversion radius, which depends on the magnetosphere parameters)—perhaps the only exception being \( \theta_m \), which can modify the isotropy of the flux. Quantitatively, however, the total luminosity, relative luminosity (i.e., the variation in the luminosity between the highest and lowest flux), and the line width may all be affected by the choice of \( B_i, \omega_{NS}, \theta_m, \) and \( m_a \). We defer a discussion of how variations in these parameters affect the luminosity to Appendix D of the Supplemental Material [67], and focus here only on the impact of the line width.\(^\text{12}\)

In Fig. 3 we plot the pixel-to-pixel probability distribution functions of the line width \( \Delta B \) as a function of \( \theta_m \) (top) and \( \omega_{NS} \) (bottom), keeping the remaining parameters fixed to their fiducial values. The median and 25/75\% quartiles are shown in red and blue, respectively. Importantly, the width also depends on the characteristic scale of the conversion surface, which may be altered by changing \( m_a \) and \( B_i \) (in addition to \( \omega_{NS} \)). Comparing with the minimum expected line width (which can be obtained by assuming the width is given by the asymptotic axion velocity distribution, and is roughly of the order \( \Delta B \sim 10^{-6} \)), one can see that the true width across a majority of the pixels greatly exceeds previous expectations. We note here that the broadening of the line width has been previously discussed separately for reflection and refraction in Refs. [42,44] respectively. Our analysis inherently accounts for these effects, and roughly appears to agree with the linear scaling of \( \Delta B \) with \( \omega_{NS} \) as described in [44].

\(^\text{12}\)We highlight here the importance of the line width as this has been among the most debated aspects of the expected radio signal.
The ultimate goal of this work is to properly assess the consequences of including non-trivial plasma phenomena for axion-based radio surveys. In order to address this point, we estimate the sensitivity of the Square Kilometer Array (SKA) to axion-photon conversion in the magnetosphere of the magnetar PSR J1745-2900, situated only \( \sim 0.1 \text{ pc} \) from the Galactic Center [85–88]. The flux density observed by a radio telescope in a bandwidth \( \Delta f \) is given by

\[
S(t, \theta, \phi) = \frac{1}{D^2 \Delta f} \frac{dP}{d\Omega}(\theta, \phi, t),
\]

(14)

where \( dP/d\Omega \) is the differential power per unit solid angle and \( D \) the distance to the neutron star (taken here to be 8.5 kpc). In the idealized case that the noise is purely thermal, the signal-to-noise ratio (SNR) of the time-averaged flux density \( \bar{S} \) is given by the radiometer equation

\[
\text{SNR} = \frac{\bar{S}(\theta, \phi) \sqrt{2 \tau_{\text{obs}} \Delta f}}{\text{SEFD}},
\]

(15)

where \( \tau_{\text{obs}} \) is the observational time and SEFD is the system equivalent flux density (taken here to be SEFD = 0.098 Jy [51]). Should there exist a strong time-dependence (and assuming one is able to both look for, and characterize, the strongly time-dependent signal), the SNR can be further enhanced by a factor of \( \sqrt{\sigma^2} \), where \( \sigma^2 \) is the time-variance of the flux [43]. Notice that since \( dP/d\Omega \) is proportional to the axion-photon coupling squared, the derived limit on \( g_{\text{a} \gamma} \) clearly scales as \( \propto 1/\sqrt{\text{SNR}} \).

Measurements of PSR J1745-2900 have inferred a surface magnetic field strength \( B_s \sim 1.6 \times 10^{14} \text{ G} \) and a rotational period \( P_{\text{NS}} \sim 3.76 \text{ s} \) [85,86]. We further assume that the dark matter density in the Galactic Center is well-described by a Navarro-Frenk-White (NFW) profile [89]; importantly, adopting a cored Burkert dark matter profile [90] (or assuming the existence of a dark matter spike [91]) may suppress (enhance) the estimated flux density by a factor of \( \sim 10^4 \) (\( \sim 10^4 \)).

In Fig. 4, we show the projected sensitivity (defined here using a threshold of SNR = 5) of SKA to axions in the mass range \( m_a \in [10^{-6}, 4 \times 10^{-5}] \text{ eV} \), assuming 100 hours of observing time and a bandwidth \( \Delta f/f = 10^{-4} \) (which represents a conservative estimate based on the results of Fig. 3, although we note that this choice is slightly too conservative at large masses). In our fiducial analysis we assume \( \theta_m \sim 0.2 \), a time-averaged flux density, and we marginalize over the viewing angle \( \theta \). The fiducial sensitivity is shown in Fig. 4 using black dots (an interpolation is shown by the thick black line). We note that the marginalization over \( \theta \) significantly biases the expected sensitivity toward lower axion-photon couplings; we illustrate this point by plotting vertical bars which represent the sensitivity from the maximally optimistic \( \theta_{\text{max}} \) and pessimistic \( \theta_{\text{min}} \) viewing angles. We also show the extent to which the sensitivity could be improved should the signal be strongly time-varying (black dotted; specifically, we assume a time-varying flux consistent with the result shown in the right panel of Fig. 2).
In order to illustrate how each of the effects we have studied influences the expected sensitivity, we systematically remove each effect one by one, and reassess the sensitivity estimate at each step. We begin by discarding the rescaling of the conversion length, which was needed to account for the premature axion-photon dephasing induced by refraction on scales below the conversion length. The result of removing this cut is shown in Fig. 4 (blue line, labeled ‘L. Cut’). At small masses this amounts to roughly an order of magnitude correction in the sensitivity at all masses. Next, rather than computing the conversion probability using $\partial_c k_\gamma$ for each individual photon, we use the simplified radial trajectory approximation adopted in previous works $\partial_c k_\gamma \sim 3m_a/(2r_c v_c)$, and adopt the 1-dimensional formalism in which the axion velocity is assumed to be perpendicular to the conversion surface (i.e., two of the assumptions that entered into [40]). This cut, labeled 1-Dim Radial’ results in a factor of two reduction in the bound at large masses and strengthens the bound by a factor of $\sim 3$ at small masses. The strong mass dependence can at least partially be understood as a geometric effect, arising from the fact that the fraction of the conversion surface with a radially aligned normal vector increases as the conversion surface shrinks toward the surface of the neutron star (i.e., for larger axion masses). Consequently, the radial approximation becomes worse, and thus the discrepancy grows, at smaller axion masses. Finally, if the width of the radio line were set by the asymptotic axion velocity (rather than interactions with the plasma), the SNR could be enhanced by choosing a narrower bandwidth closer to $\Delta f/f \sim 10^{-6}$; making this assumption further increases the sensitivity uniformly by a factor of 3.2 (shown by the purple line). Cumulatively, our fiducial sensitivity is suppressed by a factor $\sim 10^2$ relative to previous estimates, and a more conservative treatment of the viewing angle may lead to a further suppression by up to one or two orders of magnitude. Finally, we note that the magnetic field of PSR J1745-2900 is not sufficiently large for cyclotron absorption to become important—the effect is never larger than a factor of two suppression in the differential power, and on average is much smaller. We include this effect in the computation of the black lines, but do not include it in the colored lines (note that it is hardly visible after marginalizing over $\theta$).

While the cumulative suppression in the sensitivity presented above may at first glance appear devastating for indirect axion searches, it is important to emphasize that there is still hope. In particular, we point out that the largest suppression has arisen from the uncertainty in the magnetar viewing angle. Indirect searches using neutron star populations can directly circumvent this by observing neutron stars across a wide array of possible angles (some of which are likely aligned such that the brightest flux points toward Earth). Slowly rotating and highly aligned neutron stars also experience a rather minimal amount of line broadening, implying one may still be able to use narrow bandwidths if the properties of the magnetosphere are reasonably well understood. Removing the aforementioned effects, and including the enhancement from strong time variability, one may still have sensitivity to a broad range of the axion parameter space. Importantly, we reiterate that the importance of each effect studied here is only valid in the GJ model. Further studies are required in order to understand how the conclusions found here change under reasonable assumptions of the electron and positron charge distributions.

**Brief comment on Battye et al. (2021):** The preprint of Ref. [94] appeared online shortly after the publication of this work, with the goal of addressing similar questions to those discussed above. Reference [94] adopts a backward ray-tracing technique, as presented in Ref. [43], to follow photons from asymptotic distances to the conversion surface—the authors improve, however, upon Ref. [43] by (1) using the cold plasma dispersion relation $\omega^2 = \omega_p^2 + k^2$ (rather than the free space dispersion relation), (2) propagating photons in the Schwarzschild metric, and (3) computing line broadening effects (in a manner akin to what has been performed here). Due to the differences in methodology and treatment of the system, it is not trivial to make a direct comparison between these results. Future comparisons between the algorithm developed here and that in Ref. [94] will hopefully shed light on the importance of each effect and on the most promising approach moving forward.

**V. CONCLUSIONS**

In this work we have presented a novel tool and formalism that allows for a complete treatment of axion-photon conversion in neutron stars, tracing individual trajectories of millions of photons from their genesis to distances comparable to the light cylinder. This procedure allows for an accurate determination of the anisotropy and time-dependence of the flux as well as the width of the radio line resulting from axion-photon conversion in magnetospheres. Furthermore, our formalism is capable of accounting for axion-photon dephasing induced from photon refraction near the point of production. Our formalism is fast, highly accurate, and easily generalizable to arbitrary magnetosphere models.

The results presented here illustrate four crucial points. First, the radio flux is strongly anisotropic, implying a strong inherent sensitivity to the viewing angle. In addition, photon refraction is likely to induce a premature dephasing of the axion resonance, which will strongly suppress the flux. Next, our results indicate that the width of the line for typical neutron star parameters will be determined by the energy transfer between photons and the plasma, and is typically far greater than previously appreciated. Third, the extent to which one expects a strongly time-dependent signal crucially depends on the misalignment angle and the
viewing angle from the neutron star. Finally, for sufficiently large magnetic field strengths, resonant cyclotron absorption may no longer be negligible, implying stronger magnetic fields do not always make ideal targets for indirect axion searches. It is now of ample importance to reevaluate existing search strategies and constraints while taking these effects into full account, which we leave to upcoming work.

We have assumed throughout this paper a simplified magnetosphere model that fails to account for plasma inhomogeneities, charge separated plasma, and relativistic streaming plasma substructure. While it is unlikely that the detailed nature of the magnetosphere will be available in the near future with sufficient resolution to capture the necessary details on the scales of interest, the methods presented here will allow for many of these uncertainties to be treated systematically in a meaningful and quantitative manner. Crucially, our results represent a complete end-to-end model of the conversion process, which significantly reduces the theoretical uncertainty of the resulting flux and allows for reliable inferences of the expected radio signal.
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[67] Please see Supplemental Material at http://link.aps.org/supplemental/10.1103/PhysRevD.104.103030 for relevant derivations, checks, and tests, as well as a broader explanation of how the results presented in the main text depend on the underlying model of the neutron star, which includes Refs. [68–73].