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Abstract

Matrix scaling and matrix balancing are two basic linear-algebraic problems with a wide variety of applications, such as approximating the permanent, and pre-conditioning linear systems to make them more numerically stable. We study the power and limitations of quantum algorithms for these problems. We provide quantum implementations of two classical (in both senses of the word) methods: Sinkhorn’s algorithm for matrix scaling and Osborne’s algorithm for matrix balancing. Using amplitude estimation as our main tool, our quantum implementations both run in time $\tilde{O}(\sqrt{mn}/\varepsilon^4)$ for scaling or balancing an $n \times n$ matrix (given by an oracle) with $m$ non-zero entries to within $\ell_1$-error $\varepsilon$. Their classical analogs use time $\tilde{O}(m/\varepsilon^2)$, and every classical algorithm for scaling or balancing with small constant $\varepsilon$ requires $\Omega(m)$ queries to the entries of the input matrix. We thus achieve a polynomial speed-up in terms of $n$, at the expense of a worse polynomial dependence on the obtained $\ell_1$-error $\varepsilon$. Even for constant $\varepsilon$ these problems are already non-trivial (and relevant in applications). Along the way, we extend the classical analysis of Sinkhorn’s and Osborne’s algorithm to allow for errors in the computation of marginals. We also adapt an improved analysis of Sinkhorn’s algorithm for entrywise-positive matrices to the $\ell_1$-setting, obtaining an $\tilde{O}(n^{1.5}/\varepsilon^3)$-time quantum algorithm for $\varepsilon$-$\ell_1$-scaling. We also prove a lower bound, showing our quantum algorithm for matrix scaling is essentially optimal for constant $\varepsilon$: every quantum algorithm for matrix scaling that achieves a constant $\ell_1$-error w.r.t. uniform marginals needs $\Omega(\sqrt{mn})$ queries.

2012 ACM Subject Classification
Theory of computation → Design and analysis of algorithms; Theory of computation → Quantum computation theory

Keywords and phrases
Matrix scaling, matrix balancing, quantum algorithms

Digital Object Identifier 10.4230/LIPIcs.ICALP.2021.110
Category Track A: Algorithms, Complexity and Games


Funding Joran van Apeldoorn: Dutch Research Council (NWO/OCW), as part of QSC (024.003.037). Sander Gribling: Partially supported by SIRTEQ-grant QuIPP. Yinan Li: MEXT Quantum Leap Flagship Program grant no. JPMXS0120319794. Harold Nieuwboer: NWO grant no. OCENW.KLEIN.267. Michael Walter: NWO Veni grant no. 680-47-459 and grant no. OCENW.KLEIN.267. Ronald de Wolf: NWO/OCW through QSC (024.003.037) and QuantAlgo (QuantERA 680-91-034).
Acknowledgements We thank the ICALP referees for some very helpful feedback.

1 Introduction

1.1 Matrix scaling and matrix balancing

Matrix scaling is a basic linear-algebraic problem with many applications. A scaling of an \( n \times n \) matrix \( A \) with non-negative entries is a matrix \( B = XAY \) where \( X \) and \( Y \) are positive diagonal matrices (everything straightforwardly extends to non-square \( A \)). In other words, we multiply the \( i \)-th row with \( X_{ii} \) and the \( j \)-th column with \( Y_{jj} \). We say \( A \) is exactly scalable to marginals \( r \in \mathbb{R}_+^n \) and \( c \in \mathbb{R}_+^n \) if there exist \( X \) and \( Y \) such that the vector \( r(B) = (\sum_{j=1}^n B_{ij})_{i \in [n]} \) of row sums of the scaled matrix \( B \) equals \( r \), and its vector \( c(B) \) of column sums equals \( c \). One typical example would be if \( r \) and \( c \) are the all-1 vectors, which means we want \( B \) to be doubly stochastic: the rows and columns of \( B \) would be probability distributions. In many cases it suffices to find approximate scalings. Different applications use different notions of approximation. We could for instance require \( r(B) \) to be \( \varepsilon \)-close to \( r \) in \( \ell_1 \) or \( \ell_2 \)-norm, or in relative entropy (Kullback-Leibler divergence), for some parameter \( \varepsilon \) of our choice, and similarly require \( c(B) \) to be \( \varepsilon \)-close to \( c \).

A related problem is matrix balancing. Here we do not prescribe desired marginals, but the goal is to find a diagonal \( X \) such that the row and column marginals of \( B = XAX^{-1} \) are close to each other. Again, different notions of closeness \( r(B) \approx c(B) \) are possible.

An important application, used in theory as well as in practical linear-algebra software (e.g. LAPACK [6] and MATLAB [40]), is in improving the numerical stability of linear-system solving. Suppose we are given matrix \( A \) and vector \( b \), and we want to find a solution to the linear system \( Av = b \). Note that \( v \) is a solution iff \( Bv' = b' \) for \( v' = Xv \) and \( b' = XB \). An appropriately balanced matrix \( B \) will typically be more numerically stable than the original \( A \), so solving the linear system \( Bv' = b' \) and then computing \( v = X^{-1}v' \), is often a better way to solve the linear system \( Av = b \) than directly computing \( A^{-1}b \).

Matrix scaling and balancing have surprisingly many and wide-ranging applications. Matrix scaling was introduced by Kruithof for Dutch telephone traffic computation [37], and has also been used in other areas of economics [50]. In theoretical computer science it has been used for instance to approximate the permanent of a given matrix [38], as a tool to get lower bounds on unbounded-error communication complexity [25], and for approximating optimal transport distances [2]. In mathematics, it has been used as a common tool in practical linear algebra computations [39, 12, 46, 42], but also in statistics [49], optimization [47], and for strengthening the Sylvester-Gallai theorem [11]. Matrix balancing has a similarly wide variety of applications, including pre-conditioning to make practical matrix computations more stable (as mentioned above), and approximating the min-mean-cycle in a weighted graph [3]. Many more applications of matrix scaling and balancing are mentioned in [38, 31, 28]. Related scaling problems have applications to algorithmic non-commutative algebra [27, 17], functional analysis [26], and quantum information [29, 18, 16].

1.2 Known (classical) algorithms

Given the importance of good matrix scalings and balancings, how efficiently can we actually find them? For concreteness, let us first focus on scaling. Note that left-multiplying \( A \) with a diagonal matrix \( X \) corresponds to multiplying the \( i \)-th row of \( A \) with \( X_{ii} \). Hence it is very easy to get the desired row sums: just compute all row sums \( r_i(A) \) of \( A \) and define \( X \) by \( X_{ii} = r_i(A) \), then \( XA \) has exactly the right row sums. Subsequently, it is easy to get the desired column sums: just right-multiply the current matrix \(XA \) with diagonal matrix \( Y \) where \( Y_{jj} = c_j/c_j(XA) \), then \( XAY \) will have the right column sums.
The problem with this approach, of course, is that the second step is likely to undo the good work of the first step, changing the row sums away from the desired values; it is not at all obvious how to simultaneously get the row sums and column sums right. Nevertheless, the approach of alternating row-normalizations with column-normalizations turns out to work. This alternating algorithm is known as Sinkhorn’s algorithm [49], and has actually been (re)discovered independently in several different contexts.

For matrix balancing there is a similar method called Osborne’s algorithm [43, 45]. In each iteration this chooses a row index \(i\) and defines \(X_i\), such that the \(i\)-th row sum and the \(i\)-th column sum become equal. Again, because each iteration can undo the good work of earlier iterations, convergence to a balancing of \(A\) is not at all obvious. Remarkably, even though Osborne’s algorithm was proposed more than six decades ago and is widely used in linear algebra software, an explicit convergence-rate bound was only proved recently [48, 44]!

At the same time there have been other, more sophisticated algorithmic approaches for scaling and balancing. Just to mention one: we can parametrize \(X = \text{diag}(e^x)\) and \(Y = \text{diag}(e^y)\) by vectors \(x, y \in \mathbb{R}^n\) and consider the following convex potential function:

\[
f(x, y) = \sum_{i, j = 1}^{n} A_{ij} e^{x_i + y_j} - \sum_{i = 1}^{n} r_i x_i - \sum_{j = 1}^{n} c_j y_j.
\]

Note that the partial derivative of this \(f\) w.r.t. the variable \(x_i\) is \(\sum_{j = 1}^{n} A_{ij} e^{x_i + y_j} - r_i = r_i (XAY) - r_i\), and the partial derivative w.r.t. \(y_j\) is \(c_j (XAY) - c_j\). A minimizer \(x, y\) of \(f\) will have the property that all these \(2n\) partial derivatives are equal to 0, which means \(XAY\) is exactly scaled! Accordingly, (approximate) scalings can be obtained by finding (approximate) minimizers using methods from convex optimization. In fact, Sinkhorn’s original algorithm can be interpreted as block coordinate descent on this \(f\), and Osborne’s algorithm can similarly be derived by slightly modifying \(f\). More advanced methods from convex optimization have also been applied, such as ellipsoid methods [36, 33, 41], box-constrained Newton methods [1, 21] and interior-point methods [21, 19].

Historically, research on matrix scaling and matrix balancing (and generalizations such as operator scaling) has focused on finding \(\varepsilon\)-\(\ell_2\)-scalings. More recently also algorithms for finding \(\varepsilon\)-\(\ell_1\)-scalings have been extensively studied, due to their close connection with permanents and finding perfect matchings in bipartite graphs [38, 20], and because the \(\ell_1\)-distance is an important error measure for statistical problems such as computing the optimal transport distance between distributions [22, 2], even already for constant \(\varepsilon\). By the Cauchy-Schwarz inequality, an \((\varepsilon/\sqrt{n})\)-\(\ell_2\)-scaling for \(A\) is also an \(\varepsilon\)-\(\ell_1\)-scaling, but often more direct methods work better for finding an \(\varepsilon\)-\(\ell_1\)-scaling.

Below in Table 1 we tabulate the best known algorithms for finding \(\varepsilon\)-scalings in \(\ell_1\)-norm for entrywise-positive matrices and general non-negative matrices. We make the standard assumptions that every entry of the target marginals \(r, c\) is non-zero, and that \(A\) is asymptotically scalable: for every \(\varepsilon > 0\), there exist \(X\) and \(Y\) such that

\[
|\|r(B) - r\|_1 \leq \varepsilon \text{ and } ||c(B) - c||_1 \leq \varepsilon,
\]

where \(B = XAY\) (this implies that the matrix has at least one non-zero entry in every row and column). A sufficient condition for this is that the matrix is entrywise-positive. To state the complexity results, let \(m\) be the number of non-zero entries in \(A\) (note that \(m \geq n\)), assume \(\sum_{i,j=1} A_{ij} = 1\), that its non-zero entries lie in \([\mu, 1]\), and |\(r\)|\(_1\) = ||c\||\(_1\) = 1 (so uniform marginal is \(1/n\)). We will assume \(\varepsilon \in (0, 1)\). The input numbers to the algorithm are all assumed to be rational, with bit size bounded by polylog\((n)\), unless specified otherwise.\(^1\)

\(^1\) The complexity of our algorithms depends polylogarithmically on the magnitude of the entries; the assumption on the bit size of the entries is made to simplify the presentation.
Note that the table contains both first-order and second-order methods; the former just use the gradient of the potential (or a related potential), whereas the latter also use its Hessian. The second-order methods typically have a polylogarithmic dependence on the inverse of the desired precision $\varepsilon$, whereas the first-order methods have inverse polynomial dependence on $\varepsilon$. For entrywise-positive matrices, second-order methods theoretically outperform the classical first-order methods in any parameter regime. However, they depend on non-trivial results for graph sparsification and Laplacian system solving which are relatively complicated to implement, in contrast to the eminently practical (first-order) Sinkhorn and Osborne.

For matrix balancing, Osborne’s algorithm has very recently been shown to produce an $\varepsilon$-$\ell_1$-balancing in time $\tilde{O}(m \log \kappa)$ and $\tilde{O}(m^{5})$, respectively, where $\kappa$ denotes the ratio between the largest and the smallest entries of the optimal balancing.

### Table 1
State-of-the-art time complexity of first- and second-order methods for finding an $\varepsilon$-$\ell_1$-scaling, both to uniform marginals and to arbitrary marginals. The boldface lines are from this paper, and the only quantum algorithms for scaling we are aware of. Their proofs work only for input matrices that are exactly scalable. However, with our potential gap bound we can generalize their analysis to work for arbitrary asymptotically-scalable matrices.

<table>
<thead>
<tr>
<th>(1/n, 1/n)</th>
<th>(r, c)</th>
<th>References and remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>General non-negative</td>
<td>$\tilde{O}(m/\varepsilon^2)$</td>
<td>$\tilde{O}(mn/\varepsilon^2)$</td>
</tr>
<tr>
<td>$\tilde{O}(n^2/\varepsilon)$</td>
<td>$\tilde{O}(n^2/\varepsilon)$</td>
<td>Sinkhorn, via $\ell_2$ [35, 34], $\varepsilon \leq \sqrt{2n}$</td>
</tr>
<tr>
<td>$\tilde{O}(n^2/\varepsilon^2)$</td>
<td>$\tilde{O}(n^2/\varepsilon^2)$</td>
<td>Sinkhorn, via KL [2, 20] box-constrained, via $\ell_2$ [1, 21]</td>
</tr>
<tr>
<td>$\tilde{O}(n^{1.5}/\varepsilon^3)$</td>
<td>$\tilde{O}(n^{1.5}/\varepsilon^3)$</td>
<td>Sinkhorn, quantum, Corollary 7</td>
</tr>
</tbody>
</table>

### 1.3 First contribution: quantum algorithms for $\ell_1$-scaling and balancing

Because a classical scaling algorithm has to look at each non-zero matrix entry (at least with large probability), it is clear that $\Omega(m)$ is a classical lower bound. This is $\Omega(n^2)$ in the case of a dense or even entrywise-positive matrix $A$. As can be seen from Table 1, the best classical algorithms also achieve this $m$ lower bound up to logarithmic factors, with various dependencies on $\varepsilon$. The same is true for balancing: $\Omega(m)$ queries are necessary, and this is achievable in different ways, with different dependencies on $\varepsilon$ and other parameters.

Our first contribution is to give (in Section 3) quantum algorithms for scaling and balancing that beat the best-possible classical algorithms, at least for relatively large $\varepsilon \in (0, 1)$:

² Their proofs work only for input matrices that are exactly scalable. However, with our potential gap bound we can generalize their analysis to work for arbitrary asymptotically-scalable matrices.
Scaling: We give a quantum algorithm that (with probability $\geq 2/3$) finds an $\varepsilon$-$\ell_1$-scaling for an asymptotically-scalable $n \times n$ matrix $A$ with $m$ non-zero entries (given by an oracle) to desired positive marginals $r$ and $c$ in time $\tilde{O}(\sqrt{mn}/\varepsilon^4)$. When $A$ is entrywise positive (so $m = n^2$), the upper bound can be improved to $\tilde{O}(n^{1.5}/\varepsilon^3)$.

Balancing: We give a quantum algorithm that (with probability $\geq 2/3$) finds an $\varepsilon$-$\ell_1$-balancing for an asymptotically-balanceable $n \times n$ matrix $A$ with $m$ non-zero entries (given by an oracle) in time $\tilde{O}(\sqrt{mn}/\varepsilon^4)$.

Our scaling algorithms in fact achieve closeness measured in terms of the relative entropy, and then use Pinsker’s inequality ($\|p - q\|_2^2 = O(D(p||q))$) to convert this to an upper bound on the $\ell_1$-error. Our algorithms achieve a sublinear dependence on the input size $m$.

Note that compared to the classical algorithms we have polynomially better dependence on $n$ and $m$, at the expense of a worse dependence on $\varepsilon$. There have recently been a number of new quantum algorithms with a similar tradeoff: they are better than classical in terms of the main size parameter but worse in terms of the precision parameter. Examples are the quantum algorithms for solving linear and semidefinite programs [14, 8, 13, 7] and for boosting of weak learning algorithms [10, 30, 32].

Conceptually our algorithms are quite simple: we implement the Sinkhorn and Osborne algorithms but replace the exact computation of each row and column sum by quantum amplitude estimation; this allows us to approximate the sum of $n$ numbers up to some small multiplicative error $\delta$ (with high probability) at the expense of roughly $\sqrt{n}/\delta$ queries to those numbers, and a similar number of other operations.

Our analysis is based on a potential argument (for Sinkhorn we use the above-mentioned potential $f$). The error $\delta$ causes us to make less progress in each iteration compared to an “exact” version of Sinkhorn or Osborne. If $\delta$ is too large we may even make backwards progress, while if $\delta$ is very small there is no quantum speed-up! We show there is a choice of $\delta$ for which the negative contribution due to the approximation errors is of the same order as the progress in the “exact” version, and that choice results in a speed-up. We should caution, however, that it is quite complicated to actually implement this idea precisely and to keep track of and control the various approximation errors and error probabilities induced by the quantum estimation algorithms, as well as by the fact that we cannot represent the numbers involved with infinite precision (this issue of precision is sometimes swept under the rug in classical research on scaling algorithms). Finally, we note that due to the error $\delta$ our potential need not decrease monotonically. The standard analysis of Sinkhorn still applies if we can test whether the current scaling is an $\varepsilon$-scaling after each full Sinkhorn iteration. We show how to do so efficiently in the quantum setting. However, in Osborne’s algorithm one updates only a single (random) row/column per iteration, and the quantum cost of our testing procedure is higher than the cost of updating (classically, this problem is overcome by simply keeping track of the row and column marginals). To circumvent the need for testing every iteration, we give a novel analysis of Osborne’s algorithm (and of a randomized version of Sinkhorn) showing uniformly random iterates provide an $\varepsilon$-balancing with high probability.

1.4 Second contribution: quantum lower bound for scaling

A natural question would be whether our upper bounds for the time complexity of matrix scaling and balancing can be improved further. Since the output has length roughly $n$, there is an obvious lower bound of $n$ even for quantum algorithms. An $\tilde{O}(n)$ quantum algorithm would, however, still be an improvement over our algorithms, and it would be a quadratic
speed-up over the best classical algorithm. In Section 4 we dash this hope for matrix scaling by showing that our algorithm is essentially optimal for constant \( \varepsilon \), even for the special case of \( A \) that is exactly scaleable to uniform marginals:

There exists a constant \( \varepsilon > 0 \) such that every quantum algorithm that (with probability \( \geq 2/3 \)) finds an \( \varepsilon \)-\( \ell_1 \)-scaling for a given \( n \times n \) matrix \( A \) that is exactly scaleable to uniform and has \( m \) potentially non-zero entries, has to make \( \Omega(\sqrt{mn}) \) queries to \( A \).

Our proof constructs instances \( A \) that hide permutations, shows how approximate scalings of \( A \) give us information about the hidden permutation, and then uses the adversary method [5] to lower bound the number of quantum queries to the matrix needed to find that information. In particular, we show that for a permutation \( \sigma \in S_n \), it takes \( \Omega(n\sqrt{n}) \) queries to the entries of the associated permutation matrix to learn \( \sigma(i) \mod 2 \) for each \( i \in [n] \).

\section{Preliminaries}

\subsection{Matrix scaling and balancing}

Throughout we use \( r, c \in \mathbb{R}^n \) as the desired row and column marginals. Unambiguously, we also use \( r : \mathbb{R}^{n \times n} \to \mathbb{R}^n \) (resp. \( c : \mathbb{R}^{n \times n} \to \mathbb{R}^n \)) as the function that sends an \( n \times n \)-matrix to its row (resp. column) marginal: \( r(A) \) (resp. \( c(A) \)) is the vector whose \( i \)-th entry equals \( r_i(A) = \sum_{j=1}^n A_{ij} \) (resp. \( c_i(A) = \sum_{j=1}^n A_{ji} \)). We use \( A(x, y) = (A_{ij}e^{x_i+y_j})_{i,j \in [n]} \) to denote the rescaled matrix \( A \) with scalings given by \( e^x \) and \( e^y \). We say a non-negative matrix \( A \in \mathbb{R}_+^{n \times n} \) is \textit{exactly scaleable} to \( (r, c) \in \mathbb{R}_+^n \times \mathbb{R}_+^n \), if there exist \( x, y \in \mathbb{R}^n \) such that \( r(A(x, y)) = r \) and \( c(A(x, y)) = c \). For an \( \varepsilon > 0 \), we say \( A \in \mathbb{R}_+^{n \times n} \) is \( \varepsilon \)-\( \ell_1 \)-scaleable to \( (r, c) \in \mathbb{R}_+^n \times \mathbb{R}_+^n \), if there exist \( x, y \in \mathbb{R}^n \) such that \( \|r(A(x, y)) - r\|_1 \leq \varepsilon \) and \( \|c(A(x, y)) - c\|_1 \leq \varepsilon \). We say \( A \in \mathbb{R}_+^{n \times n} \) is \textit{asymptotically scaleable} to \( (r, c) \in \mathbb{R}_+^n \times \mathbb{R}_+^n \) if it is \( \varepsilon \)-\( \ell_1 \)-scaleable to \( (r, c) \) for every \( \varepsilon > 0 \). In the matrix-balancing setting we require \( y = -x \), and the marginals are compared to each other. We abbreviate \( A(x) = A(x, -x) \). We say a non-negative matrix \( A \in \mathbb{R}_+^{n \times n} \) is \textit{exactly balanceable}, if there exists a vector \( x \in \mathbb{R}^n \) such that \( r(A(x)) = c(A(x)) \). For an \( \varepsilon > 0 \), we say \( A \in \mathbb{R}_+^{n \times n} \) is \( \varepsilon \)-\( \ell_1 \)-balanceable, if there exists an \( x \in \mathbb{R}^n \) such that \( \|r(A(x)) - c(A(x))\|_1 \leq \varepsilon \). We say \( A \in \mathbb{R}_+^{n \times n} \) is \textit{asymptotically balanceable} if it is \( \varepsilon \)-\( \ell_1 \)-balanceable for every \( \varepsilon > 0 \). The associated optimization problems are as follows.

\begin{itemize}
  \item \textbf{Problem 1} (\( \varepsilon \)-\( \ell_1 \)-scaling problem). Given \( A \in \mathbb{R}_+^{n \times n} \) and desired marginals \( r, c \in \mathbb{R}_+^n \) with \( \|r\|_1 = \|c\|_1 = 1 \), find \( x, y \in \mathbb{R}^n \) s.t. \( \|r(A(x, y)) - r\|_1 \leq \varepsilon \) and \( \|c(A(x, y)) - c\|_1 \leq \varepsilon \).
  \item \textbf{Problem 2} (\( \varepsilon \)-\( \ell_1 \)-balancing problem). Given \( A \in \mathbb{R}_+^{n \times n} \), find \( x \in \mathbb{R}^n \) s.t. \( \|r(A(x)) - c(A(x))\|_1 / \|A(x)\|_1 \leq \varepsilon \).
\end{itemize}

For matrix scaling, our algorithm is most naturally analyzed with the error measured by the relative entropy, which can be converted to give an upper bound on \( \ell_1 \)-distance using (a generalized version of) Pinsker’s inequality. We therefore also consider the following problem:

\begin{itemize}
  \item \textbf{Problem 3} (\( \varepsilon \)-relative-entropy-scaling problem). Given \( A \in \mathbb{R}_+^{n \times n} \) and desired marginals \( r, c \in \mathbb{R}_+^n \) with \( \|r\|_1 = \|c\|_1 = 1 \), find \( x, y \in \mathbb{R}^n \) such that \( D(r\|r(A(x, y))) \leq \varepsilon \) and \( D(c\|c(A(x, y))) \leq \varepsilon \).
\end{itemize}
2.2 Computational model

We assume sparse black-box access to the elements of $A$ via lists of the potentially non-zero entries for each row and each column. A quantum algorithm can make such queries also in superposition. We also assume (classical) black-box access to the target marginals $r, c$. Our computational model is of a classical computer (say, a Random Access Machine for concreteness) that can invoke a quantum computer as a subroutine. The classical computer can write to a classical-write quantum-read memory (“QCRAM”)\(^3\), and send a description of a quantum circuit that consists of one- and two-qubit gates from some fixed discrete universal gate set (say, the $H$ and $T$ gates, Controlled-NOT, and 2-qubit controlled rotations over angles $2\pi/2^s$ for positive integers $s$; these controlled rotations are used in the circuit for the quantum Fourier transform (QFT), which we invoke later), queries to the input oracles, and queries to the QCRAM to the quantum computer. The quantum computer runs the circuit, measures the full final state in the computational basis, and returns the measurement outcome to the classical computer. See [9, Sec. 2] for details.

3 A Sinkhorn algorithm with approximate updates

We state and analyze Algorithm 1, a variant of the well-known Sinkhorn algorithm. Here we give an overview of its analysis, we refer to [9, Sec. 3] for the proofs. The algorithm’s objective is to find scaling vectors $x, y \in \mathbb{R}^n$ such that the matrix $A(x, y) = (A_{ij}e^{x_i+y_j})_{i,j \in [n]}$ has row and column marginals $r$ and $c$, respectively. Sinkhorn-type algorithms do so in the following iterative way. Starting from the rational matrix $A \in [0, 1]^{n \times n}$, find a vector $x$ such that the row marginals of $(A_{ij}e^{x_i})_{i,j \in [n]}$ are $r$, and then find a $y$ such that the column marginals of $A(x, y)$ are $c$. The second step may have changed the row marginals, so we repeat the procedure. We can view this as updating the coordinates of $x$ and $y$ one at a time, starting from the all-0 vectors. To update the row scaling vectors, we wish to find $\hat{x} = x + \Delta$ such that $r(A(\hat{x}, y)) = r$. Expanding this equation yields $e^{\Delta_i} \cdot r(\hat{A}(x, y)) = r$, for $i \in [n]$. Every row and column contains at least one non-zero entry, so this has a unique solution:

$$\hat{x}_i = x_i + \Delta \cdot x_i + \ln \left( \frac{r_i}{r_i(A(y,x))} \right) = \ln \left( \frac{r_i}{\sum_{j=1}^n A_{ij}e^{y_j}} \right).$$

(3.1)

Similar formulas can be derived for the column-updates. We use the term “one Sinkhorn iteration” to refer to the process of updating all $n$ row scaling vectors, or updating all $n$ column scaling vectors. We state the Sinkhorn algorithm in terms of two subroutines, ApproxScalingFactor and TestScaling. For both subroutines we provide both classical and quantum implementations in [9, Sec. 4]. A key ingredient of both subroutines is a procedure that computes the logarithm of a sum of exponentials, see Section 3.2 for a high-level explanation of the quantum subroutine. For the analysis of Algorithm 1, we only use the guarantees of the subroutines as stated, and do not refer to their actual implementation.

We study a version of Sinkhorn’s algorithm where, instead of computing row and column marginals in each iteration exactly, we use a multiplicative approximation of the marginals to compute $\delta$-additive approximations of Equation (3.1) and similar for column-updates. In the classical literature, $\delta$ can be chosen to be very small, since the cost per iteration scales as polylog$(1/\delta)$, and hence that error is essentially a minor technical detail. In the quantum setting, we obtain better dependence in terms of $n$ at the cost of allowing a poly$(1/\delta)$-dependence, so the required precision $\delta$ merits detailed attention in the analysis.

\(^3\) Note that we do not require a full QRAM that can hold qubits as well. We believe QCRAM is a natural assumption since it simply amounts to classical RAM that can be read in superposition.
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Algorithm 1 Full Sinkhorn with finite precision and failure probability.

Input: Oracle access to $A \in [0,1]^{n \times n}$ with $\|A\|_1 \leq 1$ and non-zero entries at least $\mu > 0$, target marginals $r, c \in (0,1]^n$ with $\|r\|_1 = \|c\|_1 = 1$, iteration count $T \in \mathbb{N}$, bit counts $b_1, b_2 \in \mathbb{N}$, estimation precision $0 < \delta < 1$, test precision $0 < \delta' < 1$ and subroutine failure probability $\eta \in [0,1]$

Output: Vectors $x, y \in \mathbb{R}^n$ with entries encoded in $(b_1, b_2)$ fixed-point format

Guarantee: For $\varepsilon \in (0,1]$, with parameters chosen as in Proposition 13, $(x, y)$ form an $\varepsilon$-relative-entropy-scaling of $A$ to $(r, c)$ with probability $\geq 2/3$

\begin{algorithm}
\begin{algorithmic}[1]
  \STATE $x^{(0)}, y^{(0)} \leftarrow 0$; \quad // entries in $(b_1, b_2)$ fixed-point format
  \FOR{$t \leftarrow 1, 2, \ldots, T$}
    \IF{$t$ is odd}
      \FOR{$\ell \leftarrow 1, 2, \ldots, n$}
        \STATE $x^{(t)}_\ell \leftarrow \text{ApproxScalingFactor}(A_{\star \ell}, r_\ell, y^{(t-1)}_\ell, \delta, b_1, b_2, \eta, \mu)$;
      \ENDFOR
      \STATE $y^{(t)} \leftarrow y^{(t-1)}$;
    \ELSEIF{$t$ is even}
      \FOR{$\ell \leftarrow 1, 2, \ldots, n$}
        \STATE $y^{(t)}_\ell \leftarrow \text{ApproxScalingFactor}(A_{\star \ell}, c_\ell, x^{(t-1)}_\ell, \delta, b_1, b_2, \eta, \mu)$;
      \ENDFOR
      \STATE $x^{(t)} \leftarrow x^{(t-1)}$;
    \ENDIF
    \IF{$\text{TestScaling}(A, r, c, x^{(t)}, y^{(t)}, \delta', b_1, b_2, \eta, \mu)$} \THEN
      \STATE $\text{return } (x^{(T)}, y^{(T)})$;
    \ENDIF
  \ENDFOR
\end{algorithmic}
\end{algorithm}

The Sinkhorn algorithm thus has a number of tunable parameters (precision, error parameters, iteration count). We show how to choose them in such a way that the resulting quantum algorithm obtains an $\varepsilon$-relative-entropy-scaling in time $O(\sqrt{mn}/\varepsilon^2)$.

\textbf{Theorem 4.} Let $A \in [0,1]^{n \times n}$ be a matrix with $\|A\|_1 \leq 1$ and $m$ non-zero entries, each rational and at least $\mu > 0$, let $r, c \in (0,1]^n$ with $\|r\|_1 = \|c\|_1 = 1$, and let $\varepsilon \in (0,1]$. Assume $A$ is asymptotically scalable to $(r, c)$. Then there exists a quantum algorithm that, given sparse oracle access to $A$, with probability $\geq 2/3$, computes $(x, y) \in \mathbb{R}^n \times \mathbb{R}^n$ such that $A(x, y)$ is $\varepsilon$-relative-entropy-scaled to $(r, c)$, for a total time complexity of $O(\sqrt{mn}/\varepsilon^2)$.

A generalization of Pinsker’s inequality (cf. [9, Lem. 2.1]) implies the following corollary.

\textbf{Corollary 5.} Let $A, r, c$ and $\varepsilon$ be as in Theorem 4. Then there exists a quantum algorithm that with probability $\geq 2/3$ computes $(x, y) \in \mathbb{R}^n \times \mathbb{R}^n$ such that $A(x, y)$ is $\varepsilon$-$\ell_1$-scaled to $(r, c)$, for a total time complexity of $O(\sqrt{mn}/\varepsilon^4)$.

In [9, Thm. C.6], we show that if the matrix $A$ is entrywise-positive, then the number of iterations to obtain an $\varepsilon$-relative-entropy-scaling can be reduced to roughly $1/\sqrt{\varepsilon}$ rather than roughly $1/\varepsilon$, leading to the following theorem.
\begin{procedure}
\caption{ApproxScalingFactor($a, r, y, \delta, b_1, b_2, \eta, \mu$).}
\begin{itemize}
\item \textbf{Input:} Oracle access to rational $a \in [0, 1]^n$, rational $r \in (0, 1]$, oracle access to $y \in \mathbb{R}^n$ encoded in $(b_1, b_2)$ fixed-point format, desired precision $\delta \in (0, 1]$, desired failure prob. $\eta \in [0, 1]$, lower bound $\mu > 0$ on non-zero entries of $a$
\item \textbf{Output:} A number $x$ encoded in $(b_1, b_2)$ fixed-point format
\item \textbf{Guarantee:} If $b_1 \geq \lceil \log_2(\|\ln(r/\sum_{j=1}^n a_j e^{y_j})\|) \rceil$ and $b_2 \geq \lceil \log_2(1/\delta) \rceil$, then with prob. $\geq 1 - \eta$, $x$ is a $\delta$-additive approximation of $\ln(r/\sum_{j=1}^n a_j e^{y_j})$
\end{itemize}
\end{procedure}

\begin{procedure}
\caption{TestScaling($A, r, c, x, y, \delta, b_1, b_2, \eta, \mu$).}
\begin{itemize}
\item \textbf{Input:} Oracle access to rational $A \in [0, 1]^{n \times n}$ with $\|A\|_1 \leq 1$, rational $r, c \in (0, 1]^n$, oracle access to $x, y \in \mathbb{R}^n$ encoded in $(b_1, b_2)$ fixed-point format, test precision $\delta \in (0, 1]$, desired failure probability $\eta \in [0, 1]$, lower bound $\mu > 0$ on non-zero entries of $A$
\item \textbf{Output:} A bit indicating whether $x, y$ forms a $\delta$-relative-entropy-scaling of $A$ to target marginals $r, c$.
\item \textbf{Guarantee:} If $b_1 \geq \lceil \log_2(\|\ln(r/\sum_{j=1}^n A_{i,j} e^{y_j})\|) \rceil$ for all $\ell \in [n]$, and similarly for the columns, and furthermore $b_2 \geq \lceil \log_2(1/\delta) \rceil$, then with probability at least $1 - \eta$, outputs \textbf{False} if $D(r||A(x,y))) \geq 2\delta$ or $D(c||A(x,y))) \geq 2\delta$, outputs \textbf{True} if both are at most $\delta$
\end{itemize}
\end{procedure}

\begin{theorem}
Let $A \in [\mu, 1]^{n \times n}$ be a matrix with $\|A\|_1 \leq 1$, each entry rational and at least $\mu > 0$, let $r, c \in (0, 1]^n$ with $\|r\|_1 = \|c\|_1 = 1$, and let $\varepsilon \in (0, 1]$. Then there exists a quantum algorithm that, given sparse oracle access to $A$, with probability $\geq 2/3$, computes $(x, y) \in \mathbb{R}^n \times \mathbb{R}^n$ such that $A(x,y)$ is $\varepsilon$-relative-entropy-scaled to $(r, c)$, at a total time complexity of $O(n^{1.5}/\varepsilon^{1.5})$.
\end{theorem}

The next corollary also follows from the generalization of Pinsker’s inequality.

\begin{corollary}
Let $A, r, c$ and $\varepsilon$ be as in Theorem 6. Then there exists a quantum algorithm that with probability $\geq 2/3$ computes $(x, y) \in \mathbb{R}^n \times \mathbb{R}^n$ such that $A(x,y)$ is $\varepsilon$-$\ell_1$-scaled to $(r, c)$, for a total time complexity of $O(\sqrt{mn}/\varepsilon^2)$.
\end{corollary}

### 3.1 Potential argument

The analysis uses the convex potential function

$$f(x, y) = \sum_{i,j=1}^n A_{i,j} e^{x_i + y_j} - \sum_{i=1}^n r_i x_i - \sum_{j=1}^n c_j y_j.$$

This function (already mentioned in the introduction) is often used in the context of matrix scaling, as its gradient is the difference between the current and desired marginals. Many of the more sophisticated algorithms for matrix scaling minimize this function directly. For our purposes, we first bound the potential gap $f(0,0) - \inf_{x,y \in \mathbb{R}^n} f(x,y)$ (see [9, App. A]).

\begin{lemma}[Potential gap] Assume $A \in [0, 1]^{n \times n}$ with $\|A\|_1 \leq 1$ and non-zero entries at least $\mu > 0$. If $A$ is asymptotically $(r, c)$-scalable, then $f(0,0) - \inf_{x,y \in \mathbb{R}^n} f(x,y) \leq \ln (1/\mu)$.
\end{lemma}

For matrices $A$ that are exactly $(r, c)$-scalable, this bound is well-known (see e.g. [34, 20]), but to the best of our knowledge, it has not yet appeared in the literature when $A$ is only assumed to be asymptotically scalable to $(r, c)$. 

ICALP 2021
One can show that, for a Sinkhorn iteration in which we update the rows exactly, i.e.,
\[ \hat{x}_\ell = \ln(r_\ell / \sum_{j=1}^n A_{\ell j} e^{y_j}) \] for \( \ell \in [n] \), the potential decreases by exactly the relative entropy:
\[ f(x, y) - f(\hat{x}, y) = D(r\|r(A(x, y))) \]
and similarly for exact column updates. The next lemma generalizes this to allow for error in the update; it shows that we can lower bound the decrease of the potential function in every iteration in terms of the relative entropy between the target marginal and the current marginal, assuming every call to the subroutine \text{ApproxScalingFactor} succeeds.

\textbf{Lemma 9.} Let \( A \in \mathbb{R}^{n \times n}_{+} \), let \( x, y \in \mathbb{R}^n \), let \( \delta \in [0, 1] \), and let \( \hat{x} \in \mathbb{R}^n \) be a vector such that for every \( \ell \in [n] \), we have \[ |\hat{x}_\ell - \ln(r_\ell / \sum_{j=1}^n A_{\ell j} e^{y_j})| \leq \delta. \] Then
\[ f(x, y) - f(\hat{x}, y) \geq D(r\|r(A(x, y))) - 2\delta. \]

A similar statement holds for an update of \( y \) (using \( c \) instead of \( r \) in the relative entropy).

When \( \delta = 0 \), the inequality becomes an equality which is well-known, see e.g. [2] or [20]. The lemma shows that updating the scaling vectors with additive precision \( \delta \geq 0 \) suffices to make progress in minimizing the potential function \( f \), as long as we are still \( \Omega(\delta) \) away from the desired marginals (in relative entropy distance).

We thus wish to store the entries of \( x \) and \( y \) with additive precision \( \delta > 0 \). We want to do so using a \((b_1, b_2)\) fixed-point format, so we need \( b_2 \geq \lceil \log_2(1/\delta) \rceil \). The guarantees of \text{ApproxScalingFactor} and \text{TestScaling} assert that this choice of \( b_2 \) is also sufficient. Lemma 10 shows how large we need to take \( b_1 \) to ensure the requirements of \text{ApproxScalingFactor} and \text{TestScaling} are satisfied in every iteration. The algorithm returns as soon as \text{TestScaling} returns \text{True}, or after \( T \) iterations. However, to simplify the analysis, we always assume that \( x^{(t)} \) and \( y^{(t)} \) are defined for \( t = 0, \ldots, T \).

\textbf{Lemma 10 (Bounding the scalings).} Let \( A \in [0, 1]^{n \times n} \) with \( \|A\|_1 \leq 1 \) and non-zero entries at least \( \mu > 0 \). Let \( T \geq 1 \) and \( \delta \in [0, 1] \). Denote \( \sigma = \max(|\ln r_{\min}|, |\ln c_{\min}|) \). Let \( b_2 = \lceil \log_2(1/\delta) \rceil \) and choose \( b_1 = \lceil \log_2(T) + \log_2(\ln(\frac{1}{\mu}) + 1 + \sigma) \rceil \). If for all \( t \in [T] \) the subroutine \text{ApproxScalingFactor} succeeds, then for all \( t \in [T] \) and \( \ell \in [n] \) we have
\[ |\ln \left( \frac{r_\ell}{\sum_{j=1}^n A_{\ell j} e^{y_j^{(t)}}} \right) | \leq 2^{b_1}, \quad |\ln \left( \frac{c_\ell}{\sum_{i=1}^n A_{\ell i} e^{x_i^{(t)}}} \right) | \leq 2^{b_2} \]
and \( \|x^{(t)}, y^{(t)}\|_\infty \leq t \left( \ln \left( \frac{1}{\mu} \right) + \delta + \sigma \right) \leq t \left( \ln \left( \frac{1}{\mu} \right) + 1 + \sigma \right) \).

To formally analyze the expected progress it is convenient to define the following events.

\textbf{Definition 11 (Important events).} For \( t = 1, \ldots, T \), we define the following events:
- Let \( S_t \) be the event that all \( n \) calls to \text{ApproxScalingFactor} succeed in the \( t \)-th iteration.
- Define \( S \) to be the intersection of the events \( S_t \), i.e., \( S = \bigcap_{t=1}^T S_t \).

To give some intuition, we note below that the event \( S \) is the “good” event where a row-update makes the relative entropy between \( r \) and the updated row-marginals at most \( \delta \) (and similarly for the columns). We only use Lemma 12 in [9, App. C].

\textbf{Lemma 12.} If \( S \) holds and \( \delta \leq 1 \), then the following holds for all \( t \in [T] \):
- If \( t \) is odd, then \( D(r\|r(A(x^{(t)}, y^{(t)}))) \leq \delta. \)
- If \( t \) is even, then \( D(c\|c(A(x^{(t)}, y^{(t)}))) \leq \delta. \)
We can combine Lemmas 8 and 9 to show Algorithm 1 returns, with high probability, an \(\varepsilon\)-relative-entropy-scaling to \((r, c)\) by choosing \(\delta = O(\varepsilon)\).

\[\textbf{Proposition 13.} \text{Let } A \in [0, 1]^{n \times n} \text{ with } \|A\|_1 \leq 1 \text{ and non-zero entries at least } \mu > 0 \text{ and rational, and let } r, c \in (0, 1]^n \text{ with } \|r\|_1 = \|c\|_1 = 1. \text{ Assume } A \text{ is asymptotically scalable to } (r, c). \text{ For } \varepsilon \in (0, 1], \text{ choose } T = \left[\frac{\varepsilon}{\sqrt{\ln(\frac{1}{\varepsilon})}}\right] + 1, \delta = \frac{\varepsilon}{2}, \delta' = \frac{\varepsilon}{2}, \eta = \frac{1}{\ln(n + 1)} T, b_2 = \lceil \log_2(\frac{1}{\varepsilon}) \rceil, \text{ and } b_1 = \lceil \log_2(T) + \log_2(\ln(\frac{1}{\varepsilon}) + \sigma + 1) \rceil, \text{ where } \sigma = \max(\|r_{\min}\|, \|c_{\min}\|). \text{ Then, Algorithm 1 returns } (x, y) \text{ s.t. } D(r|\rho(A(x, y))) \leq \varepsilon \text{ and } D(c|\rho(A(x, y))) \leq \varepsilon \text{ with probability } \geq 2/3.\]

### 3.2 Quantum approximate summing

\textbf{ApproxScalingFactor} and \textbf{TestScaling} both rely on the computation of additive approximations to numbers of the form \(\ln(\sum_{i=1}^n a_i e^{y_i})\). Here we sketch our approach and mention some complications; see [9, Sec. 4] for details. If we assume the numbers \(b_i = a_i e^{y_i}\) can be queried at unit cost, then we can efficiently compute \(\ln(\sum_{i=1}^n b_i)\) up to additive error \(\delta\) using amplitude estimation, as follows. After pre-processing (using quantum maximum finding [24]) one may assume that \(b_i \in [0, 1]\) and \(\max_i b_i \geq 1/2\). With 2 queries to the \(b_i\)s and a small number of other gates we prepare \(\frac{1}{n} \sum_{i=1}^n |i\rangle (\sqrt{b_i} |0\rangle + \sqrt{1 - b_i} |1\rangle)\). The squared norm of the part ending in \(|0\rangle\) equals \(p = \frac{1}{n} \sum_{i=1}^n b_i \in [1/2n, 1]\). Let \(\delta \in (0, 1/2]\) be an error parameter that we instantiate later. Using amplitude amplification we estimate \(p\) up to multiplicative error \(1 \pm \delta\) using \(O(\sqrt{n})\) queries to the \(b_i\)s, and \(O(\sqrt{n})\) gates, with error probability \(\leq 1/3\) [15, Theorem 12]. We can reduce the error probability to a small \(\eta > 0\), by running this \(O(1/\eta)\) times and outputting the median outcome. Naturally, multiplicative approximation of \(\sum_{i=1}^n b_i\) yields additive approximation of \(\ln(\sum_{i=1}^n b_i) = \ln(\sum_{i=1}^n a_i e^{y_i})\).

One obstacle to efficiently implementing the above is that one cannot simply compute all numbers to sufficient precision. For \textbf{ApproxScalingFactor} for instance, we aim to compute a number \(\ln(r/\sum_{j=1}^n a_j e^{y_j})\) where the \(y_j\)s can (and typically do) grow linearly with \(n\), so we cannot compute \(e^{y_j}\) with sufficiently high precision in time sublinear in \(n\). Instead we compute additive approximations of relative quantities such as \(e^{y_i - y_j} \leq 1\) for \(i, j \in [n]\) with \(y_j \geq y_i\), and use properties of the log to relate this to the original desired quantity. This approach is widely used in practice, e.g., [4]. Note that these issues concern both the classical and quantum setting, but are particularly important for the latter, since we aim for a better dependence on \(m\) and \(n\) for the time complexity. We implement everything such that the fixed-point format \((b_1, b_2)\) for both the input and output of the oracles is the same, avoiding the need to change the encoding format in every Sinkhorn or Osborne iteration.

### 3.3 Time complexity

Combining the above, we prove one of our main results (already stated earlier), bounding the time complexity of computing an \(\varepsilon\)-relative-entropy-scaling of \(A\) to marginals \((r, c)\).

\[\textbf{Theorem 4.} \text{Let } A \in [0, 1]^{n \times n} \text{ be a matrix with } \|A\|_1 \leq 1 \text{ and } m \text{ non-zero entries, each rational and at least } \mu > 0, \text{ let } r, c \in (0, 1]^n \text{ with } \|r\|_1 = \|c\|_1 = 1, \text{ and let } \varepsilon \in (0, 1]. \text{ Assume } A \text{ is asymptotically scalable to } (r, c). \text{ Then there exists a quantum algorithm that, given sparse oracle access to } A, \text{ with probability } \geq 2/3, \text{ computes } (x, y) \in \mathbb{R}^n \times \mathbb{R}^n \text{ such that } A(x, y) \text{ is } \varepsilon\text{-relative-entropy-scaled to } (r, c), \text{ for a total time complexity of } O(\sqrt{mn}/\varepsilon^2).\]
Proof. We show that Algorithm 1 with the parameters chosen as in Proposition 13 has the stated time complexity. Note that the cost of computing these parameters from the input will be dominated by the runtime of the algorithm. Proposition 13 shows that Algorithm 1 runs for at most $O(\ln(1/\mu)/\varepsilon)$ iterations. Next we show the time complexity per iteration is $\tilde{O}(\sqrt{mn}/\varepsilon)$, which implies the claimed total time complexity of $\tilde{O}(\sqrt{mn}/\varepsilon^2)$.

Theorem 4.5 in [9] formalizes the discussion of Section 3.2: using $\text{ApproxScalingFactor}$ with precision $\delta = \Theta(\varepsilon)$ on a row containing $s$ potentially non-zero entries incurs a cost $\tilde{O}(\sqrt{s}/\varepsilon)$, where we suppress a polylogarithmic dependence on $n$. One iteration of Algorithm 1 applies $\text{ApproxScalingFactor}$ once to each row or once to each column, so by Cauchy–Schwarz the total cost of the calls to $\text{ApproxScalingFactor}$ in one iteration is

$$\tilde{O}\left(\sum_{i=1}^{n} \sqrt{s_i}/\varepsilon + \sum_{j=1}^{n} \sqrt{s_j}/\varepsilon\right) \subseteq \tilde{O}(\sqrt{mn}/\varepsilon),$$

where we recall that $s_i$ and $s_j$ are the numbers of potentially non-zero entries in the $i$-th row and $j$-th column of $A$, respectively, and $m$ is the total number of potentially non-zero entries in $A$ (i.e., $\sum_{i=1}^{n} s_i = m = \sum_{j=1}^{n} s_j$). Similarly, [9, Thm. 4.7] shows invoking $\text{TestScaling}$ with precision $\delta' = \Theta(\varepsilon)$ incurs a cost of order $\tilde{O}(\sqrt{mn}/\varepsilon)$. Finally we observe that compiling the quantum circuits (and preparing their inputs) for the calls to $\text{ApproxScalingFactor}$ and $\text{TestScaling}$ can be done with at most a polylogarithmic overhead. ▶

Note that the dependency on $\ln(1/\mu)$ is suppressed by the $\tilde{O}$, since we assume the numerator and denominators of the rational inputs are bounded by a polynomial in $n$.

### 3.4 Complications in Osborne’s algorithm

For the matrix balancing problem one can use a similar approach as for the matrix scaling problem. The idea is to fix the requirement of being $\varepsilon$-$\ell_1$-balanced for individual coordinates, one at a time. More precisely, given an index $\ell \in [n]$, the update is given by $x' = x + \Delta_{\ell}e_{\ell}$, where $\Delta_{\ell}$ is chosen such that $r_{\ell}(A(x')) = c_{\ell}(A(x'))$. Expanding this and using $A_{\ell\ell} = 0$ yields $e^{\Delta_{\ell}} \cdot r_{\ell}(A(x)) = e^{-\Delta_{\ell}} \cdot c_{\ell}(A(x))$. Since we assume every row and column contains at least one non-zero entry, the above equation has a unique solution, given by

$$\Delta_{\ell} = \ln \left(\frac{c_{\ell}(A(x))}{r_{\ell}(A(x))}\right). \quad (3.3)$$

Note that the updates of multiple coordinates cannot be done simultaneously, since each coordinate can potentially affect all row and column marginals. This is in contrast with the Sinkhorn algorithm for matrix scaling, where all rows or all columns can be updated at the same time. This provides a significant challenge in the analysis of the algorithm since we can no longer test whether we have found an $\varepsilon$-balancing in between each iteration. We give a novel analysis of Osborne’s algorithm [9, Sec. 6] and of a randomized version of Sinkhorn’s algorithm [9, Sec. 5] that shows a uniformly random iterate provides an $\varepsilon$-balancing/scaling with high probability. For matrix balancing this yields the following.

▶ **Theorem 14.** Let $A \in [0,1]^{n \times n}$ be a matrix whose non-zero entries are rational, at least $\mu > 0$, with zeroes on the diagonal, each row and column having at least one non-zero element, and let $\varepsilon \in (0,1]$. Assume $A$ is asymptotically balanceable. Then there exists a quantum algorithm that, given sparse oracle access to $A$, returns with probability $\geq 2/3$ a vector $x \in \mathbb{R}^n$ such that $A(x)$ is $\varepsilon$-$\ell_1$-balanced, with expected time complexity $\tilde{O}(\sqrt{mn}/\varepsilon^4)$. 
4 Matching lower bound for matrix scaling with constant $\varepsilon$

We show that our algorithm for matrix scaling is in fact optimal with respect to the dependence on $n$ and $m$, for constant $\varepsilon > 0$. We prove an $\Omega(\sqrt{mn})$ lower bound on the query complexity of quantum algorithms for $\Theta(1)$-$\ell_1$-scaling to the uniform marginals $(1/n, 1/n)$. Here we sketch the case $m = n^2$; Section 7 in [9] gives the full proof also for the sparse case.

We consider the problem of learning a permutation “modulo two” in the following sense.\footnote{Alternatively, one could consider the problem of learning an entire permutation, which would simplify the notation and proofs slightly. However, for the reduction to matrix scaling, this seems to require gadget matrices of size roughly $\log_2 n \times \log_2 n$, leading to a slightly weaker lower bound.}

Definition 15 (Single-bit descriptor). Let $\sigma \in S_n$ be a permutation. The single-bit descriptor of $\sigma$ is the bit string $z \in \{0, 1\}^n$ with entries $z_i \equiv \sigma(i) \mod 2$.

We first use the adversary method [5] to prove an $\Omega(n \sqrt{n})$ bound for recovering the single-bit descriptor, given (dense) oracle access to the permutation matrix. This is tight, since one can use Grover on each column to fully recover the permutation matrix. We follow a similar proof structure as in the $\Omega(\sqrt{n})$-query lower bound given in [5] for finding $\sigma^{-1}(1)$, and the $\Omega(n \sqrt{n})$-query lower bound for graph connectivity [23].

Lemma 16. Let $n$ be a positive multiple of 4. Given an $n \times n$ permutation matrix $P$ corresponding to a permutation $\sigma$ (i.e., $P_{ij} = \delta_{i, \sigma(j)}$ for $i, j \in [n]$), recovering the single-bit descriptor $z$ of $\sigma$, with success probability at least $2/3$, requires $\Omega(n \sqrt{n})$ quantum queries to a dense matrix oracle for $P$.

One can then boost this lower bound to show that even learning a (certain) constant fraction of the entries of the single-bit descriptor of a permutation requires $\Omega(n \sqrt{n})$ quantum queries. (The precise constant depends on those in Lemma 16 and in Grover search.) We then reduce the problem of learning the single-bit descriptor to the scaling problem, by replacing each 1-entry of the permutation matrix by one of two $2 \times 2$ gadget matrices (and each 0-entry by the $2 \times 2$ all-0 matrix). These gadgets are such that we can determine (most of) the single-bit descriptor from the column-scaling vectors of a $\Theta(1)$-$\ell_1$-scaling to uniform marginals. Explicitly, the gadget matrices are as follows:

$$B_0 = \begin{bmatrix} \frac{3}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{3}{2} \end{bmatrix}, \quad B_1 = \begin{bmatrix} \frac{3}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{3}{2} \end{bmatrix}.$$

Note that the two matrices have the same columns, but in reverse order. We show in the next lemma that from an approximate scaling of $B_i$ to uniform marginals, one can recover the bit $i$.

Lemma 17. The matrices $B_0, B_1 \in \{\frac{1}{2}, \frac{2}{2}, \frac{3}{2}\}^{2 \times 2}$ are entrywise positive, with entries summing to one, and they are exactly scalable to uniform marginals. For $i \in \{0, 1\}$, let $(x, y)$ be $\frac{1}{i}$-$\ell_1$-scaling vectors for $B_i$ to uniform marginals. If $i = 0$ then $y_1 - y_2 > 0.18$, while if $i = 1$ then $y_1 - y_2 < -0.18$. Moreover, $(x, (y_2, y_1))$ are $\frac{1}{i}$-$\ell_1$-scaling vectors for $B_{1-i}$ to uniform marginals.

In other words, the matrices can be distinguished just by learning the column-scaling vectors, but they have the same set of possible row-scaling vectors.
Proof. Since one matrix is obtained by swapping the columns of the other, the last claim is immediately clear, and it suffices to prove the remaining claims for $B_0$.

First, we note that $B_0$ is exactly scalable, since

$$\begin{bmatrix}
\frac{3}{4} & 0 \\
0 & \frac{2}{4}
\end{bmatrix} \begin{bmatrix}
\frac{1}{5} & \frac{2}{4} \\
\frac{2}{5} & 0
\end{bmatrix} \begin{bmatrix}
\frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{4}
\end{bmatrix} = \begin{bmatrix}
\frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{4}
\end{bmatrix}$$

has uniform marginals. Now suppose that $(x, y)$ is an $\frac{1}{5}\ell_1$-scaling of $B_0$ to uniform marginals. By the requirement on the column marginals, we have

$$\left(\frac{2}{9}e^{x_1} + \frac{1}{9}e^{x_2}\right)e^{y_1} \geq \frac{1}{2} - \frac{1}{8} \quad \text{and} \quad \left(\frac{4}{9}e^{x_1} + \frac{2}{9}e^{x_2}\right)e^{y_2} \leq \frac{1}{2} + \frac{1}{8}.$$  

By dividing the first inequality by the second one we get

$$\frac{1}{2} \cdot \frac{e^{y_1}}{e^{y_2}} \geq \frac{3}{5},$$

and so $y_1 - y_2\geq \ln \frac{6}{5} > 0.18$. ▶

Together with Lemma 16 this leads to the following lower bound.

Theorem 18. There exists a constant $\varepsilon \in (0, 1)$ such that any quantum algorithm which, given a sparse oracle for an $n \times n$-matrix that is exactly scalable to uniform marginals and has $m$ potentially non-zero entries which sum to 1, returns an $\varepsilon\ell_1$-scaling with probability $\geq 2/3$, requires $\Omega(\sqrt{mn})$ quantum queries to the oracle.
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