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ABSTRACT: A search for pair production of third-generation scalar leptoquarks decaying into a top quark and a \( \tau \)-lepton is presented. The search is based on a dataset of \( pp \) collisions at \( \sqrt{s} = 13 \text{ TeV} \) recorded with the ATLAS detector during Run 2 of the Large Hadron Collider, corresponding to an integrated luminosity of 139 fb\(^{-1}\). Events are selected if they have one light lepton (electron or muon) and at least one hadronically decaying \( \tau \)-lepton, or at least two light leptons. In addition, two or more jets, at least one of which must be identified as containing \( b \)-hadrons, are required. Six final states, defined by the multiplicity and flavour of lepton candidates, are considered in the analysis. Each of them is split into multiple event categories to simultaneously search for the signal and constrain several leading backgrounds. The signal-rich event categories require at least one hadronically decaying \( \tau \)-lepton candidate and exploit the presence of energetic final-state objects, which is characteristic of signal events. No significant excess above the Standard Model expectation is observed in any of the considered event categories, and 95\% CL upper limits are set on the production cross section as a function of the leptoquark mass, for different assumptions about the branching fractions into \( t\tau \) and \( b\nu \). Scalar leptoquarks decaying exclusively into \( t\tau \) are excluded up to masses of 1.43 TeV while, for a branching fraction of 50\% into \( t\tau \), the lower mass limit is 1.22 TeV.
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1 Introduction

The similarities between the quark and lepton sectors of the Standard Model (SM), which exhibit a similar structure, raise the possibility of an existing underlying symmetry connecting the two sectors. Consequently, many extensions of the Standard Model of particle physics contain leptoquarks (LQ) [1–7], hypothetical particles that carry non-zero baryon and lepton quantum numbers and are charged under all SM gauge groups. In particular, they are triplets with respect to the strong interaction, and have fractional electric charge. A LQ state can have either spin 0 (scalar LQ) or spin 1 (vector LQ), and only the former is considered in this paper. Because of their quantum numbers, LQs couple simultaneously to both quarks and leptons, enabling direct transitions between the two. Scalar LQs are assumed to couple to the quark-lepton pair via a Yukawa interaction,
with coupling constants that can vary across fermion generations, including the possibility of mixing between different quark and lepton generations. Consequently, scalar LQs can mediate processes that violate lepton flavour universality, and have been proposed as an explanation for measurements of $B$-meson decays that exhibit tantalising deviations from SM predictions [8–14]. The assumption that LQs can only interact with leptons and quarks of the same generation follows the minimal Buchmüller-Rückl-Wyler (BRW) model [15], which is adopted in this paper. The quark-lepton-LQ coupling is determined by two parameters: a model parameter $\beta$ and the coupling parameter $\lambda$. Consequently, the coupling to the charged lepton is given by $\sqrt{\beta \lambda}$, while the coupling to the neutrino is given by $\sqrt{1 - \beta \lambda}$.

In $pp$ collisions, LQs are mainly produced in pairs ($LQ\overline{LQ}$) via gluon-gluon fusion and quark-antiquark annihilation, mediated by the strong interaction. There are also lepton-mediated $t$- and $u$-channel production processes that depend on the unknown strength of the Yukawa interaction. However, their contribution can usually be neglected for values of $\lambda \lesssim 1$, and particularly in the case of third-generation LQs ($LQ_3$), as they would require third-generation quarks in the initial state. The LQ pair-production cross section can therefore, to a very good approximation, be taken to depend only on the assumed value of the LQ mass ($m_{LQ}$) for a given LQ spin and centre-of-mass energy. Furthermore, it is assumed that the value of $\lambda$ is such that LQs have narrow decay widths of about 0.2% of $m_{LQ}$, so that on-shell production dominates. Single LQ production in association with a lepton is also possible, but the cross section depends on the strength of the Yukawa interaction and it is not considered in this paper.

The most recent searches from the ATLAS and CMS experiments for pair production of LQs coupling to third-generation quarks and leptons were performed using 36.1 fb$^{-1}$ of $pp$ collisions at $\sqrt{s} = 13$ TeV at the Large Hadron Collider (LHC). The ATLAS results, many of which are reinterpretations of previously published searches for supersymmetric particles, are summarised in ref. [16]. The different ATLAS searches are not combined statistically and the results are presented as a function of the LQ mass and the branching ratio into charged leptons ($B_L$) for two different classes of LQ signals: up-type LQs ($LQ_u^3 \rightarrow b\tau/t\nu$) and down-type LQs ($LQ_d^3 \rightarrow t\tau/b\nu$), which have different electric charges. Both types of LQs are excluded for masses below 800 GeV independently of $B_L$. For the limiting cases of $B = 1$ and $B = 0$, masses below 1000 GeV and 1030 GeV (970 GeV and 920 GeV) are excluded for $LQ_u^3$ ($LQ_d^3$). Searches for LQs with off-diagonal couplings to third-generation quarks and first- or second-generation leptons have also been performed [17, 18]. The CMS experiment has performed searches for leptoquarks [19–23], obtaining similar mass exclusions.

This paper presents a dedicated search for the pair production of $LQ_d^3$ in the $t\tau t\tau$ decay mode. This search uses the full Run 2 dataset of $pp$ collisions at $\sqrt{s} = 13$ TeV recorded with the ATLAS detector and corresponding to an integrated luminosity of 139 fb$^{-1}$. Events are selected if they have at least one light lepton (electron or muon, denoted by $\ell$) and at least one hadronically decaying $\tau$-lepton, or at least two light leptons. In addition, two or more jets, at least one of which must be identified as containing $b$-hadrons, are required. Six final states, defined by the multiplicity and flavour of lepton candidates, are considered in the analysis. Each of them is split into multiple event categories. The most sensitive event
categories require at least one hadronically decaying $\tau$-lepton candidate and exploit the presence of energetic final-state objects, which is characteristic of signal events. In those event categories the final discriminating variable used is the scalar sum of the transverse momenta of all selected leptons, the selected jets and the missing transverse momentum; this variable peaks at much higher values for the signal than for the background. The main background contributions arise from top-quark–antitop-quark ($t\bar{t}$) production with a jet or photon misidentified as a light lepton or with a jet misidentified as a hadronically decaying $\tau$-lepton, and from SM processes yielding multiple leptons in the final state, such as $t\bar{t}$ production in association with a vector boson or a Higgs boson, and diboson production. The rest of the event categories are designed to be enriched in the most relevant backgrounds. A maximum-likelihood fit is performed across event categories to search for the signal and constrain several leading backgrounds simultaneously. Given the low background yields and good signal-to-background separation provided by the final discriminating variable used in the signal-rich event categories, the search sensitivity is determined by the limited number of data events rather than by the systematic uncertainties of the background estimation. This search is performed in the LQ mass range between $500 \text{ GeV}$ and $1600 \text{ GeV}$ as a function of $B$. By considering LQ masses down to $500 \text{ GeV}$, the coverage of this search partly overlaps with that of ref. [16], for which masses below $800 \text{ GeV}$ were excluded independently of $B$. At the same time, this search significantly extends the reach to higher LQ masses.

2 ATLAS detector

The ATLAS detector [24] at the LHC covers almost the entire solid angle around the collision point,\(^1\) and consists of an inner tracking detector surrounded by a thin superconducting solenoid producing a 2 T axial magnetic field, electromagnetic and hadronic calorimeters, and a muon spectrometer (MS) incorporating three large toroidal magnet assemblies. The inner detector contains a high-granularity silicon pixel detector, including the insertable B-layer [25, 26], and a silicon microstrip tracker, together providing a precise reconstruction of tracks of charged particles in the pseudorapidity range $|\eta| < 2.5$. The inner detector also includes a transition radiation tracker that provides tracking and electron identification information for $|\eta| < 2.0$. The calorimeter system covers the pseudorapidity range $|\eta| < 4.9$. Within the region $|\eta| < 3.2$, electromagnetic (EM) calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr) electromagnetic calorimeters, with an additional thin LAr presampler covering $|\eta| < 1.8$ to correct for energy loss in material upstream of the calorimeters. Hadronic calorimetry is provided by a steel/scintillator-tile calorimeter, segmented into three barrel structures within $|\eta| < 1.7$, and two copper/LAr hadronic endcap calorimeters. The solid angle coverage is completed with forward copper/LAr and tungsten/LAr calorimeter modules optimised for electromagnetic and

\(^1\)ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector. The $x$-axis points from the IP to the centre of the LHC ring, the $y$-axis points upward, and the $z$-axis coincides with the axis of the beam pipe. Polar coordinates ($r,\phi$) are used in the transverse plane, $\phi$ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln\tan(\theta/2)$. Angular distance is measured in units of $\Delta R \equiv \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$. 

---
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hadronic measurements, respectively. The muon spectrometer measures the trajectories of muons with $|\eta| < 2.7$ using multiple layers of high-precision tracking chambers located in a toroidal field of approximately 0.5 T and 1 T in the central and endcap regions of ATLAS, respectively. The muon spectrometer is also instrumented with separate trigger chambers covering $|\eta| < 2.4$. A two-level trigger system [27], consisting of a hardware-based first-level trigger followed by a software-based high-level trigger (HLT), is used to reduce the event rate to a maximum of around 1 kHz for offline storage.

3 Data and simulated event samples

A dataset of $pp$ collisions at $\sqrt{s} = 13$ TeV collected by the ATLAS experiment during 2015–2018 and corresponding to an integrated luminosity of 139 fb$^{-1}$ is used. The uncertainty in the integrated luminosity is 1.7% [28], obtained using the LUCID-2 detector [29] for the primary luminosity measurements. The number of additional $pp$ interactions per bunch crossing (pile-up) in this dataset ranges from about 8 to 70, with an average of 34. Only events recorded under stable beam conditions and for which all detector subsystems were known to be in a good operating condition are used. The trigger requirements are discussed in section 5.

Monte Carlo (MC) simulation samples were produced for the different signal and background processes using the configurations shown in table 1, with the samples used to estimate the systematic uncertainties in parentheses. All simulated samples, except those produced with the SHERPA 2.2.1 [30] event generator, utilised EVTGEN 1.2.0 [31] to model the decays of heavy-flavour hadrons. Pile-up was modelled using events from minimum-bias interactions generated with PYTHIA 8.186 [32] with the A3 set of tuned parameters [33] (referred to as the ‘tune’), and overlaid onto the simulated hard-scatter events according to the luminosity profile of the recorded data. The generated events were processed through a simulation [34] of the ATLAS detector geometry and response using GEANT4 [35], and through the same reconstruction software as the dataset of $pp$ collisions. Corrections were applied to the simulated events so that the particle candidates’ selection efficiencies, energy scales and energy resolutions match those determined from data control samples. The simulated samples are normalised to their cross sections, and computed to the highest order available in perturbation theory.

Samples used to model the LQ$^d_3$ signal were generated at next-to-leading order (NLO) in QCD with MADGRAPH5_aMC@NLO 2.6.0 [36], using the LQ model of ref. [37] that adds parton showers to previous fixed-order NLO QCD calculations [38, 39], and the NNPDF 3.0 NLO [40] parton distribution function (PDF) set. The parton shower (PS) and hadronisation were modelled using PYTHIA 8.230 [32] with the A14 tune [41]. MADSPIN [42] was used for the decay of the scalar LQ$^d_3$. The coupling parameter $\lambda$ was set to 0.3, resulting in the LQ$^d_3$ width of about 0.2% of its mass [15, 43]. The charge of LQ$^d_3$ is set to $1/3e$, implying that it decays into either a $t\tau$ or $b\nu$ pair. Most signal samples were produced for a model parameter of $\beta = 0.5$, which corresponds to identical amplitudes for the LQ$^d_3 \to t\tau$ and LQ$^d_3 \to b\nu$ processes and, therefore, similar branching ratios for the two decay modes. The signal samples had a mixture of final states so that desired branching ratios $B$ were obtained
by reweighting the samples based on generator information. These samples were produced for $LQ_d^3$ mass values between 500 GeV and 800 GeV, in steps of 100 GeV, and between 800 GeV and 1.6 TeV, in steps of 50 GeV. Additional samples for $\beta = 1$ were generated for the same $LQ_d^3$ mass values between 800 GeV and 1.5 TeV, to gain statistical precision in high-sensitivity signal regions. The leptoquark signal production cross sections were taken from calculations [44–47] of direct top-squark pair production, as both are massive, coloured, scalar particles with the same production modes. The calculations were at approximate next-to-next-to-leading order (NNLO) in QCD with resummation of next-to-next-to-leading logarithmic (NNLL) soft gluon terms, with uncertainties determined by variations of the factorisation and renormalisation scales, the strong coupling constant $\alpha_S$, and the PDFs. The cross sections do not include lepton $t$-channel contributions, which are neglected in ref. [37] and may lead to corrections at the percent level [48]. Uncertainties affecting the modelling of the signal acceptance were estimated from the envelope of independent pairs of renormalisation and factorisation scale variations by a factor of 0.5 and 2, by propagating the PDF+$\alpha_S$ uncertainties following the PDF4LHC15 prescription [49], and by considering two alternative samples generated with settings that increase or decrease the amount of QCD radiation [50].

Samples used to model the $t\bar{t}$ and single-top-quark background were generated with the NLO generator POWHEG-BOX v2 [51–56] using the NNPDF3.0 NLO PDF set. In the $t\bar{t}$ sample, the POWHEG-BOX model parameter $h_{damp}$, which controls matrix element (ME) to PS matching and effectively regulates the high-$p_T$ radiation, was set to 1.5 times the top-quark mass. Overlaps between the $t\bar{t}$ and $tW$ final states were avoided by using the diagram removal scheme [57]. The parton shower, hadronisation, and underlying event were modelled by PYTHIA 8.210 with the NNPDF2.3 LO [58] PDF set in combination with the A14 tune. Uncertainties affecting the modelling of the acceptance and event kinematics of $t\bar{t}$ events due to the choice of PS and hadronisation model, the NLO ME-to-PS matching, and the effects of initial- and final-state QCD radiation [59] are estimated by comparing the nominal predictions with those obtained using the alternative simulated samples (see table 1). The $t\bar{t}$ and single-top-quark simulated samples are normalised to the cross sections calculated at NNLO in QCD including the resummation of NNLL soft gluon terms [60–63].

Samples for $t\bar{t}W$ and $t\bar{t}H$ production were generated using the NLO generators SHERPA 2.2.1 and POWHEG-BOX v2 [64], respectively, with the NNPDF3.0 NLO PDF set. In the case of the $t\bar{t}W$ sample, the ME was calculated for up to one additional parton at NLO and up to two partons at LO using COMIX [65] and OPENLOOPS [66] and merged with the SHERPA parton shower [67] using the MePs@NLO prescription [68]. The generated $t\bar{t}H$ events were interfaced to PYTHIA 8.2 and the A14 tune, and with Higgs decay branching ratios calculated using HDECAY [69, 70]. The cross section used to normalise the $t\bar{t}W$ ($t\bar{t}H$) sample is 601 (507) fb, which is computed at NLO in QCD with NLO electroweak corrections [36, 69, 71–77]. Uncertainties in the $t\bar{t}W$ ($t\bar{t}H$) cross section include $\pm 12\%$ ($\pm 12\%$), estimated by varying the QCD factorisation and renormalisation scales, and $\pm 4\%$ ($\pm 3.6\%$) from PDF+$\alpha_S$ variations, estimated using the PDF4LHC15 prescription. Uncertainties affecting the modelling of the acceptance and event kinematics due to the choice of parton shower and hadronisation model are estimated by comparing the nominal
predictions with those obtained using the alternative simulated samples (see table 1). In the case of the $t\bar{t}W$ sample, an additional uncertainty on the modelling of the acceptance and event kinematics is considered from renormalisation and factorisation scale variations by a factor of 0.5 and 2, relative to the nominal scales.

The samples for $t\bar{t}(Z/\gamma^*)$ and diboson ($VV$) production follow refs. [50, 84]. For $t\bar{t}(Z/\gamma^*)$, the inclusive $t\bar{t}l^+l^-$ ME is computed, including off-shell $Z$ and $\gamma^*$ contributions

<table>
<thead>
<tr>
<th>Process</th>
<th>Generator</th>
<th>ME order</th>
<th>Parton shower</th>
<th>PDF</th>
<th>Tune</th>
</tr>
</thead>
<tbody>
<tr>
<td>$LQ^{u,d}_i$</td>
<td>MG5_aMC</td>
<td>NLO</td>
<td>PYTHIA 8</td>
<td>NNPDF3.0 NLO</td>
<td>A14</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>(POWHEG-Box)</td>
<td>NLO</td>
<td>PYTHIA 8</td>
<td>NNPDF3.0 NLO/</td>
<td>A14</td>
</tr>
<tr>
<td></td>
<td>(MG5_aMC)</td>
<td>NLO</td>
<td>(HERWIG 7)</td>
<td>(NNPDF3.0 NLO/</td>
<td>(HT-UE-MMHT)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MMHT2014 LO)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(NNPDF3.0 NLO/</td>
<td>(A14)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NNPDF2.3 LO)</td>
<td></td>
</tr>
<tr>
<td>$t\bar{t}W$</td>
<td>SHERPA 2.2.1</td>
<td>MePs@NLO</td>
<td>SHERPA</td>
<td>NNPDF3.0 NNLO</td>
<td>SHERPA default</td>
</tr>
<tr>
<td></td>
<td>(MG5_aMC)</td>
<td>NLO</td>
<td>(PYTHIA 8)</td>
<td>NNPDF3.0 NLO/</td>
<td>(A14)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NNPDF2.3 LO)</td>
<td></td>
</tr>
<tr>
<td>$t\bar{t}(Z/\gamma^* \to \ell^+\ell^-)$</td>
<td>MG5_aMC</td>
<td>NLO</td>
<td>PYTHIA 8</td>
<td>NNPDF3.0 NLO/</td>
<td>A14</td>
</tr>
<tr>
<td>$t\bar{t} \to W+bW^* \bar{b} \ell^+\ell^-$</td>
<td>(SHERPA 2.2.0)</td>
<td>LO multileg</td>
<td>(SHERPA)</td>
<td>(NNPDF3.0 NLO)</td>
<td>(SHERPA default)</td>
</tr>
<tr>
<td>$t\bar{t}H$</td>
<td>MG5_aMC</td>
<td>LO</td>
<td>PYTHIA 8</td>
<td>NNPDF3.0 LO</td>
<td>A14</td>
</tr>
<tr>
<td></td>
<td>POWHEG-Box</td>
<td>NLO</td>
<td>PYTHIA 8</td>
<td>NNPDF3.0 NLO/</td>
<td>A14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NNPDF2.3 LO)</td>
<td></td>
</tr>
<tr>
<td>$VH$</td>
<td>(POWHEG-Box)</td>
<td>NLO</td>
<td>(HERWIG 7)</td>
<td>(NNPDF3.0 NLO/</td>
<td>(HT-UE-MMHT)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MMHT2014 LO [82]</td>
<td></td>
</tr>
<tr>
<td>$VV$, $qqVV$, $VVV$</td>
<td>SHERPA 2.2.2</td>
<td>MePs@NLO</td>
<td>SHERPA</td>
<td>NNPDF3.0 NNLO</td>
<td>SHERPA default</td>
</tr>
<tr>
<td>$VH$</td>
<td>PYTHIA 8</td>
<td>LO</td>
<td>PYTHIA 8</td>
<td>NNPDF3.0 NNLO</td>
<td>SHERPA default</td>
</tr>
<tr>
<td>$W+\text{jets}$</td>
<td>SHERPA 2.2.1</td>
<td>MePs@NLO</td>
<td>SHERPA</td>
<td>NNPDF3.0 NNLO</td>
<td>SHERPA default</td>
</tr>
<tr>
<td>$Z+\text{jets}$</td>
<td>SHERPA 2.2.1</td>
<td>MePs@NLO</td>
<td>SHERPA</td>
<td>NNPDF3.0 NNLO</td>
<td>SHERPA default</td>
</tr>
</tbody>
</table>

Table 1. The configurations used for event generation of signal and background processes. The samples used to estimate the systematic uncertainties are indicated in parentheses. $V$ refers to production of an electroweak boson ($W$ or $Z/\gamma^*$). The matrix element order refers to the order in the strong coupling constant of the perturbative calculation. If only one parton distribution function is shown, the same one is used for both the ME and parton shower generators; if two are shown, the first is used for the ME calculation and the second for the parton shower. Tune refers to the underlying-event tune of the parton shower generator. MG5_aMC refers to MadGraph5_aMC@NLO 2.2, 2.3, or 2.6; PYTHIA 6 refers to version 6.427 [78]; PYTHIA 8 refers to version 8.2; HERWIG++ refers to version 2.7 [79]; HERWIG 7 refers to version 7.0.4 [80]; MePs@NLO refers to the method used in SHERPA to match the matrix element to the parton shower. All samples include leading-logarithm photon emission, either modelled by the parton shower generator or by PHOTOS [81]. The mass of the top quark ($m_t$) and SM Higgs boson were set to 172.5 GeV and 125 GeV, respectively.
with $m(\ell^+\ell^-) > 1$ GeV. A dedicated $t\bar{t}$ sample, including rare $t \to Wb\gamma^* ( \to \ell^+\ell^-)$ radiative decays and requiring $m(\ell^+\ell^-) > 1$ GeV, referred to as the $t\bar{t} \to W^+bW^- \bar{b}\ell^+\ell^-$ sample, was added to the $t\bar{t}(Z/\gamma^*)$ sample and together these form the $t\bar{t}(Z/\gamma^*)$ (high mass) sample. The contribution from internal photon conversions ($\gamma^* \to \ell^+\ell^-$) with $m(\ell^+\ell^-) < 1$ GeV is modelled by QED multiphoton radiation in the inclusive $t\bar{t}$ sample and is referred to as $t\bar{t}\gamma^*$ (low mass). Care was taken to avoid both double-counting of contributions and uncovered regions of phase space when combining the different simulated samples. The cross section for $t\bar{t}(Z/\gamma^* \to \ell^+\ell^-)$ production is 167 fb, computed at NLO in QCD and electroweak couplings [36, 77]. The uncertainties from QCD scale and PDF+\(\alpha_S\) variations are ±12% and ±4% respectively. The LO cross section from the $t\bar{t} \to W^+bW^- \bar{b}\ell^+\ell^-$ sample is scaled by a factor of 1.54, based on comparisons between the NNLO+NLL and LO cross sections for $t\bar{t}$ production [85–89], and assigned a 50% normalisation uncertainty, to cover possible residual effects in the predicted yield due to the simplified normalisation procedure used and/or the fact that the event kinematics were modelled using a LO simulation. Uncertainties affecting the modelling of the acceptance and event kinematics for the $t\bar{t}(Z/\gamma^*)$ sample include the same QCD scale and tune variations as considered for the $t\bar{t}H$ sample, PDF variations using the PDF4LHC15 prescription, and a comparison with an alternative LO multileg sample (see table 1). Diboson backgrounds are normalised using the cross sections computed by SHERPA 2.2.2. To cover possible mismodellings in the associated heavy-flavour production predicted by the parton shower, a 50% normalisation uncertainty is assigned and treated as correlated between the $WZ+\geq 1c$ and $WZ+\geq 1b$ subprocesses. The remaining rare background contributions listed in table 1 are normalised using their NLO theoretical cross sections, except for the $t\bar{t}t$ process, for which a LO cross section is used. To account for the fact that many of these processes are predicted using a LO simulation, and to cover possible mismodellings in the extreme kinematic regime probed by this search, a 50% normalisation uncertainty is assigned to all of them.

4 Event reconstruction

Interaction vertices from the $pp$ collisions are reconstructed from at least two tracks with transverse momentum ($p_T$) larger than 500 MeV that are consistent with originating from the beam collision region in the $x$–$y$ plane. If more than one primary vertex candidate is found, the candidate for which the associated tracks form the largest sum of squared $p_T$ [90] is selected as the hard-scatter primary vertex.

Electron candidates are reconstructed from energy clusters in the electromagnetic calorimeter that are associated with inner-detector tracks [91]. They are required to satisfy $p_T > 10$ GeV and $|\eta_{\text{cluster}}| < 2.47$, excluding the transition region between the endcap and barrel calorimeters (1.37 < $|\eta_{\text{cluster}}|$ < 1.52). Loose and tight electron identification working points are used [92], based on a likelihood discriminant employing calorimeter, tracking and combined variables that provide separation between electrons and jets. The associated track of an electron candidate is required to have at least two hits in the pixel detector and seven hits total in the pixel and silicon-strip detectors combined. For the tight identification working point, one of these pixel hits must be in the innermost layer (or the
next-to-innermost layer if the module traversed in the innermost layer is non-operational), and there must be no association with a vertex from a reconstructed photon conversion \[93\] in the detector material (termed a ‘material conversion’ in this paper).

Muon candidates are reconstructed by matching tracks connecting track segments in different layers of the muon spectrometer to tracks found in the inner detector. The resulting muon candidates are re-fitted using the complete track information from both detector systems \[94\]. They are required to satisfy $p_T > 10 \, \text{GeV}$ and $|\eta| < 2.5$. Loose and medium muon identification working points are used \[94\]. Medium muon candidates with $p_T > 800 \, \text{GeV}$ are in addition required to have hits in at least three MS stations (referred to as the ‘high-$p_T$ working point’), in order to maximise the momentum resolution for the muon track and thus suppress backgrounds with high-$p_T$ muons arising from momentum mismeasurements.

Electron (muon) candidates are matched to the primary vertex by requiring that the significance of their transverse impact parameter, $d_0$, satisfies $|d_0/\sigma(d_0)| < 5 \,(3)$, where $\sigma(d_0)$ is the measured uncertainty in $d_0$, and by requiring that their longitudinal impact parameter, $z_0$, satisfies $|z_0\sin \theta| < 0.5 \, \text{mm}$, where $\theta$ is the track’s polar angle. To further suppress leptons from heavy-flavour hadron decays, misidentified jets, or photon conversions (collectively referred to as ‘non-prompt leptons’), lepton candidates are also required to be isolated in the tracker and in the calorimeter. A track-based lepton isolation criterion is defined by calculating the quantity $I_R = \sum p_T^{\text{trk}}$, where the scalar sum includes all tracks (excluding the lepton candidate itself) within the cone defined by $\Delta R < R_{\text{cut}}$ around the direction of the lepton. The value of $R_{\text{cut}}$ is the smaller of $r_{\text{min}}$ and $10 \, \text{GeV}/p_T^\ell$, where $r_{\text{min}}$ is set to 0.2 (0.3) for electron (muon) candidates and where $p_T^\ell$ is the lepton $p_T$. All lepton candidates must satisfy $I_R/p_T^\ell < 0.15$. Additionally, electrons (muons) are required to satisfy a calorimeter-based isolation criterion: the sum of the transverse energy within a cone of size $\Delta R = 0.2$ around the lepton, after subtracting the contributions from pile-up and the energy deposit of the lepton itself, is required to be less than 20\% (30\%) of $p_T^\ell$.

Muons are required to be separated by $\Delta R > 0.2$ from any selected jets (defined below). If two electrons are closer than $\Delta R = 0.1$, only the one with the higher $p_T$ is considered. An electron lying within $\Delta R = 0.1$ of a selected muon is rejected.

Light leptons of different qualities are used in the analysis, as summarised in table 2. ‘Loose’ light leptons simply satisfy the corresponding identification criteria, as well as the isolation and impact parameter requirements discussed above. They are used in the event preselection, and to define non-overlapping analysis channels (see section 5.1). ‘Tight’ and/or ‘Very Tight’ light leptons are then required, depending on the analysis channel, to improve the rejection of particular reducible backgrounds (see section 5.2). They are discussed further in the following. Uncertainties in light-lepton reconstruction, identification, isolation, and trigger efficiencies are taken into account, but have a negligible impact in the analysis.

Despite the fact that leptons in decays of hadrons that contain bottom- and charm-quarks are highly suppressed by the selection criteria described above, several analysis channels considered in this search (see section 5) require additional suppression of backgrounds containing non-prompt leptons, and other processes where the electron charge is incorrectly assigned. Non-prompt leptons are further rejected using a boosted decision
tree (BDT) discriminant based on isolation and variables that are used in the calculation of the multivariate $b$-tagging discriminant (see description below) referred to as the non-prompt lepton BDT \cite{95}. The efficiency at the chosen working point for muons (electrons) that satisfy the calorimeter- and track-based isolation criteria is about 80% (65%) for $p_T \sim 20 \text{GeV}$ and reaches a plateau of 95% (90%) at $p_T \sim 45 \text{GeV}$. The corresponding rejection factor$^2$ against leptons from the decay of $b$-hadrons is about 3.5 (10), after resolving ambiguities between overlapping reconstructed objects. Very Tight muon candidates are Tight muons that pass the non-prompt lepton BDT requirement (referred to as the ‘non-prompt-lepton veto’). To further suppress material conversions, additional requirements on the associated track $p_T$ and on the ratio of the electron’s calorimeter energy to its track’s momentum are applied to tight electrons. Tight electrons with incorrect charge assignment are rejected using a BDT discriminant based on calorimeter and tracking quantities \cite{91}. An efficiency of 88% for isolated electrons with correct charge assignment is obtained, with a rejection factor of $\sim 3.3$ for isolated electrons with incorrect charge assignment. The resulting electron candidates are further split into three classes: ‘Material Conversion’, ‘Internal Conversion’, and ‘Very Tight’. Material conversion candidates have a reconstructed displaced vertex with radius $r > 20 \text{mm}$ that includes the track associated with the electron.\textsuperscript{3} The invariant mass of the associated track and the closest (in $\Delta \eta$) opposite-charge track reconstructed in the silicon detector, calculated at the conversion vertex, is required to be $< 100 \text{MeV}$. Internal conversion candidates, which correspond to the internal photon conversions (see section 3), are required to fail the requirements for material conversions, and the di-track invariant mass, this time calculated at the primary vertex, is also required to be $< 100 \text{MeV}$. Therefore, Very Tight electron candidates are Tight electrons that satisfy the non-prompt-lepton veto, the charge-misassignment veto, the internal-conversion veto, and the material-conversion veto requirements, and have $|\eta| < 2$. The last requirement rejects a small fraction of electrons with a large charge misassignment rate because of the limited number of hits used in the track reconstruction.

Hadronically decaying $\tau$-lepton candidates ($\tau_{\text{had}}$) are reconstructed from energy clusters in the calorimeters and associated inner-detector tracks \cite{96, 97}. They are required to have either one or three associated tracks (referred to as ‘one-prong’ and ‘three-prong’ $\tau_{\text{had}}$ candidates, respectively), with a total charge of $\pm 1e$. The candidates are required to satisfy $p_T > 25 \text{GeV}$ and $|\eta| < 2.5$, excluding the EM calorimeter’s transition region, and to originate from the primary vertex. A recurrent neural network discriminant using calorimeter- and tracking-based variables is used to identify real $\tau_{\text{had}}$ candidates and reject jet backgrounds (referred to as ‘fake $\tau_{\text{had}}$ candidates’) \cite{98}. Loose and medium identification working points are used, and the selected $\tau_{\text{had}}$ candidates are referred to as ‘Loose’ and ‘Medium’, respectively. The loose working point has a target efficiency of 85% (75%) for one-prong (three-prong) $\tau_{\text{had}}$ candidates, with an expected rejection factor against light-jets of 21 (90). The corresponding efficiencies and rejections for the medium working point are 75% (60%) and 35 (240) for one-prong (three-prong) $\tau_{\text{had}}$ candidates, respectively. Electrons

\textsuperscript{2}The rejection factor is defined as the reciprocal of the efficiency.
\textsuperscript{3}The beampipe and insertable B-layer inner radii are 23.5 mm and 33 mm, respectively.
that are reconstructed as one-prong $\tau_{\text{had}}$ candidates are removed using a BDT with an efficiency (rejection factor) of 95% (30–100) for real (fake) $\tau_{\text{had}}$ candidates depending on the $p_T$. Additionally, $\tau_{\text{had}}$ candidates are required to be separated by $\Delta R > 0.2$ from any selected electron or muon candidates. The $\tau_{\text{had}}$ reconstruction and identification efficiencies and the $\tau_{\text{had}}$ energy scale in the simulation are calibrated to those measured in a data control sample of $Z \rightarrow \tau^+ \tau^-$ events [99], and the associated uncertainties are considered in the analysis. The uncertainty in the $\tau_{\text{had}}$ identification efficiency is split into eight uncorrelated components, corresponding to different $\tau_{\text{had}} p_T$ ranges and separately for one-prong and three-prong candidates. It is approximately 2.5% (3.0%) for one-prong (three-prong) $\tau_{\text{had}}$ candidates with $p_T < 300$ GeV, and 3.5% (6.5%) for $p_T \geq 300$ GeV. The uncertainty in the $\tau_{\text{had}}$ energy scale is about 1.2% (3.0%) for one-prong (three-prong) $\tau_{\text{had}}$ candidates [99], and is split into eight independent components. An additional correction and associated uncertainties are estimated for the probability of misidentification of electrons as $\tau_{\text{had}}$ candidates using a data control sample of $Z \rightarrow e^+ e^-$ events.

The inputs for jet reconstruction are built by combining measurements from both the tracker and the calorimeter using the particle flow (PFlow) algorithm [100, 101]. Jet candidates are reconstructed from such PFlow objects using the anti-$k_T$ algorithm with a radius parameter $R = 0.4$ [102, 103]. After subtracting the expected energy contribution from pile-up following the jet area method [104], the jet energy scale (JES) and resolution (JER) are corrected to particle level using MC simulation, and then calibrated in situ using $Z$+jets, $\gamma$+jets and multijet events [101]. Jets are required to satisfy $p_T > 25$ GeV and $|\eta| < 2.5$. A jet-vertex tagger (JVT) is used to remove jets associated with pile-up vertices and having $p_T < 60$ GeV and $|\eta| < 2.4$ [105]. Any jets within $\Delta R = 0.2$ of a selected electron or a $\tau_{\text{had}}$ candidate are rejected. Uncertainties associated with jets arise from the JES and JER, and the efficiency to pass the JVT requirement. The largest contribution results from the JES, whose uncertainty dependence on jet $p_T$ and $\eta$, jet flavour, and pile-up treatment is split into 27 uncorrelated components that are treated independently in the analysis [101].
The total JES uncertainty varies from 1% to 4% depending on the jet $p_T$. A total of seven uncorrelated uncertainty components affecting the JER are also considered.

Jets containing $b$-hadrons are identified ($b$-tagged) via an algorithm [106, 107] that uses multivariate techniques to combine information about the impact parameters of displaced tracks and the topological properties of secondary and tertiary decay vertices reconstructed within the jet. For each jet, a value for the multivariate $b$-tagging discriminant is calculated. A jet is considered $b$-tagged if this value is above the threshold corresponding to an average 77% efficiency to tag a $b$-quark jet, with a light-jet\(^4\) rejection factor of about 140, a charm-jet ($c$-jet) rejection factor of about 4, and a $\tau_{\text{had}}$-jet rejection factor of about 17, as determined for jets with $p_T > 20$ GeV and $|\eta| < 2.5$ in simulated $t\bar{t}$ events. Correction factors derived from dedicated calibration samples enriched in $b$-jets, $c$-jets, or light jets, are applied to the simulated samples [106, 108, 109]. In the case of $\tau_{\text{had}}$-jets, for which no dedicated calibration sample exists, the correction factors derived for $c$-jets are used. Uncertainties in these corrections include a total of nine independent sources affecting $b$-jets and five independent sources affecting $c$-jets. Six sources of uncertainty affecting light jets are also considered. An additional uncertainty is included for the extrapolation of these corrections to jets with $p_T$ beyond the kinematic reach of the data calibration samples used ($p_T > 300$ GeV for $b$- and $c$-jets, and $p_T > 750$ GeV for light jets); it is taken to be correlated among the three jet flavours. Finally, an uncertainty related to the application of $c$-jet scale factors to $\tau_{\text{had}}$-jets is considered. The approximate relative size of the $b$-tagging efficiency uncertainty is 2% for $b$-jets, 10% for $c$-jets and $\tau_{\text{had}}$-jets, and 30% for light jets.

The missing transverse momentum $\vec{p}_T^{\text{miss}}$ (with magnitude $E_T^{\text{miss}}$) is defined as the negative vector sum of the $p_T$ of all selected and calibrated objects in the event, including a term to account for momentum from soft particles in the event that are not associated with any of the selected objects [110]. This soft term is calculated from inner-detector tracks matched to the selected primary vertex, which makes it more resilient to contamination from pile-up interactions. Uncertainties associated with energy scales and resolutions of leptons and jets are propagated to $\vec{p}_T^{\text{miss}}$. Additional uncertainties originating from the modelling of the underlying event, in particular its impact on the $p_T$ scale and resolution of unclustered energy, are negligible.

5 Search strategy

The search discussed in this paper targets LQ\(_d^3\) pair production in the $t\tau\tau\tau$ final state, thus being particularly sensitive to high values of $B$. In this decay mode, there is a high probability that the final state contains at least one light lepton from a semileptonic top-quark decay or a leptonic $\tau$-lepton decay, which is used to trigger the event and to help suppress multijet backgrounds. The presence of additional $\tau_{\text{had}}$ candidates and/or additional light leptons is exploited to further reduce SM backgrounds and improve the search sensitivity. The final state of interest also contains two energetic $b$-jets, and may contain additional light jets from initial- or final-state radiation and/or from a hadronically decaying $W$ boson in one of the top-quark decays. The multiple sources of leptons in the

---

\(^4\)Light jet’ refers to a jet originating from the hadronisation of a light quark ($u, d, s$) or a gluon.
event motivate the definition of different analysis channels depending on the multiplicity of light leptons, the multiplicity of $\tau_{\text{had}}$ candidates, and the electric charges of light leptons (see section 5.1). The analysis channels are subdivided into different event categories (see section 5.2) so that a maximum-likelihood fit is performed across event categories to search for the signal and constrain several leading backgrounds simultaneously. The requirement of multiple leptons in the event implies the presence of multiple neutrinos, which makes the kinematic reconstruction of the top quarks and consequently of the LQ invariant mass difficult. Nevertheless, the decay of a pair of massive LQs results in energetic final-state objects, which is exploited in the most sensitive analysis channels, both in optimising the event selection in the different categories considered and in defining a powerful event variable used in the statistical analysis to discriminate the signal from the background. Further details of the search strategy are provided in the following sections.

5.1 Event selection

The events used in the analysis are selected with high efficiency using single-lepton and dilepton triggers [27], which use electron and muon signatures. Single-lepton triggers with low $p_T$ threshold and lepton isolation requirements are combined in a logical OR with higher-threshold triggers without isolation requirements to give maximum efficiency. Single-electron triggers with a $p_T$ threshold of 24 (26) GeV in the 2015 (2016, 2017 and 2018) data-taking period(s) and isolation requirements are used along with triggers with a 60 GeV threshold and no isolation requirement, and with a 120 (140) GeV threshold with looser identification criteria. For single-muon triggers, the lowest $p_T$ threshold is 20 (26) GeV in 2015 (2016–2018), while the higher $p_T$ threshold is 50 GeV for all periods. The dielectron triggers require two electrons that satisfy loose identification criteria with different $p_T$ thresholds: 12 GeV in 2015, 17 GeV in 2016, and 24 GeV in 2017–2018. Dimuon triggers utilise asymmetric $p_T$ thresholds for leading (subleading) muons: 18 (8) GeV in 2015 and 22 (8) GeV in 2016–2018. An electron+muon trigger requires events to have an electron candidate satisfying loose identification with a 17 GeV threshold and a muon candidate with a 14 GeV threshold for all periods.

Events selected by the trigger are required to satisfy basic preselection requirements. They must have at least one primary vertex candidate. Events are required to contain either one light lepton and at least one $\tau_{\text{had}}$ candidate, or at least two light leptons. At this stage, the light leptons and $\tau_{\text{had}}$ candidates satisfy the Loose selection criteria (see section 4) and have $p_T > 10$ GeV and $p_T > 25$ GeV, respectively. Furthermore, the leading light lepton in the event is required to have $p_T > 25$ GeV. Events with one light lepton must have been selected by a single-lepton trigger, whereas events with at least two light leptons are required to be selected by a logical OR of the single-lepton and dilepton triggers. The selected light leptons are required to match, with $\Delta R < 0.15$, the corresponding leptons reconstructed by the trigger and to have a $p_T$ exceeding the trigger $p_T$ threshold by 1 GeV or 2 GeV (depending on the lepton trigger, lepton multiplicity criteria, and data-taking conditions), besides the 25 GeV requirement for the leading light leptons. These requirements are used to ensure operating in the trigger efficiency plateau, and to apply any corrections to the simulation in order to reproduce the per-lepton trigger efficiencies...
measured in data [111, 112]. In addition, two or more jets, at least one of which is b-tagged, are required. The trigger requirement has an efficiency of about 85% (98%) for signal events with one light lepton (at least two light leptons) satisfying the preselection requirements.

Six final states, termed ‘channels’, are analysed, defined by the multiplicity and flavour of Loose lepton candidates with the $p_T$ requirements indicated above:

- $1 \ell + \geq 1 \tau$: one light lepton and at least one $\tau_{\text{had}}$ candidate;
- $2 \ell_{\text{OS}} + \geq 1 \tau$: two opposite-charge (denoted by OS, standing for opposite-sign) light leptons and at least one $\tau_{\text{had}}$ candidate;
- $2 \ell_{\text{SS}} / 3 \ell + \geq 1 \tau$: two same-charge (denoted by SS, standing for same-sign) light leptons or three light leptons, and at least one $\tau_{\text{had}}$ candidate;
- $2 \ell_{\text{OS}} + 0 \tau$: two OS light leptons and no $\tau_{\text{had}}$ candidates;
- $2 \ell_{\text{SS}} + 0 \tau$: two SS light leptons and no $\tau_{\text{had}}$ candidates;
- $3 \ell + 0 \tau$: three light leptons and no $\tau_{\text{had}}$ candidates.

The selection criteria are orthogonal to those of the other channels so that each event only contributes to a single analysis channel. Finally, in all analysis channels the minimum $p_T$ requirement on light leptons is raised to 25 GeV. The analysis channels with no $\tau_{\text{had}}$ candidates are used for the determination of particular backgrounds, while those with at least one $\tau_{\text{had}}$ candidate are in addition used to search for the signal.

5.2 Event categorisation

The channels are subdivided into different event categories optimised either to search for the signal (referred to as ‘signal regions’, or SR), to obtain improved background estimates (referred to as ‘control regions’, or CR), or to validate the estimated backgrounds (referred to as ‘validation regions’, or VR). In the optimisation of the SRs, different features of the LQ signal are exploited, such as the multiplicity of $\tau_{\text{had}}$ candidates, the charge configuration of reconstructed leptons and, especially, the difference in kinematics of final-state objects between signal and background. In particular, the effective mass ($m_{\text{eff}}$), defined as the scalar sum of the transverse momenta of all selected leptons, the selected jets and the missing transverse momentum, is a powerful discriminating variable between signal and background. Additional kinematic variables exploited in the optimisation of the SRs include the $p_T$ of $\tau_{\text{had}}$ candidates, and different invariant mass variables based on dilepton pair combinations (e.g. the invariant mass of the two leading $\tau_{\text{had}}$ candidates, $m_{\tau\tau}$). The CRs are defined by inverting particular selections in order to provide background-rich samples that do not overlap with the SRs. The VRs are defined to be kinematically closer to the SRs, and they do not overlap with the other CRs and SRs. A total of 7 SRs, 18 CRs, and 6 VRs are considered, with their definitions given below. For a LQ$^d_3$ signal with $B = 1$, the acceptance times efficiency within the seven SRs is found to be about 10%, varying only slightly with the LQ$^d_3$ mass, with higher mass values resulting in higher acceptance times efficiency to pass the kinematic requirements.
In the $1\ell+1\tau$ channel, events are required to have one Tight light lepton and, either one Medium $\tau$ candidate and no additional Loose $\tau$ candidates, or at least two Loose $\tau$ candidates. A total of nine event categories are defined, which are summarised in table 3. They consist of two subcategories based on the multiplicity of $\tau$ candidates (1 or ≥2), with the former subcategory further split according to the charge configuration of the selected light lepton and $\tau$ candidate (OS or SS). The splitting between OS and SS events improves the sensitivity, since their background compositions and signal-to-background ratios are very different. For each of these subcategories, a CR, a VR, and a SR, are defined. All SRs require one or two high-$p_T$ $\tau$ candidates, as appropriate, a requirement that provides significant background suppression, as illustrated in figure 1a. Further requirements are placed on additional kinematic variables, such as the invariant mass of the light lepton and the $\tau$ candidate ($m_{\ell\tau}$) (see figure 1b), used in the $1\ell+1\tau$OS and $1\ell+1\tau$SS SRs, or $m_{\tau\tau}$ (see figure 2a), used in the $1\ell+\geq2\tau$ SR.

In the $2\ell$OS+$\geq1\tau$ channel, events are required to have two OS light leptons satisfying the Tight selection criteria, and at least one Loose or Medium $\tau$ candidate. A total of six event categories are defined, which are summarised in table 4. Separate SRs and VRs are defined for events with one Medium $\tau$ candidate (and no additional Loose $\tau$ candidates) and at least two Loose $\tau$ candidates. Backgrounds with resonant $\ell^+\ell^-$ pairs from quarkonia or $Z$-boson decays are suppressed by requiring that the dilepton invariant mass ($m_{\ell\ell}$) satisfies $m_{\ell\ell} > 12$ GeV and $|m_{\ell\ell} - m_Z| > 10$ GeV, respectively, where $m_Z$ represents the mass of the $Z$ boson. The latter requirement is referred to as the ‘$Z$-veto’. The event selections are further optimised based on the $p_T$ of the leading $\tau$ candidate ($p_{T,1}$) and the minimum invariant mass of a light lepton and a $\tau$ candidate ($m_{\ell\tau}^{\text{min}}$) (see
Table 4. Summary of event categories in the 2ℓOS+≥1τ channel. All events are required to satisfy the preselection requirements. “T” denotes the Tight light-lepton selection criteria (see table 2).

<table>
<thead>
<tr>
<th></th>
<th>2ℓOS+1τ</th>
<th>2ℓOS+≥2τ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CR^Z</td>
<td>CR^T</td>
</tr>
<tr>
<td>e/µ selection</td>
<td>ee/µµ</td>
<td>ee/µµ</td>
</tr>
<tr>
<td>e/µ combinations</td>
<td>Inverted</td>
<td>Yes</td>
</tr>
<tr>
<td>Z veto</td>
<td>&gt; 12</td>
<td>&gt; 12</td>
</tr>
<tr>
<td>m_{ℓℓ} [GeV]</td>
<td>1</td>
<td>≥ 2</td>
</tr>
<tr>
<td>N_{had}</td>
<td>Loose/Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>τ_{had} ID</td>
<td>≥ 25</td>
<td>≥ 25</td>
</tr>
<tr>
<td>p_{T,τ} [GeV]</td>
<td>≥ 150</td>
<td>≥ 150</td>
</tr>
<tr>
<td>m_{eff} [GeV]</td>
<td>&lt; 1000</td>
<td>&lt; 1000</td>
</tr>
</tbody>
</table>

Figure 1. Comparison of the distribution of (a) the \( p_T \) of the \( τ_{had} \) candidate (\( p_{T,τ} \)), and (b) the invariant mass of the light lepton and the \( τ_{had} \) candidate (\( m_{ℓτ} \)), between the total background (shaded histogram) and the LQ signal for different mass values. The selection used corresponds to events in the \( 1ℓ+1τ \) event category (a) after the preselection requirements, and (b) after applying the additional requirement of \( p_{T,τ} > 150 \) GeV. The last bin in each distribution contains the overflow.

In addition, two dedicated CRs are defined for events with one Loose or Medium \( τ_{had} \) candidate in order to estimate correction factors to apply to the jet misidentification (also referred to as ‘fake’) rate in the simulation for both sets of \( τ_{had} \) identification criteria. These CRs are enriched in \( Z+\)jets and dileptonic \( tt \) events, respectively, and do not take part of the final likelihood fit. Further details of the fake-\( τ_{had} \) background estimation can be found in section 6.2.1.

In the 2SS/3ℓ+≥1τ channel, events are required to have either two light leptons with the same charge (2ℓSS) or three light leptons (3ℓ) with their charges adding up to ±1.

In
addition, at least one Loose $\tau_{\text{had}}$ candidate is required. Since two SS light leptons can originate from backgrounds with non-prompt leptons, photon conversions, and electron charge misassignment (QMisID), the two SS light leptons in the event are required to satisfy the Very Tight selection criteria. In the case of $3\ell$ events, the light lepton that has opposite charge to the SS lepton pair is required to satisfy the Tight selection criteria. In addition, it is required that any $e^+e^+, e^+e^-$ or $\mu^+\mu^-$ pair in the event satisfies $m_{\ell\ell} > 12$ GeV and $|m_{\ell\ell} - m_Z| > 10$ GeV. Similarly, $3\ell$ events are required to satisfy $|m_{\ell\ell} - m_Z| > 10$ GeV to eliminate potential backgrounds with $Z \rightarrow 2\ell\gamma^* \rightarrow 4\ell$ where one lepton has very low momentum and is not reconstructed. Selected events fall into one of three event categories, two SRs and one VR, simply defined using $p_T^{\tau,1}$ (see table 5). Events with $p_T^{\tau,1} > 225$ GeV are assigned to the main signal region, SR-H (with the symbol “H” representing “High”), which is optimal for high LQ masses, while events with $125 < p_T^{\tau,1} < 225$ GeV fall into SR-L (with the symbol “L” standing for “Low”) and extend the sensitivity to lower LQ masses. The VR contains the events with $25 < p_T^{\tau,1} < 125$ GeV.

Finally, the $2\ell OS+0\tau$, $2\ell SS+0\tau$, and $3\ell+0\tau$ channels require there be no $\tau_{\text{had}}$ candidates and are primarily used to improve the background modelling, as discussed in section 6. Events in the $2\ell OS+0\tau$ channel are selected by requiring an OS $e\mu$ pair with both light leptons satisfying the Tight selection criteria and no additional Loose light leptons, at least two jets, at least one $b$-tagged jet, and no Loose $\tau_{\text{had}}$ candidates. This selection provides a $t\bar{t}$-rich control sample (denoted $t\bar{t}0\tau$ CR) that does not take part of the final likelihood fit, but that is used to derive corrections to improve the $t\bar{t}$ background modelling (see section 6.1.1). Events in the $2\ell SS+0\tau$ channel are selected by requiring two SS light
leptons satisfying the Very Tight selection criteria, except for some event categories where the internal conversion (IntC) or material conversion (MatC or Mat Conv) vetoes are inverted. A total of eight event categories, all of which are CRs, are defined so as to be enriched in different backgrounds: \(t\bar{t}\) with non-prompt electrons or muons, \(t\bar{t}W\), internal conversions, and material conversions, (denoted by \(2\ell tt(e)\) or \(2\ell tt(\mu)\), \(2\ell tW\), \(2\ell IntC\), and \(2\ell MatC\), respectively), which are summarised in table 6. The last two CRs select events with two SS light leptons containing at least one electron that satisfies the corresponding inverted conversion veto requirement. The \(2\ell tt(e)\) and \(2\ell tt(\mu)\) CRs select events with a SS \(ee/\mu e\) pair and a SS \(\mu\mu/e\mu\) pair, respectively, where the first (second) lepton denotes the leading (subleading) lepton in \(p_T\). The definition of these CRs exploits the fact that in SS dilepton events from \(t\bar{t}\) production the subleading lepton in \(p_T\) is typically a non-prompt lepton. In addition, the events are restricted to have two or three jets in order to suppress the contribution from \(t\bar{t}W\) production. In the case of the \(2\ell ttW\) CR, no restriction is imposed on the light-lepton flavours, and the events are required to have at least four jets. The \(2\ell tt(e)\), \(2\ell tt(\mu)\), and \(2\ell tW\) CRs are further split according to the charge of the light leptons (\(+\)\(+\) or \(−\)\(−\)) in order to improve the discrimination between charge asymmetric and charge symmetric backgrounds (dominated by \(t\bar{t}W\) and \(t\bar{t}\), respectively). Events in the \(3\ell +0\tau\) channel are selected by requiring three light leptons satisfying the Tight or Very Tight selection criteria, with their charges adding up to \(±1\). A total of four CRs are defined, which are summarised in table 7. Two CRs select events compatible with having a \(Z\)-boson candidate, but differing in their jet multiplicity requirements, in order to provide samples enriched in diboson (denoted by \(3\ell VV\)) and \(t\bar{t}Z\) backgrounds (denoted by \(3\ell t\bar{t}Z\)), respectively. Similarly to the \(2\ell SS+0\tau\) channel, two additional CRs are defined so as to be enriched in internal- and material-conversion backgrounds, respectively, by inverting the corresponding conversion veto requirement on one of the electrons belonging to the SS lepton pair.

The \(m_{\text{eff}}\) distribution is used as the final discriminating variable in all SRs. It peaks at approximately \(2m_{LQ}\) for signal events, and at lower values for the backgrounds, as illustrated in figure 3. The overall rate and composition of the background varies across the
Table 6. Summary of event categories in the $2\ell SS+0\tau$ channel. All events are required to satisfy the preselection requirements. “T*” denotes the Very Tight light-lepton selection criteria (see table 2). Events that belong to the $tt(e)$, $tt(\mu)$, and $ttW$ categories are further split into two CRs for $++$ and $\pm\pm$ charge events. IntC and MatC stand for internal and material conversions, respectively. The first (second) light lepton quoted in a pair denotes the leading (subleading) lepton in $p_T$. Backgrounds with resonant $e^+e^-$ pairs from quarkonia or $Z$-boson decays due to electron charge misassignment are suppressed by requirements on the dilepton invariant mass ($m_{ee}$).

<table>
<thead>
<tr>
<th></th>
<th>$2\ell tt(e)\pm$</th>
<th>$2\ell tt(\mu)\pm$</th>
<th>$2\ell ttW\pm$</th>
<th>$2\ell IntC$</th>
<th>$2\ell MatC$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e/\mu$ selection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e/\mu$ combination</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electron internal</td>
<td>$ee/\mu e/\mu$</td>
<td>$ee/\mu e/\mu$</td>
<td>$ee/\mu e/\mu$</td>
<td>Inverted</td>
<td>Inverted</td>
</tr>
<tr>
<td>Electron material</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>conversion veto</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_{jets}$</td>
<td>2–3</td>
<td>2–3</td>
<td>$\geq 4$</td>
<td>$\geq 2$</td>
<td>$\geq 2$</td>
</tr>
<tr>
<td>$Z$ veto</td>
<td></td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>$m_{ee}$ [GeV]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Summary of four CR categories in the $3\ell +0\tau$ channel. All events are required to satisfy the preselection requirements. “T” and “T*” denote the Tight and Very Tight light-lepton selection criteria (see table 2). IntC and MatC stand for internal and material conversions, respectively. Same-charge (opposite-charge) lepton pairs are also referred to as same-sign (opposite-sign) with abbreviation SS (OS). The OS lepton (relative to the SS pair) is denoted $\ell_0$, but is not necessarily the one with highest $p_T$; the remaining SS leptons are denoted $\ell_1$ (closest in $\Delta R$ to $\ell_0$) and $\ell_2$ (the remaining one).

<table>
<thead>
<tr>
<th></th>
<th>$3\ell VV$</th>
<th>$3\ell ttZ$</th>
<th>$3\ell +0\tau$</th>
<th>$3\ell IntC$</th>
<th>$3\ell MatC$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e/\mu$ selection</td>
<td>$T$</td>
<td>$T$</td>
<td>$T(\ell_0)$, T*(\ell_1 and $\ell_2$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electron internal</td>
<td>Yes</td>
<td>Yes</td>
<td>Inverted(\ell_1 or $\ell_2$)</td>
<td>Yes(\ell_1 and $\ell_2$)</td>
<td></td>
</tr>
<tr>
<td>Electron material</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes(\ell_1 and $\ell_2$)</td>
<td>Inverted(\ell_1 or $\ell_2$)</td>
<td></td>
</tr>
<tr>
<td>conversion veto</td>
<td>$2–3$</td>
<td>$\geq 4$</td>
<td>$\geq 2$</td>
<td>$\geq 2$</td>
<td></td>
</tr>
<tr>
<td>$N_{jets}$</td>
<td>$\geq 4$</td>
<td>$\geq 2$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Z$ veto</td>
<td>$\geq 12$</td>
<td>$\geq 2$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{\ell\ell}$ [GeV]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

different SRs, as illustrated in figure 4. The dominant background in the $1\ell+1\tau OS$ SR is $t\bar{t}$ production with both the light lepton and $\tau_{had}$ candidate originating from the $W$ boson decays. In contrast, the main background in the $1\ell+1\tau SS$ SR is also $t\bar{t}$ production, but with one jet misidentified as a $\tau_{had}$ candidate (fake $\tau_{had}$), one non-prompt light lepton, or an electron with misassigned charge, followed by $t\bar{t}W$ and $VV$ production. In the $1\ell+\geq 2\tau$, $2\ell OS+1\tau$, and $2\ell OS+\geq 2\tau$ SRs, about half of the background is also $t\bar{t}$ with one fake $\tau_{had}$ candidate, while the remaining contributions arise from $t\bar{t}W$, $t\bar{t}Z/\gamma^*$, and $t\bar{t}H$ production, with varying fractions across the SRs. Finally, the $2\ell SS/3\ell +\geq 1\tau$ SRs are dominated by backgrounds with real leptons, with comparable contributions from $t\bar{t}W$, $t\bar{t}Z/\gamma^*$, $t\bar{t}H$, and $VV$ production. Despite their limited purity, the CRs defined above are useful for checking
Figure 3. Comparison of the $m_{\text{eff}}$ distribution in (a) the $1\ell + 2\tau$ SR, and (b) the $2\ell SS/3\ell + 1\tau$ SR-H, between the total background (shaded histogram) and the LQ signal for different mass values. The last bin in each distribution contains the overflow.

Figure 4. The fractional contributions of the various backgrounds to the total predicted background in each of the seven signal region categories (see section 5). The background estimation methods are described in section 6. The background contributions after the likelihood fit to data under the background-only hypothesis are shown (see section 7).

and correcting the background prediction (see section 6) and constraining the related systematic uncertainties through the likelihood fit to data that also includes the SRs. The VRs are meant to provide an independent validation of the background prediction, and thus are not included in the fit.
6 Background estimation

Backgrounds are categorised into irreducible and reducible backgrounds. Irreducible backgrounds (section 6.1) have only prompt selected leptons, i.e. produced in W/Z boson decays, in leptonic τ-lepton decays, or internal conversions. Reducible backgrounds (section 6.2) have prompt leptons with misassigned charge, at least one non-prompt light lepton, or fake τ had candidates. All backgrounds are estimated using the simulated samples described in section 3, which also discusses the systematic uncertainties in the modelling of these processes, so this is not repeated below. In some cases, the simulation is improved using additional corrections derived in data control samples. In particular, the event kinematics of the simulated tt̄ background, or the τ had fake rate predicted by the simulation, require dedicated corrections to better describe the data. In addition, the yields of some simulated backgrounds, in particular ttW and non-prompt-lepton backgrounds, are adjusted via normalisation factors that are determined by performing a likelihood fit to data across all event categories as discussed in section 7.

6.1 Irreducible backgrounds

Background contributions with prompt leptons originate from a wide range of physics processes with their relative importance varying by channel. In the 1ℓ+1τ OS category the main irreducible background is tt̄ production, followed by tW̄ production, whereas in the rest of analysis channels the main irreducible backgrounds originate from ttW and tt̄(Z/γ∗) production, followed by VV (in particular WZ) production. Smaller contributions originate from the following rare processes: tZ, WtZ, ttWW, VVV, tt and tt̄t̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄̄́
Figure 5. (a) Comparison between data and the background prediction for the $m_{\text{eff}}$ distribution in events selected by requiring an opposite-charge (OS) $e\mu$ pair, exactly four jets, and at least one $b$-tagged jet. The background contributions shown are before the likelihood fit to data (“Pre-Fit”). The lower panel displays the ratio of the data, after subtracting the small background contributions estimated from the simulation, to the predicted sum of $t\bar{t}$ and $tW$ processes, along with the corresponding fit using a first-degree polynomial (black solid line). The associated green lines represent the estimated uncertainty in the reweighting function. (b) Comparison of the $m_{\text{eff}}$ distribution between data and the pre-fit background prediction after the kinematic reweighting in the $1\ell+1\tau$ OS VR. The total background prediction before the kinematic reweighting (“Pre-Kinem. Rew.”) is shown as a dashed blue histogram. The ratio of the data to the total pre-fit background prediction (“Bkg”) is shown in the lower panel. The size of the combined statistical and systematic uncertainty in the background prediction is indicated by the blue hatched band. The ratios of the data to the total pre-fit predictions before and after kinematic reweighting are shown in the lower panel. The last bin in each figure contains the overflow.

between the data and the background prediction after the kinematic reweighting, and before the likelihood fit (denoted “pre-fit”), is illustrated in figure 5b for the $m_{\text{eff}}$ distribution in the $1\ell+1\tau$ OS VR, which is dominated by $t\bar{t}$ background with a real $\tau$ had candidate. Good agreement is observed within the estimated pre-fit uncertainties. The agreement in normalisation is further improved after the likelihood fit (denoted “post-fit”), as shown in figure 11. The modelling of several other kinematic quantities such as the lepton $p_T$, $E_{\text{miss}}^\tau$, and the scalar sum of jet $p_T$, is also improved by the kinematic reweighting. Although this kinematic reweighting is derived using $t\bar{t}$ dileptonic events, it is also applied to $t\bar{t}$ semileptonic events selected in the $1\ell+1\tau$ channel. A systematic uncertainty from the slight difference between the slope of the nominal $m_{\text{eff}}$ correction factor and that derived in the $1\ell+1\tau$ OS CR is also considered, with negligible impact on the final result.
6.1.2 $t\bar{t}W$ background

The $t\bar{t}W$ background represents a non-negligible background in several event categories. Despite the use of state-of-the-art simulations, accurate modelling of additional QCD radiation in $t\bar{t}W$ production remains challenging. Event categories sensitive to the $t\bar{t}W$ background were defined in the analysis in order to study and constrain this background. These event categories are split by the sign of the sum of lepton charges (referred to as ‘total charge’) to better discriminate the $t\bar{t}W$ process, which has a large charge asymmetry, from other SM backgrounds that are charge symmetric. To illustrate this point, the distribution of the scalar sum of the lepton $p_T$ (denoted by $H_{T,\text{lep}}$) in the $2\ell SS+0\tau$ channel, obtained by subtracting the distributions for events with positive total charge and with negative total charge, is shown in figure 6a. In this subtraction, only the charge asymmetric processes remain visible, allowing a better assessment of the modelling of the $t\bar{t}W$ process by the simulation. Disagreement between the data and the prefit prediction from the simulation is observed, corresponding to an overall normalisation factor that is assigned to the $t\bar{t}W$ background, and which is determined during the likelihood fit. The measured normalisation factor is $\hat{\lambda}_{t\bar{t}W} = 1.78 \pm 0.15$, which is compatible with that determined in the SM $tt\bar{t}t$ analysis [115], and with a previous measurement of the $t\bar{t}W$ production cross section [116]. Agreement is improved after the application of the background corrections resulting from the likelihood fit, in particular the above $t\bar{t}W$ normalisation factor, as shown in figure 6b for the $m_{\text{eff}}$ distribution.

6.1.3 Other irreducible backgrounds

The total yields in the $3\ell VV$ and $3\ell ttZ$ CRs are used in the likelihood fit to improve the prediction of the background contribution from the $VV$ and $t\bar{t}(Z/\gamma^*)$ processes, respectively. A comparison of the $m_{\text{eff}}$ distribution between the data and the total prediction in these two CRs exhibits adequate modelling by the simulation even before the likelihood fit to data, as shown in figure 7. The rate of the background from internal conversions with $m(e^+e^-) < 1$ GeV is estimated using the two dedicated CRs ($2\ell\text{IntC}$ and $3\ell\text{IntC}$). The total yield in each category is used in the likelihood fit to determine the following normalisation factor: $\hat{\lambda}_{\text{IntC}} = 1.77 \pm 0.32$, where the uncertainty is dominated by the statistical uncertainty. The normalisation of the internal-conversion background is validated by comparing data and scaled simulation in a dedicated control sample enhanced in $Z \rightarrow \mu^+\mu^-\gamma^*(\rightarrow e^+e^-)$ candidate events, defined by requiring two OS Tight muons and one electron satisfying the Very Tight requirements, except for the internal conversion veto. The level of agreement found between observed and predicted yields is within 25%, which is assigned as a systematic uncertainty associated with the extrapolation of the estimate from the $2\ell\text{IntC}$ and $3\ell\text{IntC}$ CRs to the other event categories.

6.2 Reducible backgrounds

6.2.1 Fake $\tau_{\text{had}}$ candidates

In most event categories requiring at least one $\tau_{\text{had}}$, the dominant background originates from $t\bar{t}$ production with at least one fake $\tau_{\text{had}}$ candidate. Consequently, the estimation
of fake-$\tau_{\text{had}}$ background relies heavily on the simulation accurately modelling the $t\bar{t}$ event kinematics and the $\tau_{\text{had}}$ misidentification rate from jets. As discussed in section 6.1.1, a kinematic reweighting is applied to $t\bar{t}$ simulated events in order to improve the description of the event kinematics. In order to evaluate such a correction factor, which depends on the jet multiplicity of the events, fake $\tau_{\text{had}}$ candidates in $t\bar{t}$ simulated events are considered as additional jets. After the kinematic reweighting is applied, a suitable correction to the fake-$\tau_{\text{had}}$ rate in the simulation is measured. A CR is defined by requiring an OS $e\mu$ pair, at least two jets, at least one $b$-tagged jet, at least one Loose or Medium $\tau_{\text{had}}$ candidate, and $m_{\text{eff}} < 1$ TeV (denoted by CR$^{t\bar{t}}$ in table 4). The upper bound on $m_{\text{eff}}$ ensures that any potential LQ$_d^3$ signal contamination would be negligible. This CR is enriched in dileptonic $t\bar{t}$ events, such that the selected $\tau_{\text{had}}$ candidates primarily originate from jets, and are used to determine a normalisation factor to correct for possible mismodelling of the fake-$\tau_{\text{had}}$ rate in the simulation per $\tau_{\text{had}}$ candidate. According to the simulation, the flavour composition of the jets giving a fake $\tau_{\text{had}}$ candidate in this CR is similar to that in the SRs considered. This normalisation factor is measured as a function of $p_T^{\tau_{\text{had}}}$, and for one-prong and three-prong $\tau_{\text{had}}$ candidates separately. In the case of one-prong
Figure 7. Comparison between data and the background prediction for the $m_{\text{eff}}$ distribution in (a) the 3VV CR and (b) the 3ttZ CR. The background contributions after the likelihood fit to data (“Post-Fit”) under the background-only hypothesis are shown as filled histograms. The total background prediction before the likelihood fit to data (“Pre-Fit”) is shown as a dashed blue histogram in the upper panel. The ratio of the data to the background (“Bkg”) prediction is shown in the lower panel, separately for post-fit background (black points) and pre-fit background (dashed blue line). The size of the combined statistical and systematic uncertainty in the background prediction is indicated by the blue hatched band. The last bin in each figure contains the overflow.

(three-prong) $\tau_{\text{had}}$ candidates satisfying the Loose requirement, the normalisation factors range from $1.07 \pm 0.06$ ($1.10 \pm 0.31$) for $p_T^{\tau_{\text{had}}}$ in the range of 25–45 GeV (25–50 GeV), to $0.57 \pm 0.19$ ($0.80 \pm 0.30$) for $p_T^{\tau_{\text{had}}} \geq 100$ GeV (75 GeV). The quoted uncertainty includes the statistical uncertainty in the CR, the uncertainty in the contribution from real $\tau_{\text{had}}$ candidates that is subtracted in the CR, and the difference between this normalisation factor and one measured in a separate CR enhanced in $Z$+jets events (denoted by CR$^Z$ in table 4), which has a different jet-flavour composition of fake $\tau_{\text{had}}$ candidates than CR$^t\bar{t}$. No statistically significant differences are found between the normalisation factors for Loose and Medium $\tau_{\text{had}}$ candidates; therefore, the above normalisation factors are applied to all channels requiring at least one $\tau_{\text{had}}$ candidate. All simulated background events with at least one fake $\tau_{\text{had}}$ candidate are scaled by the product of the corresponding per-candidate normalisation factors calculated according to the multiplicity of fake $\tau_{\text{had}}$ and non-prompt light leptons (see section 6.2.2) before the likelihood fit to data. After applying the kinematic reweighting and the $p_T$-dependent fake-$\tau_{\text{had}}$ normalisation factors discussed above, the simulation is found to provide good modelling of relevant kinematic distributions for the fake-$\tau_{\text{had}}$ background before the likelihood fit to data, as shown in figures 8a and 8b. The uncertainties associated with the normalisation factors are accounted for as nuisance parameters in the likelihood fit (see section 7). To account for the approximation of treating

---

6This includes $t\bar{t}$ as well as other subleading processes such as single top, $V$+jets, etc.
Figure 8. Comparison between data and the background prediction for (a) the $\tau_{\text{had}} p_T (p_T^{\tau})$ distribution in the $1\ell + 1\tau_{\text{SS}}$ CR, and (b) the jet multiplicity distribution in the $2\ell /OS+1\tau_{\text{VR}}$. The background contributions before the likelihood fit to data ("Pre-Fit") are shown as filled histograms. The ratio of the data to the background ("Bkg") prediction is shown in the lower panel. In (a), the total background prediction before the correction with the per-candidate normalisation factors ("Pre-Fake $\tau_{\text{had}}$ Corr.") is shown as a dashed blue histogram (line) in the upper (lower) panel. The size of the combined statistical and systematic uncertainty in the background prediction is indicated by the blue hatched band. The last bin in each figure contains the overflow.

fake $\tau_{\text{had}}$ candidates as jets in the $t\bar{t}$ kinematic reweighting, in the statistical analysis, the uncertainties associated with the PS and hadronisation model, the ME-to-PS matching, and the modelling of QCD radiation, are treated as uncorrelated between $t\bar{t}$ events with at least one fake $\tau_{\text{had}}$ candidate and the rest of the $t\bar{t}$ events.

6.2.2 Non-prompt light leptons and charge misassignment

Non-prompt leptons originate from material conversions, heavy-flavour hadron decays, or the improper reconstruction of other particles, with an admixture strongly depending on the lepton quality requirements and varying across event categories. These backgrounds are in general very small in all SRs and thus are estimated from simulation, with the normalisation determined by the likelihood fit. The main contribution to the non-prompt-lepton background is from $t\bar{t}$ production, followed by much smaller contributions from $V+$jets and single-top-quark processes. The non-prompt light leptons in the simulated samples are labelled according to whether they originate from heavy-flavour (HF) or light-flavour (LF) hadron decays, or from a material conversion candidate. The HF category includes leptons from both bottom and charm decays. QMisID backgrounds arise mainly from $t\bar{t}$ production, with one electron having a hard bremsstrahlung emission followed by an asymmetric conversion ($e^\pm \rightarrow e^\pm \gamma^* \rightarrow e^\pm e^\mp$) or a mismeasured track curvature. The muon charge misassignment rate is negligible in the $p_T$ range relevant to this analysis.
Several of the event categories introduced in section 5 were designed to be enriched in specific processes and are used to derive normalisation factors to improve their modelling by the simulation. The 2ℓMatC and 3ℓMatC CRs are enriched in MatC and QMisID backgrounds and only the total event yield is used. There are four CRs enriched in contributions from HF non-prompt leptons in t¯t events, i.e. 2ℓtt(e)+, 2ℓtt(e)−, 2ℓtt(µ)+, and 2ℓtt(µ)−. In these CRs, the $H_{\text{T, lep}}$ distribution is used to provide separation from the t¯tW background and thus optimise the sensitivity to the HF non-prompt electron and muon contributions. The simultaneous fit to these regions, split by total charge, provides additional separation due to the charge asymmetry of the t¯tW process. Normalisation factors for three non-prompt-lepton background contributions are estimated from the likelihood fit. The normalisation factor for HF non-prompt leptons is estimated separately for electrons and muons, $\lambda_{\text{had}}^e$ and $\lambda_{\text{had}}^\mu$, respectively. An additional normalisation factor is determined for the sum of MatC and QMisID backgrounds, $\lambda_{\text{MatC}}^e$. The measured normalisation factors are: $\lambda_{\text{had}}^e = 1.06 \pm 0.30$, $\lambda_{\text{had}}^\mu = 0.81 \pm 0.12$, and $\lambda_{\text{MatC}}^e = 1.03 \pm 0.24$, where the uncertainties are dominated by the statistical uncertainty. The systematic uncertainties considered are discussed in the following, although they have a negligible impact on the final result. The background estimation procedure for non-prompt light leptons relies on the simulation to predict the kinematic distributions of the t¯t process, and thus is affected by related modelling uncertainties (see section 3). Additional uncertainties are estimated by relaxing lepton criteria to enrich the samples in the different types of non-prompt leptons, and comparing the data with the simulation. A 25% uncertainty is estimated for material conversions, based on a comparison between data and simulation in a dedicated control sample enhanced in $Z \rightarrow \mu^+\mu^-(\rightarrow e^+e^-)$ candidate events, defined by requiring two OS Tight muons and one Tight electron that fails the material conversion veto requirement. This uncertainty is applied to all categories except for 2ℓMatC and 3ℓMatC as thus acts as an extrapolation uncertainty. Figures 9a and 9b display the $H_{\text{T, lep}}$ distribution in the 2ℓtt(e)− and 2ℓtt(µ)− CRs after the likelihood fit to data. As shown in the figures, the spectra for the HF non-prompt electron and muon contributions are softer than those for the t¯tW and VV backgrounds. For this comparison, the CRs with negative total charge are selected, as this requirement suppresses the t¯tW and VV contributions, due to their charge asymmetry, thus increasing the fraction of non-prompt-lepton background.

7 Analysis model and results

A maximum-likelihood fit is performed on all bins in the 22 event categories considered, consisting of 15 CRs and 7 SRs (see table 8), to simultaneously determine the background and LQ$d^3$ signal yields that are most consistent with the data. The $m_{\text{eff}}$ spectrum is used in the SRs to maximise the sensitivity to the LQ$d^3$ signal, while the CRs are used to either determine or constrain different backgrounds. In the eight CRs from the 2ℓSS+0τ and 3ℓ+0τ channels that require very tight selection criteria for light leptons including the internal and material conversion vetoes, the $H_{\text{T, lep}}$ spectrum is used to discriminate between, and separately normalise, the t¯t (with non-prompt electrons and muons) and t¯tW backgrounds, as well as to constrain the t¯t(Z/γ*) contributions. In the remaining seven CRs, the
Figure 9. Comparison between data and the background prediction for the distribution of the scalar sum of the lepton $p_T$ ($H_{T,\text{lep}}$) in (a) the $2\ell tt(e)$- CR and (b) the $2\ell tt(\mu)$- CR. The background contributions after the likelihood fit to data (“Post-Fit”) under the background-only hypothesis are shown as filled histograms. The total background prediction before the likelihood fit to data (“Pre-Fit”) is shown as a dashed blue histogram in the upper panel. The ratio of the data to the background (“Bkg”) prediction is shown in the lower panel, separately for post-fit background (black points) and pre-fit background (dashed blue line). The size of the combined statistical and systematic uncertainty in the background prediction is indicated by the blue hatched band. The last bin in each figure contains the overflow.

Table 8. Summary of the event categories per channel, discriminating variables per event category, and number of bins used in the statistical analysis.

<table>
<thead>
<tr>
<th>Event category</th>
<th>1$\ell + \geq 1\tau$</th>
<th>2$\ell OS + \geq 1\tau$</th>
<th>2$\ell SS/3\ell + \geq 1\tau$</th>
<th>2$\ell SS + 0\tau$</th>
<th>3$\ell + 0\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of event categories</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>$m_{\text{eff}}$ spectrum</td>
<td>3 SRs</td>
<td>2 SRs</td>
<td>2 SRs</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$H_{T,\text{lep}}$ spectrum</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>6 CRs</td>
<td>2 CRs</td>
</tr>
<tr>
<td>Event yield</td>
<td>3 CRs</td>
<td>—</td>
<td>—</td>
<td>2 CRs</td>
<td>2 CRs</td>
</tr>
<tr>
<td>Total number of bins</td>
<td>16</td>
<td>9</td>
<td>6</td>
<td>20</td>
<td>10</td>
</tr>
</tbody>
</table>
Table 9. Sources of systematic uncertainty considered in the analysis. “N” means that the uncertainty is taken as normalisation-only for all processes and channels affected. Some of the systematic uncertainties are split into several components, as indicated by the number in the rightmost column.

<table>
<thead>
<tr>
<th>Systematic uncertainty Components</th>
<th>Systematic uncertainty Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminosity 1</td>
<td>Signal modelling</td>
</tr>
<tr>
<td>Pile-up reweighting 1</td>
<td>Cross section (N)</td>
</tr>
<tr>
<td><strong>Physics objects</strong></td>
<td>QCD scale ($\mu$, $\mu$)</td>
</tr>
<tr>
<td>Electron 6</td>
<td>PDFs+resol</td>
</tr>
<tr>
<td>Muon 16</td>
<td>QCD radiation</td>
</tr>
<tr>
<td>$\tau$-leptons 21</td>
<td>$tt$ modelling</td>
</tr>
<tr>
<td>Jet energy scale and resolution 34</td>
<td>Cross section (N)</td>
</tr>
<tr>
<td>Jet vertex fraction 1</td>
<td>Parton shower and hadronisation model 2</td>
</tr>
<tr>
<td>Jet flavour tagging 22</td>
<td>Generator 2</td>
</tr>
<tr>
<td>$E_T^{miss}$ 3</td>
<td>QCD radiation 2</td>
</tr>
<tr>
<td><strong>Total (Experimental) 105</strong></td>
<td>QED radiative top-quark decay (N) 1</td>
</tr>
<tr>
<td><strong>Data-driven reducible background estimates</strong></td>
<td><strong>tW modelling</strong></td>
</tr>
<tr>
<td>$t\bar{t}$ kinetic reweighting 2</td>
<td>QCD scale 1</td>
</tr>
<tr>
<td>Fake-$\tau_{had}$ estimates 14</td>
<td>Generator 1</td>
</tr>
<tr>
<td>Material conversions modelling 1</td>
<td>$t(2/\gamma^*)$ (high mass) modelling</td>
</tr>
<tr>
<td>Internal conversions modelling 1</td>
<td>Cross section (N)</td>
</tr>
<tr>
<td></td>
<td>Generator 1</td>
</tr>
<tr>
<td><strong>Total (Data-driven reducible background) 18</strong></td>
<td><strong>WZ modelling</strong></td>
</tr>
<tr>
<td></td>
<td>Cross section (N)</td>
</tr>
<tr>
<td></td>
<td>Parton shower and hadronisation model 1</td>
</tr>
<tr>
<td><strong>Total (Signal and background modelling) 30</strong></td>
<td><strong>Other background modelling</strong></td>
</tr>
<tr>
<td></td>
<td>Cross section (N)</td>
</tr>
<tr>
<td></td>
<td>Heavy-flavour composition (N) 1</td>
</tr>
<tr>
<td><strong>Total (Overall) 153</strong></td>
<td></td>
</tr>
</tbody>
</table>

Uncertainties can impact the estimated signal and background rates, the migration of events between categories, and the shape of the fitted distributions; they are summarised in table 9. Both $\mu$ and $\bar{\lambda}$ are treated as free parameters in the likelihood fit. The NPs $\bar{\theta}$ allow variations of the expectations for signal and background according to the systematic uncertainties, subject to Gaussian constraints in the likelihood fit. Their fitted values represent the deviations from the nominal expectations that globally provide the best fit to the data. Statistical uncertainties in each bin due to the limited size of the simulated samples are taken into account by dedicated parameters using the Beeston-Barlow technique [118].

The test statistic $q_\mu$ is defined as the profile likelihood ratio: $q_\mu = -2 \ln \left( \frac{L(\mu, \hat{\lambda}_\mu, \hat{\theta}_\mu)}{L(\mu, \hat{\lambda}_\mu, \hat{\theta}_\mu)} \right)$, where $\mu$, $\hat{\lambda}_\mu$, and $\hat{\theta}_\mu$ are the values of the parameters that maximise the likelihood function, and $\hat{\lambda}_\mu$ and $\hat{\theta}_\mu$ are the values of the parameters that maximise the likelihood function for a given value of $\mu$. The test statistic $q_\mu$ is evaluated with the RooFit package [119]. A related statistic is used to determine the probability that the observed data are compatible with the background-only hypothesis (i.e. the discovery test) by setting $\mu = 0$ in the profile likelihood ratio ($q_0$). The $p$-value (referred to as $p_0$) representing the probability of the data being compatible with the background-only hypothesis is estimated by
integrating the distribution of $q_0$ from background-only pseudo-experiments, approximated using the asymptotic formulae given in ref. [120], above the observed value of $q_0$. Some model dependence exists in the estimation of the $p_0$, as a given signal scenario needs to be assumed in the calculation of the denominator of $q_0$, even if the overall signal normalisation is allowed to float and is fitted to data. The observed $p_0$ is checked for each explored signal scenario. Upper limits on the signal production cross section for each of the signal scenarios considered are derived by using $q_0$ in the CL$_s$ method [121, 122]. For a given signal scenario, values of the production cross section (parameterised by $\mu$) yielding CL$_s < 0.05$, where CL$_s$ is computed using the asymptotic approximation [120], are excluded at $\geq 95\%$ confidence level (CL). The upper limits derived with the asymptotic approximation agree very well with those estimated via background-only pseudo-experiments.

A comparison of the distributions of observed and expected yields in the 15 CRs and the 7 SRs after the combined likelihood fit under the background-only hypothesis is shown in figures 10a and 10b, respectively. The corresponding post-fit yields for the SRs can be found in table 10. In general, good agreement between the data and predicted background yields is found across all event categories. As shown in figure 11, good agreement is also obtained between the data and post-fit background prediction in the VRs, which were not used in the fit, giving confidence in the overall procedure.

The comparison between data and the background prediction for the $m_{\text{eff}}$ distributions used in the different SRs is shown in figures 12 and 13. The binning used for the $m_{\text{eff}}$ distributions in the different SRs represents a compromise between preserving enough discrimination in the fit between the background and the signal for the different values of LQ mass considered, and keeping the statistical uncertainty of the background prediction per bin well below 30%. No significant excess is observed in any of the SRs. The observed $p_0$ is found to be consistent with the background-only hypothesis for all values of $m_{\text{LQ}}$ and $B$ considered. The observed and expected $p_0$ as a function of $m_{\text{LQ}}$ are shown in figure 14, assuming values of $B = 1$ and $B = 0.5$. This illustrates the significant expected sensitivity of the search, which for $B = 1$ exceeds 5 standard deviations for $m_{\text{LQ}} < 1.21$ TeV and 3 standard deviations for $m_{\text{LQ}} < 1.36$ TeV.

In absence of any significant excess above the SM background prediction, 95% CL upper limits are set on the cross section for the LQ pair production as a function of the assumed $m_{\text{LQ}}$ and $B$. Figure 15a shows the 95% CL upper limits on the LQ pair production cross section as a function of $m_{\text{LQ}}$ resulting from the combination of all analysis channels, assuming $B = 1$. The sensitivity is dominated by the $1\ell+\geq 1\tau$ channel, although the $2\ell\text{OS}/\geq 1\tau$ and $2\ell\text{SS}/3\ell+\geq 1\tau$ channels bring a significant improvement to the combined limit. The result is completely limited by the statistical uncertainty of the data, with the impact of systematic uncertainties being only to raise the expected cross-section upper limit by 2.3% at $m_{\text{LQ}} = 1$ TeV, and more at lower and higher masses, reaching 4.5% at $m_{\text{LQ}} = 500$ GeV and $m_{\text{LQ}} = 1.6$ TeV. The leading source of systematic uncertainty arises from $\tau_{\text{had}}$ identification and energy scale calibration, followed by $t\bar{t}$ modelling. A comparison of the cross-section limits with the theoretical prediction is used to derive 95% CL limits on $B$ as a function of $m_{\text{LQ}}$, as shown in figure 15b. Assuming that $B = 1$, the observed and expected 95% CL lower limits on $m_{\text{LQ}}$ are 1.43 TeV and 1.41 TeV, respectively. The corresponding limits for $B = 0.5$ are 1.22 TeV and 1.19 TeV, respectively. The above limits
Summary of observed and predicted yields in the seven signal region categories. The Table 10.

<table>
<thead>
<tr>
<th></th>
<th>1$\ell$+1$\tau$OS</th>
<th>1$\ell$+1$\tau$SS</th>
<th>1$\ell$+$\geq$2$\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>339</td>
<td>19</td>
<td>6</td>
</tr>
<tr>
<td>Total background</td>
<td>340 ± 20</td>
<td>17.1 ± 2.1</td>
<td>5.2 ± 1.2</td>
</tr>
<tr>
<td>Fake $\tau_{\text{had}}$</td>
<td>10.2 ± 6.5</td>
<td>1.8 ± 1.7</td>
<td>1.9 ± 1.0</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>270 ± 21</td>
<td>2.4 ± 1.0</td>
<td>—</td>
</tr>
<tr>
<td>Single top</td>
<td>37.4 ± 5.4</td>
<td>0.79 ± 0.56</td>
<td>—</td>
</tr>
<tr>
<td>$t\bar{t}W$</td>
<td>6.7 ± 1.0</td>
<td>3.93 ± 0.59</td>
<td>0.66 ± 0.13</td>
</tr>
<tr>
<td>$t\bar{t}Z/\gamma^*$ (high mass)</td>
<td>2.38 ± 0.65</td>
<td>1.11 ± 0.30</td>
<td>0.57 ± 0.15</td>
</tr>
<tr>
<td>$t\bar{t}\gamma^*$ (low mass)</td>
<td>—</td>
<td>0.03 ± 0.01</td>
<td>—</td>
</tr>
<tr>
<td>$t\bar{t}H$</td>
<td>2.38 ± 0.44</td>
<td>0.87 ± 0.21</td>
<td>1.18 ± 0.34</td>
</tr>
<tr>
<td>Diboson</td>
<td>5.02 ± 0.66</td>
<td>1.70 ± 0.27</td>
<td>0.31 ± 0.07</td>
</tr>
<tr>
<td>QMisID</td>
<td>2.59 ± 0.68</td>
<td>3.38 ± 0.90</td>
<td>0.10 ± 0.08</td>
</tr>
<tr>
<td>Other</td>
<td>3.50 ± 0.91</td>
<td>1.14 ± 0.38</td>
<td>0.45 ± 0.13</td>
</tr>
<tr>
<td>LQ$^d_3$ (0.9 TeV)</td>
<td>80.3 ± 9.2</td>
<td>25.1 ± 2.6</td>
<td>51.9 ± 9.3</td>
</tr>
<tr>
<td>LQ$^d_3$ (1.1 TeV)</td>
<td>20.9 ± 2.5</td>
<td>6.92 ± 0.74</td>
<td>11.4 ± 2.1</td>
</tr>
<tr>
<td>LQ$^d_3$ (1.3 TeV)</td>
<td>6.02 ± 0.75</td>
<td>1.93 ± 0.25</td>
<td>2.89 ± 0.57</td>
</tr>
</tbody>
</table>

Table 10. Summary of observed and predicted yields in the seven signal region categories. The background prediction is shown after the combined likelihood fit to data under the background-only hypothesis across all control region and signal region categories. The expected signal yields that are obtained by using their theoretical cross sections are also shown with their pre-fit uncertainties, assuming $\mathcal{B} = 1$. Dashes refer to components that are negligible or not applicable.
assume that the only possible decay modes are \( LQ \to t\tau/b\nu \). In the case of a non-negligible contribution from the \( LQ \to q\tau \) \((q = u, c)\) decay mode, more stringent limits could be derived for intermediate values of B, since \( LQ\bar{LQ} \to trq\bar{\tau} \) final states would be probed by the \( 1\ell+\geq2\tau \) SR, which dominates the sensitivity of this search.
Figure 11. Comparison between data and the background prediction for the event yields in the six validation region categories. The background contributions after the likelihood fit to data (“Post-Fit”) under the background-only hypothesis are shown as filled histograms. The ratio of the data to the background (“Bkg”) prediction is shown in the lower panel. The total background prediction before the likelihood fit to data (“Pre-Fit”) is shown as a dashed blue histogram (line) in the upper (lower) panel. The size of the combined statistical and systematic uncertainty in the background prediction is indicated by the blue hatched band.
Figure 12. Comparison between data and prediction for the $m_{\text{eff}}$ distribution used in different signal region categories of the $1\ell+\geq1\tau$ channel: (a) $1\ell+1\tau$OS, (b) $1\ell+1\tau$SS, and (c) $1\ell+2\tau$. The background contributions after the likelihood fit to data (“Post-Fit”) under the background-only hypothesis are shown as filled histograms. For illustrative purposes, the expected signal for $m_{LQ_3} = 1.1$ TeV and $B = 1$ is shown as a unfilled red histogram added to the post-fit background. The total background prediction before the likelihood fit to data (“Pre-Fit”) is shown as a dashed blue histogram in the upper panel. The ratio of the data to the background (“Bkg”) prediction is shown in the lower panel, separately for post-fit background (black points) and pre-fit background (dashed blue line). The size of the combined statistical and systematic uncertainty in the background prediction is indicated by the blue hatched band. The blue triangles indicate points that are outside the vertical range of the figure. The last bin in each figure contains the overflow.
Figure 13. Comparison between data and prediction for the $m_{\text{eff}}$ distribution used in different signal region categories of the $2\ell OS+\geq 1\tau$ and $2SS/3\ell+\geq 1\tau$ channels: (a) $2\ell OS+1\tau$, (b) $2\ell OS+2\tau$, (c) $2SS/3\ell+\geq 1\tau$-L, and (d) $2SS/3\ell+\geq 1\tau$-H. The background contributions after the likelihood fit to data (“Post-Fit”) under the background-only hypothesis are shown as filled histograms. For illustrative purposes, the expected signal for $m_{LQ_d} = 1.1 \text{ TeV}$ and $B = 1$ is shown as unfilled red histogram added to the post-fit background. The total background prediction before the likelihood fit to data (“Pre-Fit”) is shown as a dashed blue histogram in the upper panel. The ratio of the data to the background (“Bkg”) prediction is shown in the lower panel, separately for post-fit background (black points) and pre-fit background (dashed blue line). The size of the combined statistical and systematic uncertainty in the background prediction is indicated by the blue hatched band. The blue triangles indicate points that are outside the vertical range of the figure. The last bin in each figure contains the overflow.
Figure 14. The observed (solid) local $p_0$ as a function of $LQ^d_3$ mass ($m_{LQ^d_3}$) assuming $B = 0.5$ (blue) and $B = 1$ (red). The dashed curve shows the expected local $p_0$ under the hypothesis of a $LQ^d_3$ signal at that mass. The horizontal dashed lines indicate the $p$-values corresponding to significances of 2 to 5 standard deviations.

Figure 15. (a) Observed (solid line) and expected (dashed line) 95% CL upper limits on the $LQ^d_3$ pair production cross section as a function of $m_{LQ^d_3}$ resulting from the combination of all analysis channels, assuming $B = 1$. The surrounding shaded band corresponds to the ±1 standard deviation (±1 $\sigma$) uncertainty around the combined expected limit, as estimated using the asymptotic approximation (see text). This approximation is found to overestimate the +1 $\sigma$ (−1 $\sigma$) uncertainty of the combined expected limit by about 5%–15% (15%–30%), depending on $m_{LQ^d_3}$. The red line and band show the theoretical prediction and its ±1 $\sigma$ uncertainty. The individual expected limits for the $1\ell + \geq 1\tau$ channel and the combination of the $2\ell OS + \geq 1\tau$ and $2\ell SS / 3\ell + \geq 1\tau$ channels are shown as the magenta and blue dashed lines, respectively. (b) Observed (solid line) and expected (dashed line) 95% CL upper limits on $B$ as a function of $m_{LQ^d_3}$ resulting from the combination of all analysis channels. The surrounding shaded band corresponds to the ±1 $\sigma$ uncertainty around the combined expected limit. The same statement regarding the asymptotic approximation given for (a) applies. The dotted red line around the observed limit indicates how the observed limit changes when varying the theoretical prediction for the $LQ^d_3$ pair production cross section by its ±1 $\sigma$ uncertainty.
8 Conclusion

A search for pair production of third-generation scalar leptoquarks with a significant branching fraction into a top quark and a $\tau$-lepton has been presented. The search is based on the full Run 2 dataset recorded with the ATLAS detector at Large Hadron Collider, which corresponds to 139 fb$^{-1}$ of $pp$ collisions at $\sqrt{s} = 13$ TeV. Events are selected if they have one light lepton (electron or muon) and at least one hadronically decaying $\tau$-lepton, or at least two light leptons, and additional jets. Six final states, defined by the multiplicity and flavour of lepton candidates, are considered in the analysis. Each of them is split into multiple event categories used to search for the signal and improve the modelling of several leading backgrounds. The signal-rich event categories require at least one hadronically decaying $\tau$-lepton candidate and employ the total effective mass distribution to discriminate between the signal and the background. The search reaches an expected significance of 5 standard deviations for a scalar leptoquark decaying exclusively into $t\tau$ and with mass below about 1.2 TeV, which represents a significant improvement compared to previous searches. This results from a combination of the higher integrated luminosity used, a significantly improved identification of hadronically decaying $\tau$-leptons, and the sophisticated event selection and categorisation employed, which ensures a high signal acceptance and low background yields. No significant excess above the Standard Model expectation is observed in any of the considered event categories, and 95% CL upper limits are set on the production cross section as a function of the leptoquark mass, for different assumptions about the branching fractions into $t\tau$ and $b\nu$. Scalar leptoquarks decaying exclusively into $t\tau$ are excluded up to masses of 1.43 TeV while, for a branching fraction of 50% into $t\tau$, the lower mass limit is 1.22 TeV. The corresponding expected mass exclusions are 1.41 TeV and 1.19 TeV, respectively.
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