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We study a recently introduced and exactly solvable mean-field model for the density of vibrational states \(D(\omega)\) of a structurally disordered system. The model is formulated as a collection of disordered anharmonic oscillators, with random stiffness \(\kappa\) drawn from a distribution \(p(\kappa)\), subjected to a constant field \(h\) and interacting bilinearly with a coupling of strength \(J\). We investigate the vibrational properties of its ground state at zero temperature. When \(p(\kappa)\) is gapped, the emergent \(D(\omega)\) is also gapped, for small \(J\). Upon increasing \(J\), the gap vanishes on a critical line in the \((h, J)\) phase diagram, whereupon replica symmetry is broken. At small \(h\), the form of this pseudogap is quadratic, \(D(\omega) \sim \omega^2\), and its modes are delocalized, as expected from previously investigated mean-field spin glass models. However, we determine that for large enough \(h\), a quartic pseudogap \(D(\omega) \sim \omega^4\), populated by localized modes, emerges, the two regimes being separated by a special point on the critical line. We thus uncover that mean-field disordered systems can generically display both a quadratic-delocalized and a quartic-localized spectrum at the glass transition.
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I. INTRODUCTION

The vibrational spectrum of structural glasses displays a series of universal features in different frequency ranges, which are responsible for important material properties, such as wave attenuation, heat transport, and plasticity [1–3]. Motivated by these observations, several authors have constructed simple models of the nonphononic vibrational density of states of structurally disordered systems, \(D(\omega)\) [4–20]. Mean-field models typically display a quadratic spectrum, \(D(\omega) \sim \omega^2\) [10,12], of delocalized and featureless modes [21]; this delocalization is inherently different from the one associated with phononic excitations in solids (which are absent in the mean-field limit), and it is a manifestation of the marginal stability associated to replica symmetry breaking [22,23].

On the contrary, numerical simulations of model glass formers in finite dimensions have revealed that nonphononic excitations in those systems are quasilocated in nature, that they emerge from self-organized glassy frustration, and that they follow a seemingly universal quartic law \(D(\omega) \sim \omega^4\) [24–31]. Given these discrepancies with the mean-field scenario detailed above, and the localized nature of these excitations, the naive expectation is that the modes that populate the quartic law would disappear in the mean-field limit, and that mean-field models are therefore unable to tell much about the physics responsible for the \(\omega^4\) spectrum of structural glasses [32–34].

Nearly two decades ago, Gurevich, Parshin, and Schober (GPS) proposed a three-dimensional lattice model [6] for this glassy density of states, formulated in terms of interacting anharmonic oscillators, with a coupling strength that decays with distance as \(\sim r^{-3}\), where \(r\) is the distance between the oscillators. GPS showed numerically that \(D(\omega) \sim \omega^4\) emerges in that model, and they proposed a phenomenological theory [6,8] that was later investigated by other authors [20]. A similar mean-field model was studied by Kühn and Horstmann (KH) [4], who, however, did not investigate the vibrational spectrum; as we will show below, their model’s spectrum follows \(D(\omega) \sim \omega^4\).

In this paper, we study a recently introduced model [35], which corresponds to both the infinite-dimensional, mean-field version of the GPS model, and to a generalization of the KH model. Following Ref. [35], we hereafter refer to it as the KHGPS model. The model is formulated as a collection of \(N\) interacting anharmonic oscillators, each represented by a generalized coordinate \(x_i\) and stiffness \(\kappa_i\) [36]; the model’s Hamiltonian reads

\[
H \equiv \sum_{i<j} J_{ij} x_i x_j + \frac{1}{2} \sum_i \kappa_i x_i^2 + \frac{1}{4!} \sum_i x_i^4 - h \sum_i x_i. \tag{1}
\]

Here the interactions \(J_{ij}\) are assumed to be Gaussian, i.i.d. random couplings of variance \(J^2/N \forall i \neq j\), and \(J\) represents the strength of the disordered interactions, taken to be space-independent. The harmonic stiffnesses \(\kappa_i\) are characterized by a distribution \(p(\kappa)\), which we take as uniform in \([\kappa_m, \kappa_M]\) with \(\kappa_M \geq \kappa_m \geq 0\), in such a way that all the oscillators have a single minimum at \(J = 0\). An external constant “magnetic” field \(h\) is added in order to break the spurious \(x_i \rightarrow -x_i\) symmetry that has no counterpart in amorphous solids [37,38].
The model is related to a soft-spin version of the Sherrington-Kirkpatrick model [39].

In what follows, we describe the exact solution of the KHGPS model using the replica method [4,22]. We construct the phase diagram of the model in the plane of the applied magnetic field \( h \) and the coupling strength \( J \). We rigorously show that, for \( \kappa_m > 0 \), the model’s spectrum is gapped at small enough coupling in the replica symmetric phase where the energy landscape is convex. Upon increasing the coupling strength, a phase transition is encountered, whereupon replica symmetry is broken, the energy landscape becomes rough, and the gap in the spectrum closes. On this critical line, the spectrum behaves as \( \delta (\omega) \sim \omega^2 \) at small \( \omega \), a typical mean-field scenario. Conversely, for large \( \omega \), the spectrum behaves as \( \delta (\omega) \sim \omega^0 \) and its modes are partially localized. The two regimes are separated by a special point on the critical line, where replica symmetry is broken. Related results have been reported in Ref. [40] for the \( XY \) model defined on a random graph, which is, however, much more difficult to analyze. This result opens new perspectives for the microscopic understanding of the universal \( D (\omega) \sim \omega^2 \) law in finite-dimensional glassy systems. Furthermore, it shows that replica symmetry breaking (RSB) phase transitions can present profoundly different characteristics from the marginal stability scenario usually associated with it, even at a mean-field level.

II. VIBRATIONAL SPECTRUM

The Hessian \( \mathcal{M}_{ij} \equiv \partial^2 H/\partial x_i \partial x_j \) corresponding to \( H \) takes the form

\[
\mathcal{M}_{ij} = J_{ij} + \delta_{ij} (\kappa_i + x_i^2) \equiv J_{ij} + \delta_{ij} a_i,
\]

which is the sum of a member \( (J_{ij}) \) of the Gaussian orthogonal ensemble (GOE) of random matrices [21] and of a diagonal matrix \( A_{ij} \equiv a_i \delta_{ij} \), with diagonal elements \( a_i \equiv \kappa_i + x_i^2/2 \).

Assuming that there is no statistical correlation between these two matrices, calculating the spectrum of their sum becomes a standard problem in random matrix theory [21], only requires knowledge of the statistics of the diagonal part. Past efforts in calculating typical ground-state spectra of mean-field disordered systems [10] indicate that this assumption is valid, hence we adopt it here and proceed as follows.

Assuming that the statistics \( p(a) \) of the diagonal elements is known and has support in \([a_m, a_1]\) (we will compute it below), one can compute the density of eigenvalues \( \rho_{sa} (\lambda) \) of \( \mathcal{M} \) by defining the resolvent [41],

\[
\mathcal{g}_{sa}(z) = \int_{a_m}^{a_1} da \frac{1}{z - a - J^2 \mathcal{g}_{sa}(z)}.
\]

The resolvent of \( \mathcal{M} \) is then implicitly expressed in terms of the spectrum of the diagonal part, \( \rho_s (\lambda) = p(a) \), as [41]

\[
\mathcal{g}_{sa}(z) = \int_{a_m}^{a_1} da \frac{1}{z - a - J^2 \mathcal{g}_{sa}(z)},
\]

This equation requires a numerical solution, but the position and shape of the lower edge of the spectrum can be worked out analytically. Let us define \( \mathcal{g}(z) \equiv \mathcal{g}_{sa}(z) - z/J^2 \); one can then recast Eq. (5) as

\[
z = -J^2 \int_{a_m}^{a_1} da \frac{1}{g(a)} \left[ g + \frac{1}{a + J^2 g} \right] \equiv \mathcal{F}(g).
\]

We next argue as follows: For \( \lambda \) outside of the support of the spectrum \( \rho_{sa} (\lambda) \) and in the limit \( \eta \to 0 \), Eq. (4) implies that \( \mathcal{g}(z) \) cannot have an imaginary part. We therefore expect a band of values of the function \( \mathcal{F}(g) \) to be forbidden for real \( g \), and to correspond to the support of the spectrum. Let us then consider which values \( \mathcal{F}(g) \) can attain for real \( g \). This function is obviously not defined to the left of \( -a_m/J^2 \) or to the right of \( -a_m/J^2 \), and intuitively we expect the branch for \( g > -a_m/J^2 \) to be the one controlling the lower edge; therefore, this branch needs to be bounded from above. There then exist only two possibilities: (i) The function \( \mathcal{F}(g) \) has a maximum \( g_m \) for \( g > -a_m/J^2 \), meaning that \( \mathcal{F}(g_m) = 0 \). The corresponding value of \( \mathcal{F} \), \( \lambda_m = \mathcal{F}(g_m) \), is then the lower edge of the spectrum. In this case, the support of the diagonal elements has no influence on the lower edge, and the GOE part of \( \mathcal{M} \) dominates: close to the edge, the eigenvectors \( \phi \) are delocalized and \( \rho_{sa} (\lambda) \propto (\lambda - \lambda_m)^{1/2} \) [42]. We dub this a GOE-like spectrum. (ii) The function \( \mathcal{F}(g) \) has no maximum for \( g > -a_m/J^2 \). In this case, the value of \( g \) that corresponds to the edge must be \( g_m = -a_m/J^2 \), and the lower edge itself is

\[
\lambda_m = \mathcal{F} \left( \frac{-a_m}{J^2} \right) = a_m - J^2 \int_{a_m}^{a_1} da \frac{1}{g(a)} \frac{1}{a - a_m}.
\]

The edge is then determined by the support of \( p(a) \), and dominated by the diagonal part of \( \mathcal{M} \), and the eigenvectors near the edge are partially localized [42]. We dub this a DIAG-like spectrum. Furthermore, if \( p(a) \sim (a - a_m)^\nu \) near its lower edge, one can show by an expansion near \( g_m \) that \( \rho_{sa} (\lambda) \sim (\lambda - \lambda_m)^\nu \).

The value of coupling that separates the two regimes is such that \( \mathcal{F}(g = g_m) = 0 \), which gives the self-consistent equation

\[
\Lambda = 1 - J^2 \int_{a_m}^{a_1} da \frac{1}{(a - a_m)^\nu} = 0,
\]

such that \( \Lambda > 0 \) corresponds to a DIAG-like and \( \Lambda < 0 \) corresponds to a GOE-like spectrum. Note that because \( p(a) \) and its edges depend on \( J \), this equation defines the critical value of coupling at which the spectrum changes shape only implicitly.

III. REPLICa METHOD

We next aim at determining the statistics \( p(a) \) of the diagonal elements \( a_i \) appearing in Eq. (2), which depend on the oscillator positions \( x_i \) in the ground state of the model, and can be determined by solving its thermodynamics in the zero-temperature \( (T \to 0) \) limit. We do so by employing the replica
method \[22\]; we assume that the ground state is unique, which corresponds to a replica-symmetric (RS) ansatz. This picture is expected to be justified as long as the coupling strength \( J \) is below a critical threshold \( J_c(h) \), which we self-consistently determine below.

We briefly delineate the steps in obtaining the RS solution of the model, leaving the details to Appendix B. The mean-field nature of the model allows one to write its solution as a problem of decoupled oscillators in an effective, self-consistent random external potential, which in the \( T \to 0 \) limit takes the form

\[
v_{\text{eff}}(x) \equiv \frac{x^4}{4!} + \frac{m}{2} x^2 - (f + h)x, \quad m = \kappa - J^2 \chi,
\]

where \( f \) is a Gaussian random force of zero mean and variance \( J^2 \tilde{q} \), and the new parameters \( \chi \) and \( \tilde{q} \) emerge from the correlations between different replicas generated by the disorder, and they have to be determined self-consistently \[22\].

Depending on the value of the coefficients, the effective potential can be either an asymmetric single well (SW) or double well (DW), with two minima separated by an energy barrier. In particular, if the effective stiffness \( m \) is negative, there is always some value of the field \( f \) for which the potential is a DW. We thus conclude that if \( m_m = \kappa_m - J^2 \chi < 0 \), DWs appear with finite probability, and we show in Appendix B 4 that in this case the RS solution is always unstable toward RSB. Consequently, we now restrict ourselves to the case \( m_m \geq 0 \), which is realized at small enough \( J \) if \( \kappa_m > 0 \), and we discuss the RS phase of the model.

Under the assumption \( m_m \geq 0 \), we show in Appendix B 4 that the parameters \( \tilde{q} \) and \( \chi \) are self-consistently determined through the equations

\[
\chi = \left( \frac{1}{v_{\text{eff}}'[x^*(f, m)]} \right)_{m,f},
\]

\[
\tilde{q} = \left( \frac{1}{[x^*(f, m)]^2} \right)_{m,f},
\]

where \( x^*(f, m) \) denotes the point of absolute minimum of the effective potential, and the average is taken over the random effective stiffnesses \( m \sim U(m_m = \kappa_m - J^2 \chi, m_m = \kappa_m - J^2 \chi) \) and random fields \( f \sim \mathcal{N}(0, J^2 \tilde{q}) \). The self-consistency of this picture is tested by verifying the positivity of the replicon eigenvalue \( \lambda_R \) of the Hessian matrix of the replica action \[22,23\]. The definition of the replica action and the computation of the replicon can be found in Appendix B 3. The final result reads

\[
\lambda_R = 1 - J^2 \left( \frac{1}{v_{\text{eff}}'[x^*(f, m)]} \right)^2_{m,f}.
\]

Recalling that \( a = \kappa + x^2/2 \equiv v_{\text{eff}}(x) + J^2 \chi \), cf. Eq. (2), where \( x \) has to be evaluated in \( x^*(f, m) \), we can express \( \chi \) and \( \lambda_R \) as

\[
\chi = \int_{a_m}^{a} da \, p(a) \frac{1}{a - J^2 \chi},
\]

\[
\lambda_R = 1 - J^2 \int_{a_m}^{a} da \, p(a) \frac{1}{(a - J^2 \chi)^2},
\]

where \( \lambda_R \) differs from \( \Lambda \) in Eq. (8) by the replacement of \( a_m \) by \( J^2 \chi \) in the denominator of the integrand. Note that \( a = m + J^2 \chi + x^2/2 \), hence under the assumption that \( m_m \geq 0 \), we have \( a_m \geq J^2 \chi \), which implies \( \lambda_R \geq \Lambda \).

IV. PHASE DIAGRAM

We are now in a position to determine the phase diagram of the model in the \((h, J)\) plane. We fix here \( \kappa_m = 0.1 \) and \( \kappa_m = 1 \), but the qualitative picture is independent of this choice as long as \( \kappa_m > 0 \). At \( J = 0 \), the curvatures \( v_{\text{eff}}'(x) \) are finite and consequently \( \chi \) is finite. Hence, at \( J = 0 \) we have \( m = \kappa \), and consequently for small enough \( J \), the condition \( m_m > 0 \) is satisfied. Because \( m_m > 0 \), we have \( a_m > J^2 \chi \) and the integral that appears in Eq. (13) is finite, leading to \( \lambda_R \approx 1 \) for \( J \approx 0 \). We thus conclude that the RS phase is stable at small \( J \). While it is easy to show that the spectrum is always gapped in this phase, the sign of \( \Lambda \), and thus the shape of the spectrum near its edge, depends on the behavior of \( p(a) \) near \( a_m \) and on the values of \( a_m \) and \( a_m \). For example, the KH model studied in Ref. \[4\] has \( \kappa_m = 1 \) and in that case \( a_m = a_m \) leading formally to \( \Lambda = -\infty \), in such a way that the spectrum is always GOE-like. With our choice of \( p(\kappa) \), instead, the integral in Eq. (8) is finite and the spectrum is always DIAG-like at low enough \( J \).

The RS phase can then become unstable in two ways: (i) The replicon can vanish, while \( m_m \) remains strictly positive. In this case, at the transition point, we have \( \Lambda \leq \lambda_R = 0 \), hence the spectrum is GOE-like. For a GOE-like spectrum to be gapless, the two equations \( \lambda_m = \mathcal{F}(g_m) = 0 \) and \( \mathcal{F}'(g_m) = 0 \) must hold, which is equivalent to Eqs. (13) with \( \lambda_R = 0 = g_m = -\chi \). Hence, the spectrum is gapless at the critical point and \( \rho_{xx}(\lambda) \sim \lambda^{3/2} \), which is equivalent to \( D(\omega) \sim \omega^2 \). Just above the critical point, the replicon becomes negative. This is a standard RSB transition, observed in several spin glass models. (ii) The lower bound of the effective stiffness can vanish, \( m_m = 0 \), while the replicon is still positive, \( \lambda_R > 0 \). When \( m_m < 0 \), there is a finite probability of having DWs in the ensemble of effective potentials, and we show in Appendix B 4 that this formally implies \( \lambda_R = -\infty \). Hence, the replicon jumps discontinuously to minus infinity beyond this transition. At the transition point, \( m_m = 0 \) implies (see Appendix C for details) that \( a_m = J^2 \chi \), which implies that \( \Lambda = \lambda_R > 0 \) and the spectrum is DIAG-like. Furthermore, close to its lower edge,

\[
p(a) \sim (a - J^2 \chi)^{3/2} \Longrightarrow p(\tilde{a}) \sim \tilde{a}^{3/2},
\]

where \( \tilde{a} = v_{\text{eff}}''(x^*) = a - J^2 \chi \) is the curvature of the effective potential at its minimum. Note that Eq. (10) then gives \( \chi = (1/\tilde{a}) \), and from Eq. (7) it follows that \( \lambda_m = J^2 \chi - (1/\tilde{a}) = 0 \). We conclude that the spectrum is gapless and DIAG-like, i.e., \( \rho_{xx}(\lambda) \sim \lambda^{3/2} \), or equivalently \( D(\omega) \sim \omega^2 \).

The phase diagram obtained by solving numerically Eqs. (10) is reported in Fig. 1. We observe that the glass transition line \( J_c(h) \) falls into case (i) for small \( h \), and into case (ii) for large \( h \). The two lines are separated by a special point at which \( m_m = 0 \) and \( \lambda_R = 0 \) simultaneously. We also verify these predictions numerically, by directly calculating the spectrum \( D(\omega) \) of the Hessian in the minima of the Hamiltonian in Eq. (1), obtained by means of a gradient descent algorithm \[43\]. These numerical results, which confirm our theoretical predictions, are reported in Fig. 2. We note that when \( \kappa_m \) is
reduced and approaches zero, the line $J_c(h)$ moves toward the left, i.e., toward smaller values of $J$, and the $\omega^4$ region increases; when $\kappa_m = 0$, the model is in the RSB phase at all $J$. This regime was studied numerically and through a scaling theory in Ref. [35].

V. DISCUSSION

We studied a mean-field model of interacting disordered anharmonic oscillators [35] having, in the absence of coupling, a gapped spectrum. We showed that at small coupling, the spectrum remains gapped [44], and that at the glass transition point it can display either the universal $D(\omega) \sim \omega^4$ localized spectra observed in finite-dimensional computer glass models [11,25–29] and in the random graph $XY$ model [40], or the standard $D(\omega) \sim \omega^2$ observed in most mean-field spin glass models and jammed sphere packings [9,10,12,32]. The immediate implication of our results is that systems at a RSB transition, and possibly even deep within the RSB phase, can in fact exhibit localized excitations, even at the mean-field level. The class of models to which the KHGPS model studied here belongs is expected to be rather broad—according to existing evidence [5,6,20]—and largely robust to changes in these models’ input.

We note that an effective potential in the form of a quartic polynomial, Eq. (9), naturally emerges from our theory. This effective potential, which resembles the soft potential model framework [3,5,45], also predicts a $\omega^3$ nonphononic spectrum under some nontrivial assumptions (spelled out, e.g., in [5]). In light of our results, the soft potential model can be viewed as an effective description of the collective, many-body statistical-mechanics of the KHGPS model.

Moreover, we note that the zero-temperature limit of the spin glass susceptibility behaves very differently on the two parts of the critical line, being divergent when the spectrum at the transition is $\omega^2$, and finite when the spectrum is $\omega^4$ [46]. Finally, we stress that our results apply upon approaching the transition at strictly zero temperature, and therefore it is important to investigate the model’s behavior at finite temperatures.

In this work, we limited ourselves to the investigation of the RS phase of the model with $\kappa_m > 0$, up to the critical line whereupon replica symmetry is broken and a glassy phase appears. A natural direction for future research is to investigate the vibrational spectrum deep in the glass phase. One might expect, by continuity arguments, that the quartic spectrum extends into the glass phase, hence being valid in a finite region of the phase diagram. This point of view seems to be supported by the numerical results of Ref. [35], but whether this intuition is correct can only be confirmed by an investigation of the RSB equations of the model. The gradient descent dynamics associated with the model might also display interesting features in the glass phase [47,48], and, if minima reached by quenching dynamics retain the properties of the model at the transition, one could expect different (or even the absence of) aging dynamics.
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APPENDIX A: THE SPECTRUM

The Hessian matrix, evaluated in a minimum $\chi^2_i$ of the Hamiltonian, is the sum of a GOE matrix $J_{ij}$ and of a diagonal matrix $A_{ij} = a_i \delta_{ij}$ with diagonal elements $a_i = \xi_i + \frac{1}{2}(\chi^2_i)^2$. The random variable $a_i$ is distributed according to $p(a)$ in the interval $[a_m, a_m]$. In the following, we assume for simplicity that $a_i$ and $J_{ij}$ are uncorrelated; it can be proven both analytically and numerically that this assumption is correct [10].

1. Resolvent equation

We want to calculate the density of eigenvalues $\rho_{\lambda}\left(\lambda\right)$ of the matrix $\mathcal{M}$. This can be done in terms of the resolvent (or rather, the trace of the resolvent in the thermodynamic limit)

$$g_{\mathcal{M}}(z) \equiv \lim_{N \to \infty} \frac{1}{N} \text{Tr}(z \mathbb{1} - \mathcal{M})^{-1} = \int d\lambda \frac{\rho_{\lambda}(\lambda)}{z - \lambda}, \quad (A1)$$

which implies

$$\rho_{\lambda}(\lambda) = \frac{1}{\pi} \lim_{\eta \to 0^+} \text{Im} \, g_{\mathcal{M}}(\lambda - i\eta). \quad (A2)$$

The resolvent of $\mathcal{M}$ can be obtained in terms of the resolvent of the diagonal matrix $A$ via the fixed-point equation

$$g_{\mathcal{A}}(z) = g_{\mathcal{A}}[z - J^2 g_{\mathcal{A}}(z)] , \quad (A3)$$

where we used the fact that $J_{ij}$ is a GOE matrix [41]. The resolvent of a diagonal matrix is trivial because $\rho_{\lambda}(\lambda) = p(a)$, hence the fixed-point equation is explicitly written as

$$g_{\mathcal{A}}(z) = \int da \, p(a) \frac{1}{z - a}$$

$$\Rightarrow g_{\mathcal{A}}(z) = \int da \, p(a) \frac{1}{z - a - J^2 g_{\mathcal{A}}(z)} . \quad (A4)$$

2. Location of the spectrum edge

To investigate the low-frequency tail of the spectrum, we start from Eq. (A4), and we define $g(z) = g_{\mathcal{A}}(z) - z/J^2$ so we get

$$z = -J^2 \int da \, p(a) \left[ g + \frac{1}{a + J^2 g} \right] \equiv F(g) . \quad (A5)$$

Outside the support of the spectrum, for $z = \lambda - i\eta$ with $\eta \to 0, g(z)$ needs to be real. We expect that there is a band of values of $F(g)$ that are forbidden for real $g$, which correspond to the support of the spectrum. So, we study the function $F(g)$ for real $g$. We have

$$F'(g) = -J^2 \int da \, p(a) \left[ \frac{1}{(a + J^2 g)^2} \right] .$$

$$F''(g) = -J^2 \int da \, p(a) \left[ \frac{J^4}{(a + J^2 g)^3} \right] . \quad (A6)$$

Note that if $p(a)$ has support in $[a_m, a_m]$, then $F(g)$ is only defined for $g \notin [-a_m/J^2, -a_m/J^2]$ on the real axis.

There are two possibilities for the spectrum:

a. GOE-like spectrum

Suppose that the function $F(g)$ has a minimum for $g_m < -a_m/J^2$ and a maximum for $g_m > -a_m/J^2$. In this case, if $g_m, g_m$ are the solutions of $F'(g) = 0$, then $g_m = F(g_m)$ and $g_m = F(g_m)$ are the edges of the spectrum. In the vicinity of the edges we can expand, e.g., for $z = \lambda - \epsilon$ and $g = g_m + \delta g$, and we get

$$\lambda_m - \epsilon \sim F(g_m + \delta g) \sim F(g_m) + \frac{1}{2} F''(g_m) \delta g^2 + \cdots \Rightarrow \epsilon = -\frac{1}{2} F''(g_m) \delta g^2 + \cdots \Rightarrow \delta g = \sqrt{-2 \lambda_m - z} F''(g_m) . \quad (A7)$$

Clearly if $F''(g_m) \neq 0$ we get $\rho(\lambda) \sim \sqrt{-2 \lambda_m - \lambda}$ in the vicinity of $\lambda_m$. The same happens for the lower edge.

b. DIAG-like spectrum

It can happen, however, that $F(g)$ has no maximum for any $g > -a_m/J^2$. In this case, the value of $g$ that corresponds to the edge is $g_m = -a_m/J^2$, and the location of the edge is

$$\lambda_m = F(-a_m/J^2) = a_m - J^2 \int_{a_m}^{a_m} da \, p(a) \left[ \frac{1}{a - a_m} \right] . \quad (A8)$$

c. Critical $J$

The value of coupling that separates the GOE and DIAG regimes is such that $F'(g = g_m) = 0$, which gives the self-consistent equation:

$$\Lambda = 1 - J^2 \int_{a_m}^{a_m} da \, p(a) \left[ \frac{1}{(a - a_m)^2} \right] = 0 . \quad (A9)$$

Note that because $p(a)$ and its edges depend on $J$, this equation defines the critical value at which the spectrum changes shape only implicitly. The case $\Lambda > 0$ corresponds to $F(g = g_m) < 0$, hence to a DIAG-like spectrum, while the case $\Lambda < 0$ corresponds to $F(g = g_m) > 0$, hence to a GOE-like spectrum.

3. Shape of the edge and prefactors

We now focus on the DIAG-like spectrum, and we study in more detail the behavior close to the edge. The analysis
depends on the details of \( p(a) \), so we will assume the power-law form
\[
p(a) \sim A_d(a - a_m)^{3/2} \tag{A10}
\]
close to the lower edge. The analysis is performed similarly for other values of the exponent \( v \neq 3/2 \).

We know that the maximum of \( F(g) \) is in \( g_m = -a_m/J \) and want to expand \( F(g) \) around it. From Eq. (A6) we observe that \( F'(g_m) = -J^2 \Lambda \) is finite, while \( F''(g_m) \) is divergent, which suggests a nonanalytic behavior for \( F(g) \) with exponent 3/2 around \( g_m \), as we now show. We define \( \delta g = g - g_m \) and
\[
\delta F(\delta g) = F(g_m + \delta g) - F(g_m) - F'(g_m)\delta g
\]
\[
= -J^2 \delta g^2 \int da \frac{p(a)}{(a - a_m)^2(a - a_m + J^2 \delta g)}.
\tag{A11}
\]
For small \( \delta g \) we have, defining \( q(a) = p(a)/(a - a_m)^{3/2} \rightarrow A_d \) for \( a \rightarrow a_m \), and changing variable to \( x = (a - a_m)/\delta g \),
\[
B = \lim_{\delta g \rightarrow 0} \frac{\sqrt{\delta g}}{\delta g} \int da q(a) \frac{(\sqrt{a} - \sqrt{a_m})^2}{(\sqrt{a} - \sqrt{a_m} + \sqrt{\delta g})^2}
\tag{A12}
\]
Collecting all of these results together, we have for small \( \delta g \)
\[
\delta z = z - \lambda_m = F(g) - F(g_m) \sim -J^2 \Lambda \delta g
\]
\[
- J^2 \pi A_d \delta g^{3/2} + \ldots . \tag{A13}
\]
Inverting this relation, we obtain
\[
\delta g(z) = -\frac{1}{J^2 \Lambda} \delta z - \frac{\pi A_d}{\Lambda^{3/2}} (-\delta z)^{3/2} + \ldots . \tag{A14}
\]

If we choose \( \delta z = \delta \lambda \) to be real and positive, we get
\[
\text{Im } g_m(z) = \text{Im } g(z) = \frac{\pi A_d}{\Lambda^{3/2}} \delta \lambda^{3/2} \Rightarrow A_x = \frac{A_d}{\Lambda^{3/2}}. \tag{A15}
\]

Similar results are obtained for other values of \( v \).

4. Summary

So far, we have obtained the following results, for an as-yet unknown \( p(a) \):

(i) There exists a critical value of coupling (or of other parameters) defined by the condition \( \Lambda = 1 - J^2 \mathbb{E} \left[ \frac{1}{(a - a_m)^2} \right] = 0 \), which separates a DIAG-like spectrum from a GOE-like spectrum.

(ii) When \( \Lambda < 0 \) the spectrum is GOE-like, the lower edge is given by the solution \( g_m \) of \( F(g) = 0 \), and \( \lambda_m = F(g_m) \). The spectrum is \( \rho(\lambda) \sim \sqrt{\lambda - \lambda_m} \) close to the edge.

(iii) When \( \Lambda > 0 \) the spectrum is DIAG-like, i.e., it is dominated by the distribution of diagonal elements \( p(a) \). Assuming \( p(a) \sim A_d(a - a_m)^{3/2} \), we find that the lower edge is \( \lambda_m = a_m - J^2 \mathbb{E} \left[ \frac{1}{(a - a_m)^2} \right] \) and \( \rho(\lambda) \sim A_d(\lambda - \lambda_m)^{3/2} \) with \( A_x = A_d/\Lambda^{3/2} \).

We now need to obtain information on \( p(a) \), i.e., on the statistics of \( x_i^z \) in the minima of the Hamiltonian. We do so by solving the thermodynamics of the model in the \( T \rightarrow 0 \) limit.

APPENDIX B: REPLICA-SYMMETRIC SOLUTION OF THE MODEL

1. The partition function and the free energy

The replicated partition function at finite temperature \( T = 1/\beta \) (the Boltzmann constant is set to \( k_B = 1 \)), after having averaged over the disorder in the couplings \( J_{ij} \) and stiffnesses \( \kappa_i \) [whose distribution \( p(\kappa) \) we leave unspecified for now], and introduced the overlap matrix \( Q_{ab} \), is [22]
\[
Z^n = \int dQ_{ab} e^{-\frac{\beta J^2}{2} n \sum a \sum q \left[ \int d\kappa \left( \frac{\beta}{2} \sum a = 1 x_a^2 + \frac{\beta}{4} \sum a = 1 x_a^4 + \frac{\beta J^2}{2} \sum a \sum b \sum c \kappa_{ab}^2 \right) \right] } \tag{B1}
\]
We now assume a RS form for the \( Q_{ab} \) matrix, \( Q_{ab}^{\text{RS}} \equiv (\bar{q} - q) \delta_{ab} + q \), which gives for \( \overline{Z^n} \)
\[
\overline{Z^n} = \int dQ_{ab}^{\text{RS}} \exp \left[ -\frac{\beta J^2}{2} n \bar{q}^2 + n \zeta^2 \right] \times \left[ \int d\kappa \left( \frac{\beta}{2} \sum a = 1 x_a^2 + \frac{\beta}{4} \sum a = 1 x_a^4 + \frac{\beta J^2}{2} (\bar{q} - q) \sum a = 1 x_a^2 + \frac{\beta J^2}{2} \sum a \sum c \kappa_{ab}^2 \right) \right]^n . \tag{B2}
\]
We rewrite the last term using a Hubbard-Stratonovich transformation,
\[
\exp \left[ \frac{\beta J^2}{2} \overline{\int d\zeta \left( \frac{\beta}{2} \sum a = 1 x_a^2 \right)^2} \right] = \int d\zeta \frac{1}{\sqrt{2\pi}} \exp \left[ -\frac{\zeta^2}{2} + z(\beta J) \sqrt{\bar{q}} \sum a = 1 x_a^2 \right] \equiv \int D\zeta \exp \left[ z(\beta J) \sqrt{\bar{q}} \sum a = 1 x_a^2 \right] , \tag{B3}
\]
where \( z \sim \mathcal{N}(0, 1) \) is a random variable distributed according to a standard normal distribution. This relation allows us to write
\[
\overline{Z^n} = \int dq \int d\zeta \exp \left[ -\frac{\beta J^2}{2} n \bar{q}^2 + n \zeta^2 \right] \left[ \int d\kappa \left( \frac{\beta}{2} \sum a = 1 x_a^2 + \frac{\beta J^2}{2} (\bar{q} - q) \sum a = 1 x_a^2 - (J \sqrt{\bar{q}} z + h) x_a \right) \right]^n , \tag{B4}
\]
with the definition of the effective potential:
\[
v_{\text{eff}}(x) \equiv \frac{\kappa}{2} x^2 + \frac{1}{4!} x^4 - \frac{\beta J^2}{2} (\bar{q} - q) x^2 - (J \sqrt{\bar{q}} z + h) x . \tag{B5}
\]
Note that the random force \( f = J \sqrt{q} z \) is Gaussian distributed with zero mean and variance \( J^2 q \). The replicated partition function can finally be written as

\[
Z_{\text{RS}} = \int dq \, d\tilde{q} \, e^{-NG(\tilde{q}, q)},
\]

(B6)

with the replica-symmetric action \( G \) defined as

\[
G(\tilde{q}, q) = \frac{(\beta J)^2}{4} n[q^2 + (n - 1)q^2] - \log \left[ \int dp(\kappa) \int Dz \left( \int dx \, e^{-\beta V_{\text{eff}}(x)} \right)^n \right].
\]

(B7)

Assuming that \( q \) and \( \tilde{q} \) have already been selected using the saddle-point method, we can then write the replica-symmetric free energy using the replica trick [22]

\[
\log Z = \lim_{n \to 0} \frac{1}{n} Z_{\text{RS}},
\]

(B8)

which, once the \( n \to 0 \) limit is taken, gives

\[
f_{\text{RS}}(\tilde{q}, q) = \frac{(\beta J)^2}{4} (\tilde{q}^2 - q^2) - \int dp(\kappa) \int Dz \log \left( \int dx \, e^{-\beta V_{\text{eff}}(x)} \right).
\]

(B9)

### 2. Saddle-point equations

The saddle-point equations for \( \tilde{q} \) and \( q \) can be found by differentiating \( f_{\text{RS}} \), Eq. (B9), with respect to \( \tilde{q} \) and \( q \). The term to the left is trivial, while the second requires one to keep in mind the definition Eq. (B5) of the effective potential \( V_{\text{eff}}(x) \) and its dependence on \( q \) and \( \tilde{q} \). One gets

\[
\frac{\partial f}{\partial \tilde{q}} = 0 \Rightarrow \tilde{q} = \int dp(\kappa) \int Dz (\chi^2),
\]

(B10)

\[
\frac{\partial f}{\partial q} = 0 \Rightarrow q = \int dp(\kappa) \int Dz \left( \chi^2 - \frac{z x}{\sqrt{q_0^2 + q^2}} \right),
\]

(B11)

where the angular brackets denote a Gibbs average over the effective potential \( V_{\text{eff}}(x) \),

\[
\langle O(x) \rangle \equiv \frac{\int dx \, O(x) e^{-\beta V_{\text{eff}}(x)}}{\int dx \, e^{-\beta V_{\text{eff}}(x)}}.
\]

(B12)

### 3. The replicon

We also need to determine the transition line to the RSB phase. This is done by calculating the replicon eigenvalue of the matrix of second derivatives of the replica action [22]. The replicon action is

\[
S(Q_{ab}) = \frac{(\beta J)^2}{4} \sum_{ab} Q_{ab}^2 - \log \left[ \int d^nx \, \exp \left( - \frac{\beta \kappa}{2} \sum_a x_a^2 - \frac{\beta J}{4} \sum_a x_a^2 + \beta h \sum_a x_a + \frac{(\beta J)^2}{2} \sum_{ab} x_a Q_{ab} x_b \right) \right],
\]

(B13)

where the overline denotes an average over \( p(\kappa) \). We wish to calculate the tensor of second derivatives of this action with respect to \( Q_{ab} \),

\[
M_{abcd} \equiv \frac{\partial S}{\partial Q_{ab} \partial Q_{cd}} = M_1 \left( \delta_{ac} \delta_{bd} + \delta_{ad} \delta_{bc} \right) + M_2 \left( \delta_{ac} + \delta_{bd} + \delta_{ad} + \delta_{bc} \right) + M_3,
\]

(B14)

where \( \delta_{ij} \) is simply a Kronecker delta, and the last expression is the most general form that can be taken by a replica-symmetric tensor with four indices (here grouped as \( ab; cd \) to emphasize that the first two indices are related to the first derivative with respect to \( Q_{ab} \), and the other two to the second derivative) [23]. We recall that the replicon mode is simply given by [23]

\[
\lambda_R = M_1,
\]

(B15)

The derivatives of the first (kinetic) term are easy to take, and one easily gets

\[
\frac{\partial S_{\text{kin}}}{\partial Q_{ab} \partial Q_{cd}} = (\beta J)^2 \left( \delta_{ac} \delta_{bd} + \delta_{ad} \delta_{bc} \right).
\]

(B16)

The derivatives of the second (interaction) term are more cumbersome. But using a compact notation, one can write them down as

\[
\frac{\partial S_{\text{pot}}}{\partial Q_{ab} \partial Q_{cd}} = \frac{(\beta J)^2}{2} \left[ \langle x_a x_b x_c x_d \rangle_n - \langle x_a x_b \rangle_n \langle x_c x_d \rangle_n \right],
\]

(B17)
with the $\langle \rangle_n$ averages defined, for a replica-symmetric $Q_{ab}$, as

$$\langle O(x_1, \ldots, x_n) \rangle_n = \frac{1}{(Z_{\text{eff}})^n} \int d^n x \ O(x_1, \ldots, x_n) \prod_{i=1}^n e^{-\beta v_{\text{eff}}(x_i)},$$  \hspace{1cm} (B18)

and $v_{\text{eff}}(x)$ has been defined in Eq. (B5). Now the overline also indicates an average over the Gaussian measure $Dz$.

To calculate $M_1$ (and therefore the replicon), we can just observe that

$$M_1 = 2M_{12;12} - 4M_{12;13} + 2M_{12;34},$$  \hspace{1cm} (B19)

which comes from direct inspection of Eq. (B14). The kinetic part is trivially obtained from Eq. (B16),

$$M_{1}^{\text{kin}} = (\beta J)^2,$$  \hspace{1cm} (B20)

while for the interaction part we need to compute the averages,

$$M_1^{\text{int}} = \frac{(\beta J)^4}{2} [2\langle x_1 x_2 x_1 x_2 \rangle_n - \langle x_1 x_2 \rangle_n \langle x_1 x_2 \rangle_n] - 2\langle x_1 x_2 \rangle_n \langle x_1 x_3 \rangle_n + 2\langle x_1 x_2 \rangle_n \langle x_2 x_3 \rangle_n],$$  \hspace{1cm} (B21)

at the RS level, and for $n \to 0$. Thanks to replica symmetry, one has

$$\langle x_\alpha x_\beta \rangle_n = \langle x_{c+d} \rangle_n, \hspace{0.5cm} \forall a, b, c, d : a \neq b, c \neq d,$$  \hspace{1cm} (B22)

so the expression for the replicon reduces to

$$M_1^{\text{int}} = \frac{(\beta J)^4}{2} [2\langle x_1 x_2 x_1 x_2 \rangle_n - \langle x_1 x_2 \rangle_n \langle x_1 x_3 \rangle_n + 2\langle x_1 x_2 \rangle_n \langle x_2 x_3 \rangle_n].$$  \hspace{1cm} (B23)

We now need to calculate these averages for $n \to 0$. The first one is

$$\lim_{n \to 0} \langle x_1 x_2 x_1 x_2 \rangle_n = \lim_{n \to 0} \frac{1}{(Z_{\text{eff}})^n} \left( \int dx_1 x_1^2 e^{-\beta v_{\text{eff}}(x_1)} \right) \left( \int dx_2 x_2^2 e^{-\beta v_{\text{eff}}(x_2)} \right) \left( \int dx e^{-\beta v_{\text{eff}}(x)} \right)^{n-2} = \langle x^2 \rangle^2,$$  \hspace{1cm} (B24)

where the $\langle \rangle$ average is defined as in Eq. (B12). For the second term, we have

$$\lim_{n \to 0} \langle x_1 x_2 x_1 x_3 \rangle_n = \lim_{n \to 0} \frac{1}{(Z_{\text{eff}})^n} \left( \int dx_1 x_1^2 e^{-\beta v_{\text{eff}}(x_1)} \right) \left( \int dx_2 x_2^2 e^{-\beta v_{\text{eff}}(x_2)} \right) \left( \int dx_3 x_3^2 e^{-\beta v_{\text{eff}}(x_3)} \right) \left( \int dx e^{-\beta v_{\text{eff}}(x)} \right)^{n-3} = \langle x^2 \rangle \langle x \rangle,$$  \hspace{1cm} (B25)

and for the third, one can easily get by the same logic

$$\lim_{n \to 0} \langle x_1 x_2 x_3 x_4 \rangle_n = \langle x \rangle^4.$$  \hspace{1cm} (B26)

In summary, one has for $M_1^{\text{int}}$

$$M_1^{\text{int}} = \frac{(\beta J)^4}{2} [4\langle x^2 \rangle^2 - 4\langle x^2 \rangle \langle x \rangle^2 + 2\langle x^4 \rangle] = (\beta J)^4 [\langle x^2 \rangle - \langle x \rangle^2]^2,$$  \hspace{1cm} (B27)

and the final expression of the replicon eigenvalue, factoring out a positive constant, reads

$$\lambda_R \propto 1 - (\beta J)^2 [\langle x^2 \rangle - \langle x \rangle^2]^2.$$  \hspace{1cm} (B28)

4. The $T \to 0$ limit

To compute the spectrum, we need to find the ground state of the system in the athermal limit. In that limit, one can easily see that $q \to \tilde{q}$ linearly in $T$, so we define the following “athermal” overlaps and their associated saddle-point equations,

$$\chi = \beta (\tilde{q} - q) = \int dp(\kappa) \int Dz \frac{z(x)}{\sqrt{q^J}} \hspace{0.5cm} \tilde{q} = \int dp(\kappa) \int Dz z(x^2).$$  \hspace{1cm} (B29)

In the zero-temperature limit, the equilibrium averages $\langle x \rangle$ on the effective potential $v_{\text{eff}}(x)$ become dominated by its ground state. One then has

$$\lim_{T \to 0} \langle x \rangle = x^*(f, \kappa),$$  \hspace{1cm} (B30)

where $x^*$ is the absolute minimum of the potential in Eq. (B5), which in this limit reads

$$v_{\text{eff}}(x) \equiv \frac{m}{2} x^2 + \frac{1}{4!} x^4 - (f + h)x,$$  \hspace{1cm} (B31)
with the definitions \( m \equiv \kappa - J^2 \chi \) and \( f \equiv Jz \sqrt{\varrho} \), as given in Sec. III. Equations (B29) can then be written as follows:

\[
\chi = \int dp(m) \int dp(f) \frac{fx' (f, m)}{J^2 \varrho}, \quad \varrho = \int dp(m) \int dp(f) [x'(f, m)]^2,
\]

(B32)

where

\[
p(f) \equiv \mathcal{N}(0, J^2 \varrho), \quad p(m) = U(\kappa_m - J^2 \chi, \kappa_m - J^2 \chi)
\]

(B33)

with \( U(a, b) \) denoting the uniform probability density in the \([a, b]\) interval. To solve these equations, one can proceed as follows. Starting from a guess for \( \chi \) and \( \varrho \), one first generates the two random parameters \((\varrho, \kappa)\), and for each realization, one finds the minimum of the effective potential by solving the cubic equation,

\[
v_{\text{eff}}'(x) = 0.
\]

(B34)

Because the potential is quartic, an analytical solution of the cubic equation can be obtained and is given explicitly in Appendix C1. One then averages over the random variables \((\varrho, \kappa)\) to compute the right-hand side of Eqs. (B32) and obtain new estimates of \( \chi \) and \( \varrho \). The procedure is iterated until convergence. In Appendix D we provide the detailed algorithms we used to obtain the phase diagram reported in Fig. 1.

We now show how to obtain Eq. (10) for \( \chi \), which is more useful when it comes to understanding the location \( \lambda_m \) of the spectrum’s lower edge. We start from the first of Eqs. (B29), at finite temperature, and we rewrite it as

\[
\chi = \int dp(\kappa) \int Dz \frac{z^2}{\beta J^2 \varrho} d\varrho \log \left( \int dx e^{-\beta v_{\text{eff}}(x)} \right) = \int dp(\kappa) \int Dz \frac{1}{\beta J^2 \varrho} d\varrho \log \left( \int dx e^{-\beta v_{\text{eff}}(x)} \right) = \int dp(m) \int dp(f) \frac{dx}{df} \int dx e^{-\beta v_{\text{eff}}(x)} d\varrho,d\varrho.
\]

(B35)

where we used the following relation, easily obtained by integration by parts and valid for any function \( g(z) \):

\[
\int Dz g'(z) \left( \int Dz g(z) \right) = \int Dz g'(z).
\]

(B36)

The \( T \to 0 \) limit of this expression needs to be taken carefully, as \( \langle x \rangle \to x^* \) (the absolute minimum of the effective potential) in that limit, and \( x^* \) is not guaranteed to be a smooth function of \( f \). In fact, if the effective potential \( v_{\text{eff}}(x; f, m) \) has multiple minima (i.e., if it is a double well), then \( x^* \) will jump discontinuously when the sign of the linear term \( f + h \) changes, as the absolute minimum switches from one side of the origin to the other. This will happen as soon as \( m_m < 0 \) as stated in Sec. IV. Away from this singularity, because \( x^*(f) \) is the solution of \( v_{\text{eff}}(x^*, f) = 0 \), one has

\[
0 = \frac{d}{df} v_{\text{eff}}[x^*(f), f], \quad 0 = v_{\text{eff}}'[x^*(f), f] \frac{dx^*}{df} - 1 \Rightarrow \frac{dx^*}{df} = \frac{1}{v_{\text{eff}}'(x^*)}.
\]

(B37)

Adding the singular term, the proper limit of \( \frac{d\langle x \rangle}{df} \) is therefore

\[
\frac{dx^*}{df} = \frac{1}{v_{\text{eff}}'(x^*)} + \left[ x^*(h^+)^2 - x^*(-h^-)^2 \right] \delta(f + h).
\]

As long as \( m_m \geq 0 \), no DWs are present, the second term vanishes, and one has the equation for \( \chi \),

\[
\chi = \int dp(m) \int dp(f) \frac{1}{v_{\text{eff}}'[x^*(f, m)]} = \frac{1}{v_{\text{eff}}'[x^*(f, m)]}, \quad \chi = \int dp(m) \int dp(f) \frac{1}{v_{\text{eff}}'[x^*(f, m)]} = \frac{1}{v_{\text{eff}}'[x^*(f, m)]}.
\]

(B39)

i.e., in the absence of DWs, \( \chi \) is the average of the inverse of the curvature of the effective potential in its minimum. This is precisely Eq. (10), which we use to prove that \( \lambda_m = 0 \) on the RSB transition line. Note that the overline denotes the average over \( f, m \), which is indicated as \( \langle \rangle_{f, m} \) in Eq. (10).

The last ingredient we miss is the \( T \to 0 \) limit of the replicon, Eq. (B28). Using the definition in Eq. (B12), one can write

\[
(\beta J)^2 (\langle x^2 \rangle - \langle x \rangle^2) = J^2 \left( \frac{d\langle x \rangle}{df} \right)^2.
\]

(B40)

Therefore one has, for \( T \to 0 \),

\[
\lambda_R = 1 - J^2 \left( \frac{dx^*}{df} \right)^2.
\]

(B41)

Notice that when \( m_m < 0 \) and DWs are present, Eq. (B38) implies that the replicon is the average of the square of a \( \delta \) function, which then formally diverges to \(-\infty\), hence the replicon is not positive and the replica symmetry is automatically broken: as we state in Sec. IV, the presence of DWs in the ensemble of effective potentials is a sufficient condition for a RSB glass transition.
to take place in our model, with the replicon jumping to minus infinity rather than vanishing. On the contrary, when \(m_m < 0\), the second term in Eq. (B38) vanishes and one can simply write for the replicon

\[
\lambda_R = 1 - J^2 \left[ \frac{1}{\nu_{\text{eff}}(f, m)} \right]^2, \tag{B42}
\]

which is Eq. (12); it is valid in the RS phase and in the absence of double wells.

**APPENDIX C: ANALYSIS OF THE EFFECTIVE POTENTIAL**

We now focus on the effective potential. In particular, we want to compute the statistics of the diagonal elements \(a \equiv m + J^2 \chi + x^2/2\).

1. Effective potential and ground state

The effective potential has the form

\[
v_{\text{eff}}(x) = \frac{1}{4!} x^4 + \frac{m}{2} x^2 - H x, \quad v'(x) = \frac{1}{3!} x^3 + m x - H, \quad v''(x) = \frac{1}{2} x^2 + m, \tag{C1}
\]

with the two effective parameters

\[
m = \kappa - J^2 \chi, \quad p(m) = U(\kappa_m - J^2 \chi, \kappa_m - J^2 \chi), \quad H = h + f, \quad p(H) = N(h, J^2 \tilde{q}). \tag{C2}
\]

The equation for the stationary points of the effective potential is a depressed cubic \(\Delta \equiv \frac{1}{h} f(t)\) of the form

\[
v'(x) = \frac{1}{6}(x^3 + P x + Q) = 0, \tag{C3}
\]

with

\[
P = 6m, \quad Q = -6H, \tag{C4}
\]

and whose discriminant is

\[
\Delta = 4P^3 + 27Q^2 \propto m^3 + \frac{9}{8} H^2. \tag{C5}
\]

Hence the solutions are organized as follows:

(i) For \(\Delta < 0\) there are three real solutions:

\[
x_k = 2 \sqrt{-\frac{P}{3}} \cos \left[ \frac{1}{3} \text{arccos} \left( \frac{3Q}{2P} \sqrt{-\frac{3}{P}} \right) - \frac{2\pi k}{3} \right], \quad k = 0, 1, 2. \tag{C6}
\]

Note that \(\Delta < 0\) implies \(P < 0\), and the solution corresponding to the absolute minimum can be written as

\[
x^* = -2 \text{sgn}(Q) \sqrt{|P|/3} \cos \left[ \frac{1}{3} \text{arccos} \left( \frac{3|Q|}{2|P|} \sqrt{3/|P|} \right) \right]. \tag{C7}
\]

(ii) For \(\Delta > 0\) there is a single real solution:

\[
x^* = \begin{cases} 
-2 \text{sgn}(Q) \sqrt{-\frac{P}{3}} \cosh \left[ \frac{1}{3} \text{arcosh} \left( \frac{3|Q|}{2P} \sqrt{3/|P|} \right) \right] & \text{for } P < 0, \\
-2 \sqrt{-\frac{P}{3}} \sinh \left[ \frac{1}{3} \text{arsinh} \left( \frac{3|Q|}{2P} \sqrt{3/|P|} \right) \right] & \text{for } P > 0.
\end{cases} \tag{C8}
\]

(iii) For \(\Delta = 0\) there are two possibilities: (a) \(P = Q = 0\) and \(x = 0\) is a triple root, i.e., \(v_{\text{eff}}(x) = x^4/4!\); and (b) \(P \neq 0\), and then \(x = 3Q/P\) is a single root and \(x = -3Q/(2P)\) is a double root.

To summarize, the ground state can be written as follows:

\[
x^*(m, H) = 2 \text{sgn}(H) \sqrt{2|m|} \mathcal{F}_{\text{sgn}(m)} \left( \frac{3|H|}{(2|m|)^{1/2}} \right), \tag{C9}
\]

with

\[
H = h + f, \quad m = \kappa - J^2 \chi, \tag{C10}
\]

and

\[
\mathcal{F}_+ (\xi) = \sinh \left[ \frac{1}{3} \text{arcsinh} \xi \right], \quad \mathcal{F}_- (\xi) = \left\{ \begin{array}{ll}
\cos \left[ \frac{1}{3} \text{arccos} \xi \right], & \xi < 1, \\
\cosh \left[ \frac{1}{3} \text{arcosh} \xi \right], & \xi > 1.
\end{array} \right. \tag{C11}
\]
First of all, we note that the distribution of curvatures can be either gapped or gapless (the curvature cannot be negative). The diagonal elements \( m_M \) of the matrix (15) can be decomposed as sketched in Figure 3. In this case, the integration domain over the random variables \( \kappa_a, \kappa_m \) is gapped. We are interested in the small \( \tilde{\kappa} \) behavior, which is obtained following similar steps as in the soft potential model analysis \([3,5,45]\). We then assume that \( \kappa_u > 0 \) and \( h > 0 \), and \( \kappa_m - J^2 \chi \rightarrow 0^- \), we have

\[
p_{dw} \approx \frac{8\sqrt{2} (J^2 \chi - \kappa_m)^{5/2}}{15 \kappa_u - \kappa_m} p(0), \quad p(0) = \frac{e^{-\frac{3^2}{8\pi q}}}{\sqrt{2\pi J^2 q}}.
\]  

The second result is the distribution of the curvatures \( \tilde{a} \) in the ground state, related by a simple shift to the distribution of diagonal elements \( a \),

\[
\tilde{a} = v''(x^*) = m + \frac{(x^*)^2}{2} = a - J^2 \chi.
\]

We are interested in the small \( \tilde{a} \) behavior, which is obtained following similar steps as in the soft potential model analysis \([3,5,45]\). First of all, we note that the distribution of curvatures can be either gapped or gapless (the curvature cannot be negative). The only possibility to have \( \tilde{a} = 0 \) (i.e., a quartic potential) is to have \( P = Q = 0 \), or equivalently \( m = H = 0 \). Hence, if \( m_m > 0 \) or \( m_u < 0 \), the distribution of \( \tilde{a} \) is gapped.

We then assume that \( m_m = \kappa_m - J^2 \chi < 0 \) and \( m_M = \kappa_u - J^2 \chi > 0 \); in this case, the distribution of \( \tilde{a} \) is gapless, which implies \( a_m = J^2 \chi \) and \( \lambda_m = 0 \), as we state in Sec. IV. We shall focus on this particular case, which is the one relevant for the \( \omega^2 \)-transition line. In this case, the integration domain over the random variables \( m \) and \( H \) can be decomposed as sketched in Fig. 3. For \( m > 0 \), the contribution of positive \( m \) to the cumulative distribution can be written, when \( \tilde{a} \rightarrow 0 \), as

\[
G_+(\tilde{a}) = \int_0^{\tilde{a}} dm \int d\rho p(H) d\theta \left[ m + \frac{1}{2} \tilde{a}^2 < \tilde{a} \right] \sim p(0) \tilde{a}^{5/2} \int d\eta \int_0^1 d\xi \xi^{3/2} \left[ \xi \left( 1 + \frac{1}{2} \eta^2 \right) < 1 \right]
\]  

\[
= p(0) \frac{2}{5} \tilde{a}^{5/2} \int d\eta \left( 1 + \frac{1}{2} \eta^2 \right)^{-5/2} = 1.13137 \cdots \times p(0) \tilde{a}^{5/2},
\]

where we introduced \( \xi = m/\tilde{a}, \eta = H/(\xi \tilde{a})^{3/2} \), and

\[
y = \frac{x}{\sqrt{\xi \tilde{a}}} = -2\sqrt{2} \sinh \left[ \frac{1}{3} \text{arcsinh} \left( -\frac{3\eta}{2\sqrt{2}} \right) \right].
\]
The contribution of negative $m$ with $\Delta > 0$ can be written, by similar means, as
\[
G^4_+(\tilde{a}) = \int_{m<0} dm \int dp(H) \theta \left[ m + \frac{1}{2} x^2 < \tilde{a} \right] \theta(\Delta > 0) \sim p(0) \tilde{a}^{5/2} \int_{q^2 > 8/9} d\eta \int_{\xi > 0} d\xi e^{3/2}[\xi - 1 + \frac{1}{2} y^2] < 1 \]
\[
\int_{q^2 < 8/9} d\eta \int_{\xi > 0} d\xi e^{3/2}[\xi - 1 + \frac{1}{2} y^2] = 0.175024 \cdots \cdot p(0)\tilde{a}^{5/2},
\]
where $y = 2\sqrt{2} \text{sgn}(\eta) \cosh \left[ \frac{1}{3} \text{arccosh} \left( \frac{3|\eta|}{2\sqrt{2}} \right) \right]$.

Finally, the contribution of negative $m$ with $\Delta < 0$ is
\[
G^3_-(\tilde{a}) = \int_{m<0} dm \int dp(H) \theta \left[ m + \frac{1}{2} x^2 < \tilde{a} \right] \theta(\Delta < 0) \sim p(0)\tilde{a}^{5/2} \int_{q^2 < 8/9} d\eta \int_{\xi > 0} d\xi e^{3/2}[\xi - 1 + \frac{1}{2} y^2] < 1 \]
\[
\int_{q^2 > 8/9} d\eta \int_{\xi > 0} d\xi e^{3/2}[\xi - 1 + \frac{1}{2} y^2] = 0.079246 1 \cdots \cdot p(0)\tilde{a}^{5/2},
\]
where $y = 2\sqrt{2} \text{sgn}(\eta) \cos \left[ \frac{1}{3} \text{arccos} \left( \frac{3|\eta|}{2\sqrt{2}} \right) \right]$.

Collecting these results, we obtain
\[
G(\tilde{a}) = 1.385 640 1 \cdots \cdot e^{-\frac{\tilde{a}^2}{2\pi \tilde{q}}} \tilde{a}^{5/2}
\]
for $\kappa_m < J^2 \chi < \kappa_u$, and
\[
p(\tilde{a}) = A_q\tilde{a}^{3/2}, \quad A_q(J) = 3.464 100 25 \cdots \cdot e^{-\frac{\tilde{q}^2}{2\pi J^2 \tilde{q}}}
\]
for $\kappa_m < J^2 \chi < \kappa_u$. This applies whenever $m_m < 0$ and $m_u > 0$, and it implies $p(a) \sim A_d(a - J^2 \chi)^{3/2}$, which leads to the results of Sec. IV in terms of the location and shape of the spectrum edge. Note that if $(m_m = 0, m_u > 0)$ or $(m_m < 0, m_u = 0)$, one also obtains the $\tilde{a}^{3/2}$ law, but with a different prefactor because the contribution of positive (or negative) $m$ is absent.

**APPENDIX D: DRAWING THE PHASE DIAGRAM**

In this Appendix, we report the algorithm used to determine the $\omega^2$- and $\omega^3$-transition lines in the phase diagram, building up from the equations derived in Appendix B 4. We place ourselves in the RS region of the phase diagram, with the aim of determining its boundaries. We start from the form of the RS Eqs. (B32) for $\tilde{q}$ and $\chi$, with $x^*(z, m)$ being the unique ground state of the effective potential (having double wells would automatically imply RSB, as detailed in Appendix B 4), given by Eq. (C9). Because we also want to explore the limits $J \to 0$ and $h \to 0$ (which implies $\tilde{q} \to 0$ in the RS phase), it is convenient to perform the rescaling
\[
J^2 \tilde{q} \to \tilde{q},
\]
so that the equations take the form
\[
\tilde{q} = J^2 \int_{m_u}^{m} dp(m) \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-z^2/2} \left[ x^*(z, m) \right]^2,
\]
\[
x^* = \int_{m_u}^{m} dp(m) \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-z^2/2} \frac{2x^*(z, m)}{\sqrt{\tilde{q}}},
\]
and $x^*$ is now the unique solution of the equation
\[
\frac{x^3}{6} + mx - h + \sqrt{\tilde{q}}\tilde{x} = 0
\]
given by an expression similar to Eq. (C9). Furthermore, the equation for $\chi$ can be rewritten in the following way:
\[
\chi = \int_{m_u}^{m} dp(m) \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-z^2/2} \frac{1}{m + \frac{1}{2}[x^*(z, m)]^2},
\]
which is the rescaled form of Eq. (B39) and completely equivalent to its form in Eqs. (D2) everywhere in the RS phase. However, we found that this form is better behaved under numerical resolution.

There are two ways to break the replica symmetry at $T = 0$, as discussed in Sec. IV:

1. The contribution of negative $m$ with $\Delta > 0$ can be written, by similar means, as
2. Finally, the contribution of negative $m$ with $\Delta < 0$ is
(i) The replicon vanishes continuously, $\lambda_R = 0$, but the minimal effective stiffness stays positive, $m_m > 0$. This case corresponds to having a GOE-like spectrum, with an $\omega^2$ low-frequency tail populated by delocalized modes. This is a standard RSB transition.

(ii) The minimal effective stiffness vanishes, $m_m = \kappa_m - J^2 \chi = 0$ with $\lambda_R > 0$. At this point, DW effective potentials appear. The replica symmetry is then broken via a discontinuity in replicon eigenvalue, which jumps to $-\infty$ beyond the transition. This case corresponds to having a DIAG-like spectrum, with a $\omega^4$ low-frequency tail and partially localized modes near the edge.

1. Finding the transition lines

   a. $\omega^4$-transition

   On the $\omega^4$-transition line, one has $m_m = 0$. Therefore, one can take Eqs. (D2), set $m_m = 0$,
   
   $$ \tilde{q} = J^2 \int_0^{m_m} d\rho(m) \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-z^2/2}[\chi(z, m)]^2, \quad \kappa_m = J^2 \int_0^{m_m} d\rho(m) \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-z^2/2} \frac{1}{m + \frac{1}{2}[\chi(z, m)]^2}, $$
   
   and solve them to find $h_c(J)$ and $\tilde{q}$ at fixed $J$. $h_c(J)$ is the critical line in this case, and we remind the reader that $\kappa_m$ is a fixed model parameter. This can be achieved via the following numerical scheme:

   Algorithm 1: $\omega^4$-transition line.

   ```
   fix J;
   initialize $\tilde{q}$ and $h$;
   while $\tilde{q}$ and $h$ not converging do
     $\tilde{q} \leftarrow$ (damped)$J^2 \int_0^{m_m} d\rho(m) \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-z^2/2}[\chi(z, m)]^2$;
     $h \leftarrow$ (damped)$(h - \kappa_m + J^2 \int_0^{m_m} d\rho(m) \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-z^2/2} \frac{1}{m + \frac{1}{2}[\chi(z, m)]^2})$;
   end
   Result: $(\tilde{q}, h = h_c(J))$ are the values of the corresponding parameters at the transition point, for each $J$.
   ```

   To ensure that the transition is $\omega^4$-like, one needs to prove that $\lambda_R > 0$ at the transition. The expression for $\lambda_R$, however, contains integrable singularities that could make its numerical computation unstable. We derive below an expression for $\lambda_R$ that does not suffer from these problems, and furthermore proves that $\lambda_R$ is indeed positive at the transition.

   b. $\omega^2$-transition

   In this case, one has $\lambda_R = 0$ at the transition, but differently from the previous case one still needs to determine both $\tilde{q}$ and $\chi$ through Eqs. (D2), and only then get the transition point from the $\lambda_R = 0$ condition. Therefore, we need to find also $J_c(h)$ at fixed $h$. A slightly more complicated numerical scheme, which we report below, is needed (note the update for $J_c$, which avoids bisection methods):

   Algorithm 2: $\omega^2$-transition line.

   ```
   fix $h$;
   initialize $\tilde{q}$, $\chi$, and $J_c$;
   while $\tilde{q}$, $\chi$, and $J_c$ not converging do
     $\tilde{q} \leftarrow$ (damped)$J^2 \int_0^{m_m} d\rho(m) \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-z^2/2}[\chi(z, m)]^2$;
     $\chi \leftarrow$ (damped)$(J^2 \int_0^{m_m} d\rho(m) \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-z^2/2} \frac{1}{m + \frac{1}{2}[\chi(z, m)]^2})$;
     $J_c \leftarrow$ (damped)$(J_c + [1 - J^2 \int_0^{m_m} d\rho(m) \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-z^2/2} \frac{1}{[m + \frac{1}{2}[\chi(z, m)]^2]})$;
   end
   Result: $(\tilde{q}, \chi, J_c(h))$ are the values of the corresponding parameters at the transition point.
   ```

2. Numerically stable expression for the replicon

We recall the expression in Eq. (B42) of the replicon eigenvalue in the RS phase in the explicit form

$$ \lambda_R = 1 - J^2 \int_0^{m_m} d\rho(m) \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-z^2/2} \frac{1}{m + \frac{1}{2}[\chi(z, m)]^2}. $$
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We remark that the denominator appearing in the integral is essentially $\tilde{a}^2$. The expression could then be equivalently rewritten as

$$\lambda_R = 1 - J^2 \int d\tilde{a} \int_{m_u}^{m_d} d\rho(m) \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-z^2/2} \frac{1}{m + \frac{1}{2} \lambda(z,m)} \delta \left(\tilde{a} - \rho - \frac{1}{2}\lambda(z,m)\right) = 1 - J^2 \int d\tilde{a} \frac{p(\tilde{a})}{\tilde{a}^2}.$$  

(D7)

At the transition line, the distribution of $\tilde{a}$ is gapless and follows $p(\tilde{a}) \sim \tilde{a}^{3/2}$ near its edge, as derived in Appendix C.2. The above expression highlights the singularity of the integrand at $\tilde{a} = 0$; this singularity is integrable, which proves that $\lambda_R$ is finite at the transition, and that the jump to $-\infty$ is due to the singular $\delta(x + h)$ term in Eq. (B38), while the $\frac{1}{\sqrt{q}e^{\lambda(z)}}$ term always stays finite and positive. Still, the singularity could cause problems when evaluating the replicon numerically. Is is possible to manipulate this expression to obtain an alternative one that, while being more cumbersome, contains no singularities. Using the fact that in the RS phase $m_m \geq 0$ and $x'(z, m)$ is the unique solution of Eq. (D3), we can rewrite $I_R = \int d\tilde{a} p(\tilde{a})/\tilde{a}^2$ as

$$I_R = \int_{-\infty}^{\infty} dx \int_{m_u}^{m_d} d\rho(m) \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-z^2/2} \frac{1}{m + \frac{1}{2} x^2} \delta \left(\frac{x^3}{6} + mx - h + \sqrt{q}z\right)$$

$$= \int_{-\infty}^{\infty} dx \int_{m_u}^{m_d} d\rho(m) \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-z^2/2} \frac{1}{m + \frac{1}{2} x^2} \left[\exp \left[\frac{i\lambda}{\sqrt{6}} \left(\frac{x^3}{6} + mx - h + \sqrt{q}z\right)\right]\right]$$

$$= \int_{-\infty}^{\infty} dx \int_{m_u + x^2/2}^{m_d + x^2/2} d\rho(m) \frac{1}{m} \exp \left[-\frac{1}{2q} \left(\frac{x^3}{6} + (m - \frac{x^2}{2})x - h\right)^2\right].$$

(D8)

If $m_m = 0$, this expression has an integrable singularity at $m = 0$, which we can eliminate with an integration by parts. In doing so, we obtain

$$I_R = I_0 + I_1 + I_2,$$

$$I_0 = \frac{1}{\Delta} \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}q} \ln \left(m_u + \frac{x^2}{2}\right) \exp \left[-\frac{1}{2q} \left(\frac{x^3}{6} + m_u x - h\right)^2\right],$$

$$I_1 = -\frac{1}{\Delta} \int_{-\infty}^{\infty} dx \int_{m_u + x^2/2}^{m_d + x^2/2} \frac{dm}{m} \left(\ln m + \frac{x^2}{2}\right) \exp \left[-\frac{1}{2q} \left(\frac{x^3}{6} + m x - h\right)^2\right],$$

$$I_2 = -\frac{1}{\Delta} \int_{-\infty}^{\infty} dx \int_{m_u + x^2/2}^{m_d + x^2/2} \frac{dm}{m} \exp \left[-\frac{1}{2q} \left(\frac{x^3}{6} + (m - \frac{x^2}{2})x - h\right)^2\right].$$

(D9)

where $\Delta = \kappa_u - \kappa_m$. The first integral $I_0$ is perfectly convergent assuming $m_u > 0$. The second integral $I_1$, however, has some integrable singularity if $m_m = 0$. By assuming $m_m = 0$, we can rewrite the integral as

$$I_1 = \frac{1}{\Delta} \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}q} \ln \left[2 + 2(x \ln |x| - x) \frac{d}{dx}\right] \exp \left[-\frac{1}{2q} \left(\frac{x^3}{6} - h\right)^2\right],$$

(D10)

which now contains no singularities. Finally, we need to consider $I_2$. Integrating again the logarithmic singularity by parts, one obtains

$$I_2 = -\frac{1}{\Delta} \int_{-\infty}^{\infty} dx \int_{m_u + x^2/2}^{m_d + x^2/2} \ln \left(m_u + \frac{x^2}{2}\right) \left(m_u - \left(m_u + \frac{x^2}{2}\right)\right) \frac{d}{dm} \exp \left[-\frac{1}{2q} \left(\frac{x^3}{6} + m u x - h\right)^2\right]_{m = m_u},$$

$$+ \frac{1}{\Delta} \int_{-\infty}^{\infty} dx \int_{m_u + x^2/2}^{m_d + x^2/2} \ln \left(m_m + \frac{x^2}{2}\right) \left(m_m - \left(m_m + \frac{x^2}{2}\right)\right) \frac{d}{dm} \exp \left[-\frac{1}{2q} \left(\frac{x^3}{6} + m m x - h\right)^2\right]_{m = m_m},$$

$$+ \int_{-\infty}^{\infty} dx \int_{m_u + x^2/2}^{m_d + x^2/2} \frac{dm}{\Delta} \ln \left(m_u + \frac{x^2}{2}\right) \left(m_u - \left(m_u + \frac{x^2}{2}\right)\right) \frac{d^2}{dm^2} \exp \left[-\frac{1}{2q} \left(\frac{x^3}{6} + m u x - h\right)^2\right].$$

(D11)

In summary, we have reduced the computation of the replicon integral $I_R$ to the sum of perfectly convergent, singularity-free integrals that can be easily evaluated numerically. For the purpose of numerical integration (such as in the case of the algorithms reported above), it is convenient to rescale the integration variable $x$ by $\sqrt{q}$ and also do the same on $h$:

$$x \rightarrow x \sqrt{q}, \quad h = \Gamma \sqrt{q},$$

(D12)

where $\Gamma$ is a constant of order $1$. 
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[36] For our abstract mathematical model, all quantities are assumed to be dimensionless.

[43] We use the BFGS algorithm implemented in the GSL library [50].


[46] The spin glass susceptibility is defined by $\chi_{SG} = \sum_{ij} \left( \langle x_i x_j \rangle - \langle x_i \rangle \langle x_j \rangle \right)^2 / N$, and in the zero-temperature limit it becomes $\chi_{SG} = \frac{1}{N} \text{Tr} M^{-2}$.


