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Abstract—In this paper we introduce a class of nonlinear differential equations that are solved using morphological operations. The erosion and dilation act as morphological propagators propagating the initial condition (original image in computer vision terminology) into the “scale-space,” much like the Gaussian convolution is the propagator for the linear diffusion equation.

Analysis starts in the set domain, resulting in the description of erosions and dilations in terms of contour propagation. We show that the structuring elements to be used must have the property that at each point of the contour there is a well-defined and unique normal vector. Then given the normal at a point of the dilated contour we can find the corresponding point (point-of-contact) on the original contour. In some situations we can even link the normal of the dilated contour with the normal in the point-of-contact of the original contour. The results of the set domain are then generalized to grey value images. The role of the normal is replaced with the function gradient. The same analysis also holds for the erosion.

Using a family of increasingly larger structuring functions we are then able to link infinitesimal changes in grey value (resulting from the use of an infinitesimally larger structuring function) with the gradient in the image. The obtained differential equations bear great resemblance to the nonlinear differential equation, Burgers’ equation, describing the propagation of a shock-wave.

In the discussion we indicate that the results of this paper provide the theoretical basis to analyze morphological scale-space in much greater depth.

I. INTRODUCTION

In this paper, we investigate where points go when the object they are part of is repeatedly dilated with a small structuring element. The only relevant points to study are the points on the contour of course and we do so in Sections III-A and IV. For grey value morphology, where a 2-D function is represented as a 3-D set, the same analysis can be made (see Sections V and V-D). The goal of this paper is to derive the differential equations, for which morphological operations provide the solution (as discussed in Section VI). Such a differential equation is the mathematical morphological analogue to the heat diffusion equation that is the starting point in linear scale-space [1]. The use of morphological operations to solve partial differential equations is reported before (see [2], [3], [4]).

The use of morphological operators to solve differential equations is known from distance transform theory [5], [6].

The common distance transform:

$$d_X(x) = \min_{y \in X} \|x - y\|$$

is a solution of the differential equation:

$$\|\nabla d_X\| = 1$$

with initial condition $d_X(x) = 0$ for $x \in X^c$. The level sets of $d_X$ can be found by eroding the original set $X$ with a disk shaped structuring element. Note that the function $d_X$ is not differentiable at all points $x \in X$. Matheron [5] showed that, because $d_X$ is a Lipschitz function, $d_X$ is almost everywhere differentiable. As a consequence the area (volume) of the set of all points where $d_X$ is not differentiable is negligible. For those points where $\nabla d_X$ is defined, $d_X$ indeed satisfies the differential equation. In mathematical terms we say that $d_X$ is a weak solution (or a solution in the distribution sense) of the differential equation.

The wave propagation interpretation of the distance transform is introduced by Blum [7], and implemented by Verwer [6]. As a general method to solve differential equation, waves starting at the boundary of $X$, travel inwards with equal speed in all directions at all points of space. The arrival time of the wave at a point $x \in X$ is proportional to its distance from the boundary. The medium in which the waves propagate is thus isotropic and homogeneous.

Furthermore, Verwer considers the more complex, but closely related, differential equation:

$$\nabla f = g$$

(known as the Eikonal equation). This differential equation is also solved with a distance transform, this time using an isotropic, inhomogeneous metric $(ds^2 = g(x_1, x_2)(dx_1^2 + dx_2^2))$. The Eikonal equation describes the propagation of waves in a medium where the propagation speed of the waves varies from position to position. In computer vision the propagation speed is proportional to the local grey value, hence the name “grey weighted distance transform.”

In this paper, we consider only the use of structuring function’s, which are equal for all positions in space. In mathematical morphology terms this means we use translational invariant transforms to solve the differential equation. The restriction to translation invariant transforms is the morphological interpretation of wave propagation in a homogeneous medium.
In Section VI we show that the erosion and dilation act as morphological propagators propagating the initial condition (original image in computer vision terminology) into scale-space, much as the Gaussian convolution is the propagator for the linear diffusion equation.

Some of the results derived in this paper bear resemblance to those from Gaussian scale-space theory, where Gauss convolutions are used to propagate the initial condition into the scale-space. For ease of reference we start in Section II with a short overview of the Gaussian scale-space theory (as far as it is relevant to this paper).

II. GAUSSIAN SCALE-SPACE, THE DIFFUSION EQUATION

An important property of the Gauss function is that it is Green’s function (or propagator) of the diffusion equation. Let \( x \in \mathbb{R}^2 \) and \( \rho \in \mathbb{R}^+ \) and let \( F(x, \rho) \) be a real valued function satisfying the diffusion equation:

\[
F_\rho = \nabla^2 F
\]

where \( F_\rho = \frac{\partial F}{\partial \rho} \) and \( \nabla^2 F \) is the Laplacian of \( F \). With initial condition \( F(x, 0) = f(x) \) (in computer vision \( f \) is the image to analyze) we can solve the diffusion equation using the Gauss function to propagate the initial condition into the “scale-space” \( F(x, \rho) \):

\[
F(x, \rho) = (f \ast g^\rho)(x)
\]

where \( \ast \) denotes the convolution and \( g^\rho \) is the two-dimensional Gauss function with scale parameter \( \rho \):

\[
g^\rho(x) = \frac{1}{4\pi \rho} e^{-\frac{|x|^2}{4\rho}}.
\]

In computer vision the function \( F(x, \rho) \) is interpreted as a family of images, where \( \rho \) indicates the level of resolution (or scale). The larger \( \rho \), the more blurred the original image \( f \) is, finally showing only the larger structures in the image, until ultimately any image detail disappears.

The diffusion equation is apt to serve as a starting point to construct a scale-space (multiresolution representation) because it satisfies a maximum principle (see Hummel [8]). An immediate consequence of the maximum principle is that the scale-space “generated” by the diffusion equation preserves causality in the resolution domain [11], in the sense that moving towards larger scales no new details are introduced. It is also the maximum principle that explains the unique properties of the zero-crossings in the Laplacian of \( F \).

Marr [9] proposed that the loci of all zero-crossings for all scales plus the gradient of \( F \) at those points provides a complete description of the original image \( f \). This conjecture was later proven by Hummel [8]. This completeness theorem of the zero-crossings “scale-space signature” is important because it assures us that, without loss of information, we can use the signature to analyze the image instead of the original image itself.

Besides the fact that the Gauss function is the unique linear propagator that preserves causality in resolution domain (see [11]), the Gauss function has several properties that are of practical importance. Firstly the Gauss convolution is the unique isotropic linear filter that can be dimensionally decomposed (separated in \( x \)- and \( y \)-direction). Secondly, the family of Gauss functions is closed with respect to convolution, i.e., the convolution of two Gauss functions is again a Gauss function: \( g^\rho \ast g^\mu = g^{\rho+\mu} \).

In a previous paper [10] we have introduced the quadratic structuring functions (QSF) as the morphological equivalents of the Gauss functions when used as structuring functions in erosions or dilations. Two facts were shown in that paper. Firstly, the QSF’s can be separated by dimension in a dilation along the \( x \)-axis followed by a dilation along the \( y \)-axis. Also the QSF is the unique isotropic structuring function that can be separated. Secondly, the class of quadratic structuring functions is closed with respect to dilation.

In an impressive paper, Koenderink [11] starts with the diffusion equation to derive receptive field families bearing great resemblance with the receptive fields observed in neuro physiological experiments. As a logical consequence of the linearity of the diffusion equation (i.e., linearity in the visual stimuli is assumed) the derived receptive fields form an orthogonal family of basis functions capable of describing the original image details through superposition of the receptive field responses.

All of this shows the relevance of Gaussian scale-space. However, as pointed out by Perona and Malik [12] Gaussian blurring “does not respect the natural boundaries of objects.” Objects that are better left unmerged are merged. Furthermore edge junctions (corners) are destroyed. They introduced an inhomogeneous blurring scheme in which the amount of (infinitesimal) isotropic blurring needed to obtain \( F(x, \rho + d\rho) \) from \( F(x, \rho) \) is determined by the magnitude of the gradient. This leads to the following differential equation governing the scale-space:

\[
F_\rho = \nabla \cdot (g(|\nabla F|) \nabla F)
\]

where \( g(\cdot) \) is a decreasing, positive valued function. This means that blurring is small in the vicinity of edges, because there the gradient will be large. They also claim that the scale-space thus obtained satisfies a maximum principle and thus guarantees preservation of causality in the resolution domain.

Most images analyzed by either the human visual system or a computer vision system are projections of three dimensional reality on a two dimensional retina. Projective image formation makes linearity of visual stimuli a questionable assumption. The scheme of Perona & Malik may be advantageous over the original scheme, but still it does not tackle the questionable assumption of linearity in the visual stimuli.

In this paper we investigate the use of mathematical morphology to construct scale-spaces, without relying on the linearity assumption. The use of erosions and dilations to construct a scale-space is reported before [13]. These scale-spaces, however, are not—explicitly—based on a differential equation describing the evolution of images in scale-space. In this paper we will restrict ourselves to homogeneous—non-linear—differential equations, solved by morphological operators. Inhomogeneous “blurring” schemes, like the one introduced by Perona and Malik, are not considered here.
TABLE I

NOTATIONS AND DEFINITIONS OF THE BASIC MORPHOLOGICAL SET OPERATIONS*

<table>
<thead>
<tr>
<th>Name</th>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scaling</td>
<td>$aX$</td>
<td>$aX = {ax</td>
</tr>
<tr>
<td>Translation</td>
<td>$X_t$</td>
<td>$X_t = {x</td>
</tr>
<tr>
<td>Complement</td>
<td>$X^c$</td>
<td>$X^c = {x</td>
</tr>
<tr>
<td>Transpose</td>
<td>$X^T$</td>
<td>$X^T = {x</td>
</tr>
<tr>
<td>Union</td>
<td>$X \cup Y$</td>
<td>$X \cup Y = {x</td>
</tr>
<tr>
<td>Intersection</td>
<td>$X \cap Y$</td>
<td>$X \cap Y = {x</td>
</tr>
<tr>
<td>Difference</td>
<td>$X \ominus S$</td>
<td>$X \ominus S = {x</td>
</tr>
<tr>
<td>Erosion</td>
<td>$X \ominus S$</td>
<td>$X \ominus S = {x</td>
</tr>
<tr>
<td>Closing</td>
<td>$X \oplus S$</td>
<td>$X \oplus S = (X \ominus S) \cap S$</td>
</tr>
<tr>
<td>Opening</td>
<td>$X \oslash S$</td>
<td>$X \oslash S = (X \ominus S) \cup S$</td>
</tr>
</tbody>
</table>

*In this table and in the text we use $X$, $Y$ and $S$ to denote sets in $n$-dimensional space and we use $x$, $y$ and $t$ to denote a position vector in that space.

III. POINT OF CONTACT AND TRANSPORT IN SETS

In this section we specify the morphological notation used in this paper and discuss some properties needed. Table I summarizes the notations for the basic set operators (valid for sets in $\mathbb{R}^n$).

A. Point of Contact

In this section we focus attention on the calculation of the point of contact. The boundary of a set $X$ is denoted as $\partial X$.

**Proposition 1:** Let $X$ be a compact set and let $S$ be a compact structuring element. Let $x \in a(X \ominus S)$ then $S$, hits the boundary of $X$ in at least one point-of-contact.

**Proof:**

According to the definition of the dilation we have:

$$x \ominus S = \{x \mid x \in X \ominus S \neq \emptyset\}.$$

Thus for a point $x$ on the boundary of $X \oplus S$ we have that $X \cap S_x \neq \emptyset$. It is evident that $S_x$ must hit $X$ in the boundary (i.e., $X \cap S_x \subseteq \partial X$). If this were not true then $x$ could not be on the boundary of the dilated set.

**QED.**

It is not necessarily true that $S_x$ with $x \in X \oplus S$ hits $\partial X$ in just one point. In fact it may hit $\partial X$ in an infinite number of points or even along the entire contour of $S_x$.

As an example of the calculation of the point-of-contact, consider the dilation of a set $X \oplus S$ with a disk of radius $\rho$ (denoted as $\rho B$), see Fig. 1.

The point $y \in \partial(X \oplus \rho B)$ is chosen such that $(\rho B)_y$ hits $\partial X$ in one point, so that $X \oplus \rho B$ has a unique normal at $y$ denoted as $N_{X \oplus \rho B}(y)$. It is evident that in case of a disk shaped structuring element, the point-of-contact is given by:

$$y = \rho N_{X \oplus \rho B}(y).$$

**Fig. 1.** Point of contact.

It is important to note that the mapping of points on the contour of $X \oplus \rho B$ to their contact points on $\partial X$ certainly is not a one-to-one mapping. For instance all points on $\partial(X \oplus \rho B)$ between $a$ and $b$ are mapped onto the same point $c \in \partial X$. Furthermore the set $(\rho B)_p$ hits $\partial X$ in the points $q$ and $r$. Note also that in $p$ the contour $\partial(X \oplus \rho B)$ does not have a unique normal vector. Approaching $p$ from the left, the point-of-contact approaches $q$ while approaching $p$ from the right gives $r$.

To be able to calculate the point-of-contact given the normal of the dilated set we have to limit the choice of the structuring element. As an example of a structuring element that does not allow us to calculate the point of contact, consider the square-shaped structuring element $Q$ (see Fig. 2). Obviously the normals on one side of the square are all equal, so we cannot calculate the point-of-contact from the normal of the dilated set.

**Definition 1—Strictly Convex:** A closed set $S$ is strictly convex if it is convex and if for all $z, y \in \partial S$, the line segment joining $z$ and $y$ only has its end points in $\partial S$.

**Definition 2—Regular:** A compact set $S$ is called regular if:

$$\exists \rho > 0 : S \ominus \rho B = S = S \oplus \rho B$$

The existence of a $\rho > 0$ such that a set $S$ is regular, sets a lower bound on the radius of curvature for convex ($S = S \ominus \rho B$) and concave ($S = S \oplus \rho B$) portions of the boundary respectively.

**Definition 3—Regular Strictly Convex:** The class of all regular, strictly convex sets is denoted as $S_r$.

The notion of regular sets can be found in Serra [14]. There it is shown that all points on the boundary of a regular set have a well defined normal. In case the set is not only regular but also strictly convex we have the following more strong property.

**Proposition 2—Unique Normal:** Let $S \in S_r$ then:

$$\forall x, y \in \partial S, x \neq y : N_S(x) \neq N_S(y)$$

**Proof:** Because $S$ is a convex set it can be written as the intersection of all half spaces that contain $S$. Furthermore because $S$ is regular there is a well-defined normal at each point $x \in \partial S$. The normal evidently determines the tangential plane touching $S$ in $x$. We define:

$$H(x) = \{z \mid N_S(x). (z - x) \geq 0\}$$

**Fig. 2.** Square-shaped structuring element.
such that:

\[ S = \bigcap_{x \in \partial S} H(x) . \]

Now consider two points \( x, y \in \partial S \) such that \( N_S(x) = N_S(y) \), then \( S \subset H(x) = H(y) \). Because \( S \) is convex the line segment \( L(x, y) \) connecting \( x \) with \( y \) must be in \( S \). This line segment is entirely within \( \partial H(x) \) and thus \( L(x, y) \) is \( \partial S \). This contradicts the fact that \( S \) is strictly convex. QED.

The above proposition shows that if \( S \in S \) not only there is a well-defined normal at each contour point, but also that the normal is unique. This means that we can define an “inverse normal” function.

**Definition 4:** The “inverse normal” function \( N_S^{-1} \) of a set \( S \in S \) maps a normal vector \( v (||v|| = 1) \) onto a vector \( x \in \partial S \) such that \( v = N_S(x) \), i.e., \( x = N_S^{-1}(v) \).

So we have a structuring element \( S \in S \) that has a unique normal everywhere. If that is the case, then a point on the contour of a set \( X \oplus S \) has a well-defined normal vector in the point-of-contact, we are able to link the normal on the dilated set with the normal on the original set.

This leads to the notion of parallel normal transport in the following proposition.

**Proposition 5—Parallel Normal Transport:** Let \( X \) be a compact set and let \( S \in S \). If \( x \in \partial(X \oplus S) \) and the normal in \( x \) is well defined then if the original contour also has a well-defined normal in the point-of-contact \( y = x - N_S^{-1}(N_{X \oplus S}(x)) \) we have:

\[ N_{X \oplus S}(x) = N_X(x - N_S^{-1}(N_{X \oplus S}(x))). \]

Equivalently for the erosion if the contour of \( X \) has a well-defined normal in the point-of-contact \( y = x - N_S^{-1}(-N_{X \oplus S}(x)) \), we have:

\[ N_{X \oplus S}(x) = N_X(x - N_S^{-1}(-N_{X \oplus S}(x))). \]

**Proof:** The proof of this proposition is almost identical to the proof of the point-of-contact propositions. Again we will only prove the proposition for the dilation. Referring to Fig. 3 we see that in this case the original contour has a well-defined normal in the point-of-contact \( y \) (and thus a tangent plane \( T'' \)). Because \( S_x \) hits \( X \) in \( y \) the tangent plane of \( S_x \) in \( y \) must be equal to \( T'' \). Thus we have:

\[ N_X(y) = -N_{S_y}(y). \]

Note that the minus sign is necessary because the normals are pointing outward:

\[ N_X(y) = -N_{S}(y - x) = N_S(x - y). \]

The point-of-contact proposition states that \( N_{X \oplus S}(x) = N_S(x - y) \). Using the above result we obtain:

\[ N_{X \oplus S}(x) = N_X(y). \]

Substituting the expression for the point-of-contact given in Proposition 3 proves the proposition. QED.
Combining the above equations we finally obtain:

\[ \exists \rho : (X \oplus S) \circ \rho B = X \oplus S \]

proving that \( X \oplus S \) is l.s.r. QED.

This proposition indeed shows that if the dilation introduces singularities they must be pointing inwards. The erosion only introduces outwards pointing singularities (if any). The singularities are formed when the structuring element hits the original set in more than one point.

IV. WHERE DO POINTS GO?

In mathematical morphology any convex set is divisible with respect to the dilation (see Serra [14]), i.e.:

\[ \alpha S \oplus \beta S = (\alpha + \beta)S. \]  

It is this property of convex sets that allows us to determine where points on the contour of a set \( X \) go, when dilating \( X \) with increasingly larger structuring elements. First we trace a point on the contour of a dilated set back to a point on the original contour.

**Proposition 7—Point Trace:** Let \( X \) be a compact set and let \( S \in S \). Consider a point \( x \in \partial(X \oplus S) \) such that \( S \) hits \( \partial X \) in just one point-of-contact \( y \). Then for all \( \rho \leq 1 \) the set \( (\rho S)_x \) also hits \( \partial(X \oplus (1 - \rho)S) \) in just one point-of-contact. Furthermore varying \( \rho \) from 0 to 1 the points-of-contact are on the straight line connecting \( x \) with \( y \).

**Proof:** The point-of-contact \( y \) on \( \partial X \) is given by Proposition 3 as:

\[ y = x - N_S^{-1}(N_{(X \oplus S)}(x)). \]

Equivalently the point-of-contact \( z \) on \( \partial(X \oplus (1 - \rho)S) \) is given by:

\[ z = x - N_{\rho S}^{-1}(N_{(X \oplus S)}(x)). \]

The inverse normal function \( N_{\rho S}^{-1} \) equals \( \rho N_S^{-1} \) as can be easily verified. This gives:

\[ z = x - \rho N_S^{-1}(N_{(X \oplus S)}(x)). \]

Obviously the points \( x \), \( y \) and \( z \) are collinear. This is true for all values of \( \rho \in [0, 1] \), which shows that the point \( y \) moves to \( x \) along a straight line. QED.

This proposition explains where points come from. In order to answer the question "where do points go?" we use the parallel normal transport proposition.

**Proposition 8—Point Trajectory:** Let \( X \) be a compact set and let \( S \in S \). Consider a point \( x \in \partial X \) with a well-defined normal \( N_X(x) \). Repeatedly dilating the set \( X \) with structuring element \( d\rho S \) the point \( x \) moves in the direction \( N_S^{-1}(N_X(x)) \).

**Proof:** Let \( \mu S \) be a scaling of \( S \) such that there is a point \( y \) on \( \partial(X \oplus \mu S) \) such that \( x \) is its unique point-of-contact. Then the point-of-contact proposition states that:

\[ x = y - \mu N_S^{-1}(N_{X \oplus \mu S}(y)). \]
From the previous proposition we know that the point $x$ moves towards $y$ along a straight line, thus the vector from $x$ pointing towards $y$ is:

$$y - x = \mu N_S^{-1}(N_X(x)) \tag{4}$$

Because in $x$ the normal on $X$ is well-defined, we can use the parallel normal transport proposition:

$$N_X(x) = N_{X@\mu S}(y).$$

Substituting this into (4) we obtain:

$$y - x = \mu N_S^{-1}(N_X(x)).$$

Note that the value of $\mu$ does not influence the direction in which the point $x$ moves. Thus $x$ moves in the direction:

$$N_S^{-1}(N_X(x))$$

So each point travels with constant velocity along a straight line. Note that although the speed is constant along one trajectory, in general it will be different from trajectory to trajectory.

The above proposition shows that given the normal at a contour point $x$ of $X$, the direction in which this point will move while dilating with $\mu S$ is given by the vector $N_S^{-1}(N_X(x))$. The direction of these contour point trajectories is thus completely determined by the normal on the original contour (which is a local property). However, how far a point will travel before it is “annihilated” by another contour point travelling in an intersecting direction, is a global property of the original set $X$.

The point where two (or more) contour point traces meet (for equal value of $\rho$) is a singularity point in the contour of $X @ \rho S$. In Fig. 5 the traces along which contour points move while dilating with $\rho S$ is given by the vector $N_S^{-1}(N_X(x))$. The direction of these contour point trajectories is thus completely determined by the normal on the original contour (which is a local property). However, how far a point will travel before it is “annihilated” by another contour point travelling in an intersecting direction, is a global property of the original set $X$.

The point where two (or more) contour point traces meet (for equal value of $\rho$) is a singularity point in the contour of $X @ \rho S$. In Fig. 5 the traces along which contour points move while dilating with a disk shaped structuring element are shown. In addition in the same figure we also indicate the traces of the singularities. Although we do not pursue the issue in this paper any further, we note that the figure indicates that singularity traces are very important in the description of the shape of the original set $X$. A singularity trace only reaches the contour of the original set in case the contour is not differentiable (no unique normal) and locally concave.

Once the trace of a point on the contour of the original set is annihilated by the trace of another contour point (say for dilation size $\rho$), both points no longer influence the dilation for larger sizes of the structuring element.

**Proposition 9:** Let $y$ be a singular point on the contour of $X @ \rho S$ then this point $y$ never is the point-of-contact of a point $x$ on the contour of $X @ \mu S$ with $\mu > \rho$.

**Proof:** Let $\eta = \mu - \rho$ then $X @ \mu S = (X @ \rho S) @ \eta S$. Using the property that $X @ S = (X @ S) @ S$ we have that:

$$X @ \mu S = ((X @ \rho S) @ \eta S) @ \eta S.$$  

Thus for all points $x$ on the contour of $X @ \mu S$ the corresponding point of contact $y$ on the contour of $(X @ \rho S) @ \eta S$, must also be a point on the contour of $X @ \rho S$. Since $X @ \rho S$ is l.s.r. and $(X @ \rho S) @ \eta S$ is u.s.r. the point $y$ has a well defined normal and therefore is not a singular point. QED.

Dilation of a set $X$ with increasingly larger disks is also described by Kimia [15]. The contour of $X @ \rho S$ is described by a parameterization $C_{X,\rho}(s)$ where $s$ is the path length. Kimia introduces the following differential equation, describing how the contour points are moved given an infinitesimal change in the “scale parameter” $\rho$:

$$\frac{\partial}{\partial \rho} C_{X,\rho} = N_{X,\rho}$$

where $N$ is the outward pointing normal. This differential equation describes a dilation with a disk shaped structuring element. Locally we can always chose an extrinsic Euclidean frame to describe the contour as function $F$ of $x$ and $\rho$ (see Fig. 6). Kimia shows that in this frame the above differential equation transforms to:

$$F_x \rho = \frac{F_x F_{xx}}{\sqrt{1 + F_x^2}}.$$  

In Section VII we show that the above differential equation is a special case of the differential equations introduced in this paper (i.e., using a disk shaped structuring element).

V. POINT OF CONTACT AND TRANSPORT IN FUNCTIONS

A. Grey Value Morphology

The erosion of a grey-value image $f$ using structuring function $g$, using $\wedge$ as a shorthand for the infimum operator, is given by:

$$(f \ominus g)(x) = \bigwedge_{y \in \mathbb{R}^n} [f(x + y) - g(y)]. \tag{5}$$

The dilation $f \oplus \bar{g}$ is defined as:

$$(f \oplus \bar{g})(x) = \bigvee_{y \in \mathbb{R}^n} [f(x + y) + g(y)]. \tag{6}$$
TABLE II

<table>
<thead>
<tr>
<th>Name</th>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Translation</td>
<td>( f_{x,y} )</td>
<td>( f_{x,y}(x) = f(x - y) + t )</td>
</tr>
<tr>
<td>Complement</td>
<td>( f^c )</td>
<td>( f^c = -f )</td>
</tr>
<tr>
<td>Transpose</td>
<td>( f^\top )</td>
<td>( f^\top(x) = f(-x) )</td>
</tr>
<tr>
<td>Union</td>
<td>( f \vee g )</td>
<td>( (f \vee g)(x) = f(x) \vee g(x) )</td>
</tr>
<tr>
<td>Intersection</td>
<td>( f \wedge g )</td>
<td>( (f \wedge g)(x) = f(x) \wedge g(x) )</td>
</tr>
<tr>
<td>Dilatation</td>
<td>( f \oplus \rho )</td>
<td>( (f \oplus \rho)(x) = \rho f(x + \rho) )</td>
</tr>
<tr>
<td>Erosion</td>
<td>( f \ominus \rho )</td>
<td>( (f \ominus \rho)(x) = \rho g[x + \rho] )</td>
</tr>
<tr>
<td>Closing</td>
<td>( f \odot g )</td>
<td>( (f \odot g)(x) = f(x) \wedge g(x) )</td>
</tr>
<tr>
<td>Opening</td>
<td>( f \oslash g )</td>
<td>( (f \oslash g)(x) = f(x) \vee g(x) )</td>
</tr>
</tbody>
</table>

*In this table and in the text we use \( f, g \) and \( h \) to denote functions (e.g., \( f : \mathbb{R}^n \rightarrow \mathbb{R} \)) and we use \( x \) and \( y \) to denote a position vector in \( \mathbb{R}^n \), an element from \( \mathbb{R}^{n+1} \) will be denoted as \((x; t)\), where \( x \in \mathbb{R}^n \) and \( t \in \mathbb{R} \).

Fig. 7. Geometrical Construction needed in the proof of Proposition 10.

where \( \vee \) denotes the supremum operator. It should be noted that where in convolution kernels the pixels with value zero do not influence the convolution sum, in structuring function's these pixels have value \(-\infty\). In Table II the definitions of grey-value morphology needed in this paper are summarized.

In Section IV the families of convex sets \( \{P_S\}_{\rho \in \mathbb{R}^+} \) that are closed under dilation were introduced. Evidently this property is also valid for structuring functions. The umbra \( U(f) \) of a function \( f \) is the \((n+1)\)-dimensional set of all points \((x, t)\) under the graph of \( f \):
\[
U(f) = \{(x, t) \mid f(x) \leq t\}
\]
We will call a structuring function \( h \) convex if its umbra \( U(h) \) is convex. Then we have that:
\[
\alpha U(h) \oplus \beta U(h) = (\alpha + \beta) U(h).
\]
It is this property that allows us to define structuring function families that are closed under dilation.

**Definition 6—Structuring Function Families:** Let \( h \) be a convex structuring function, then we define the family of structuring function's \( \{h^\rho\}_{\rho \in \mathbb{R}^+} \) with:
\[
h^\rho(x) = \rho h(x/\rho).
\]

**Proposition 10—Closed under Dilation:** A family of structuring function's \( \{h^\rho\}_{\rho \in \mathbb{R}^+} \) "generated" by the convex function \( h \) is closed under dilation, i.e., \( h^\rho \ominus h^\mu = h^{\rho+\mu} \).

**Proof:** It is easily verified that (see Fig. 7): \( U(h^\rho) = \rho U(h) \), thus for the dilation \( h^\rho \ominus h^\mu \) we have:
\[
U(h^\rho \ominus h^\mu) = U(h^\rho) \ominus U(h^\mu)
\]

Fig. 8. A regular function need not be differentiable.

\[
\begin{align*}
\mathcal{U}(h^\rho) &= \rho U(h) + \mu U(h^\mu) = (\rho + \mu) U(h) &= \mathcal{U}(h^\rho+\mu) \\
&\text{QED.}
\end{align*}
\]

**B. Point of Contact**

All propositions in Section III-A are based on the restriction to regular, strictly convex structuring elements. We start this section by generalizing these restrictions from sets to functions. Note that for functions we use \( \mathcal{B} \) to denote the three-dimensional sphere of radius 1.

**Definition 7—Regular Function:** A function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is called regular if \( \exists \rho > 0 : f = f \circ \rho \mathcal{B} = f \bullet \rho \mathcal{B} \). A function \( f \) for which \( \exists \rho > 0 : f = f \circ \rho \mathcal{B} \) is called lower semiregular. If \( \exists \rho > 0 : f = f \bullet \rho \mathcal{B} \) then \( f \) is called upper semiregular.

Note that a regular function need not be differentiable at all points. The fact that \( f \) is regular implies that the normal on \( U(f) \) is well defined everywhere, but the normal on the function surface can be horizontal. At those points the gradient is not defined (see Fig. 8). Also note when comparing this definition with the definition of regular sets, we have now dropped the compactness requirement.

**Definition 8—Strictly Convex Structuring Functions:** A structuring function \( f \) is strictly convex if its umbra \( U(f) \) is strictly convex.

**Definition 9—Regular, Strictly Convex Structuring Functions:** The class of all regular, strictly convex functions will be denoted as \( \mathcal{G} \).

The following proposition links the normal on the set \( U(f) \) with the gradient of \( f \) according to standard differential geometry.

**Proposition 11:** Let \( f \) be continuous and differentiable at point \( x \) then the normal at point \((x; f(x))\) on \( U(f) \) is given by:
\[
N_U(f)(x; f(x)) = \frac{1}{\sqrt{1 + |\nabla f|^2}}(-\nabla f(x); 1)
\]

**Proof:** The tangent plane at a point \((x; f(x))\) is described by the two direction vectors \((1,0, f_x)\) and \((0,1, f_y)\), with \( f_x = \frac{\partial f}{\partial x} \) and \( f_y = \frac{\partial f}{\partial y} \). The outward pointing normal of this plane is the vector \((-f_x, -f_y, 1)/\sqrt{1 + f_x^2 + f_y^2} \).

Through this link we can generalize all propositions from set domain to the function domain. The proofs of the next three propositions are omitted as they are simple generalizations of the propositions in the set domain. The following proposition is a generalization of Proposition 3.

**Proposition 12:** Let \( g \in \mathcal{G} \) and let \( f \circ g \) be differentiable at point \( x \), then for the point of contact \((y; f(y))\) we have:
\[
N_{U(f \circ g)}(x) = (\nabla g)(x - y).
\]
Equivalently for the erosion (demanding that \( f \odot g \) is differentiable in \( x \)) we have:

\[
(\nabla(f \odot g))(x) = - (\nabla g)(x - y).
\]

The inverse normal function for strictly convex regular structuring element's is replaced with the inverse gradient function. If \( g \in \mathcal{G} \) then \((\nabla g)^{-1}\) exists.

**Proposition 13—Point of Contact:** Let \( g \in \mathcal{G} \) and let \( f \odot g \) be continuous and differentiable at point \( x \), then the point-of-contact \((y; f(y))\) is given by:

\[
y = x - (\nabla g)^{-1}[\nabla(f \odot g)(x)] \\
f(y) = (f \odot g)(x) - g(x - y).
\]

Equivalently for the erosion the point-of-contact is given by:

\[
y = x - (\nabla g)^{-1}[-\nabla(f \odot g)(x)] \\
f(y) = (f \odot g)(x) + g(x - y).
\]

### C. Parallel Normal Transport

Whereas the point-of-contact propositions only demand that \( f \odot g \) (respectively \( f \circ g \)) are continuous and differentiable in \( x \), the generalization of the parallel normal transport proposition requires in addition that the original function \( f \) is continuous and differentiable in the point-of-contact.

**Proposition 14—Parallel Normal Transport:** Let \( g \in \mathcal{G} \) and let \( f \odot g \) be continuous and differentiable at point \( x \), then if \( f \) is continuous and differentiable in the point-of-contact we have:

\[
\nabla(f \odot g)(x) = (\nabla f)[x - (\nabla g)^{-1}[\nabla(f \odot g)(x)]].
\]

Equivalently for the erosion we have:

\[
\nabla(f \odot g)(x) - (\nabla f)[x - (\nabla g)^{-1}[-\nabla(f \odot g)(x)]].
\]

### D. Characterization of Singularities

In all propositions in the previous two sections we have demanded the eroded or dilated function to be differentiable at the point of interest. For the parallel normal transport we have also demanded differentiability at the point of contact of the original function. Note that we have not yet shown that these demands are met anywhere. Conditions allowing us to use these propositions at almost all points are given in this section.

We already indicated that regularity of a function does not imply that the function is differentiable (see Fig. 8). This means that singularities need not coincide with the nondifferentiable points of a function. In this paper we restrict ourselves to Lipschitz functions with the desirable property that they are almost everywhere differentiable (see [16]) and that the derivatives are bounded functions.

**Definition 10—Lipschitz Functions:** A function \( f \) is a member of the class of Lipschitz functions \( \mathcal{L} \) if \( \forall x \neq y: \)

\[
\left|\frac{f(x) - f(y)}{||x - y||}\right| \leq k
\]

where \( k \) is a finite real value.

The Lipschitz condition has a relationship with mathematical morphology through the cone-shaped structuring function.

**Definition 11—Cone Structuring Function:** The cone-shaped structuring function \( \rho_c(x) \) with parameter of width \( \rho \) is defined as:

\[
\rho_c(x) = -\rho ||x||.
\]

The cone function has a few straightforward properties we need in the following propositions:

**Proposition 15—Cones Functions:** The dilation of two cones is equal to the larger of the two: \( \rho_c \odot \rho_c = \rho_c \vee \rho_c \).

Closing an arbitrary function \( f \) with a cone is equal to the dilation of \( f \) with the cone: \( f \circ \rho_c = f \odot \rho_c \).

Opening an arbitrary function \( f \) with a cone is equal to the erosion of \( f \) with the cone: \( f \circ \rho_c = f \odot \rho_c \).

In this paper we need a more precise definition of the Lipschitz condition where we distinguish between upper and lower semi-Lipschitz, in the same way as done for regularity of sets and functions.

**Definition 12—Semi-Lipschitz:** A function \( f \) is called lower-semi-Lipschitz if \( \exists \rho \in \mathbb{R}^+ : f \leq f \odot \rho \). Equivalently, a function \( f \) is upper semi-Lipschitz if \( \exists \rho \in \mathbb{R}^+ : f \geq f \odot \rho \).

**Proposition 16:** A function \( f \) is Lipschitz iff it is both lower semi-Lipschitz as well as upper semi-Lipschitz.

**Proof:** If \( f \) is u.s.l. then:

\[
\exists \rho : f \odot \rho = f.
\]

Let \( k^+ \) be that value of \( \rho \), so we have:

\[
\forall x : f(x) = \bigvee_y [f(y) - k^+ ||x - y||]
\]

or equivalently:

\[
\forall x, y : f(x) \geq f(y) - k^+ ||x - y||
\]

or:

\[
\forall x, y : f(x) - f(y) \geq k^+ ||x - y||
\]

Because \( f \) is also l.s.f. we also have: \( \exists \rho : f \odot \rho = f \). Let \( k^- \) be that value of \( \rho \), then we have:

\[
\forall x, y : f(x) \leq f(y) + k^- ||x - y||
\]

or:

\[
\forall x, y : f(x) - f(y) \leq k^- ||x - y||
\]

Combining (7) and (8) and using \( k = k^+ \vee k^- \) we obtain:

\[
\forall x, y : \frac{f(x) - f(y)}{||x - y||} \leq k.
\]

This is of course equivalent with the Lipschitz condition. QED.

Every Lipschitz function \( f \) is characterized with two scalar values \( f^-_c = \min\{\rho \mid f = f \odot \rho \} \) and \( f^+_c = \min\{\rho \mid f = f \odot \rho \} \).

The importance of Lipschitz functions in mathematical morphology is that the class of Lipschitz functions is closed under erosions and dilations irrespective of the structuring function that is used.
Proposition 17: Let \( f \in \mathcal{L} \) then for any structuring function \( g, f \circledast g \in \mathcal{L} \) and \( f \circledast g \in \mathcal{L} \).

Proof: We only give the proof for the dilation. Obviously if \( f \) is Lipschitz then also \(-f\) is Lipschitz. Thus the duality can be simply used to show that \( f \circledast g \in \mathcal{L} \) if we have shown that \( f \circledast g \in \mathcal{L} \). For the dilation we have:

\[
(f \circledast g) \circledast \varrho c = (f \circledast \varrho c) \circledast g.
\]

Because \( f \in \mathcal{L} \) we have:

\[
\rho \geq f^*_L \cdot f \circledast \varrho c - f
\]

and thus:

\[
\rho \geq f^*_L \cdot (f \circledast g) \circledast \varrho c = (f \circledast \varrho c) \circledast g = f \circledast g
\]

(9)

showing that \( f \circledast g \) is n.s.1.

For the erosion \( (f \circledast g) \circledast \varrho c \) we have:

\[
(f \circledast g) \circledast \varrho c = (f \circledast g) \circledast \varrho c \leq f \circledast g
\]

(10)

where we use Proposition 15 and the antiextensivity of the opening. We also know that in general \( (f \circledast g) \circledast h \geq (f \circledast h) \circledast g \).

This means that:

\[
(f \circledast g) \circledast \varrho c \geq (f \circledast \varrho c) \circledast g.
\]

Because \( f \) is Lipschitz we have:

\[
\rho \geq f^*_E \cdot (f \circledast g) \circledast \varrho c = f
\]

and thus:

\[
\rho \geq f^*_E \cdot (f \circledast g) \circledast \varrho c \geq f \circledast g
\]

combined with (10) this gives:

\[
\rho \geq f^*_E \cdot (f \circledast g) \circledast \varrho c = f \circledast g
\]

With (9) we have:

\[
\rho \geq (f^*_E \vee f^*_L) \cdot (f \circledast g) \circledast \varrho c = (f \circledast g) \circledast \varrho c = f \circledast g
\]

showing that \( f \circledast g \) is Lipschitz. QED.

The fact that the class of Lipschitz functions is invariant under morphological operations (erosions and dilations) and the fact that Lipschitz functions are differentiable almost everywhere, assures us that the point-of-contact propositions from the previous section can be used almost everywhere.

In Section III-C we have shown that when we dilate a set \( X \) with a structuring element \( S \in \mathcal{S} \) the resulting set is lower semiregular, indicating that the singularities are pointing inwards. Equivalently we have shown that erosion of a set \( X \) results in an upper semiregular set, with the singularities pointing outwards. These results are easily generalized to the function domain:

Proposition 18: Let \( f \) be a Lipschitz function and let \( g \in \mathcal{G} \) then \( f \circledast g \) is lower semiregular, and \( f \circledast g \) is upper semiregular.

Proof: The proof of this proposition is a complete analogy of the proof of Proposition 6. QED.

We see that dilation introduces only downwards pointing singularities and erosion introduces only upwards pointing singularities. The class of all lower semi-regular Lipschitz functions is denoted as \( \mathcal{L}_l \), equivalently \( \mathcal{L}_u \) denotes the class of all upper semiregular Lipschitz functions.

The Lipschitz condition assures us that the eroded and dilated functions are almost everywhere differentiable (allowing us to use the point-of-contact propositions), and the above proposition shows that all nondifferentiable points are upwards respectively downwards pointing singularities (if we started with a lower semiregular respectively upper semiregular function).

VI. THE EVOLUTION OF IMAGES: MORPHOLOGICAL PROPAGATORS

In this section we derive the differential equations, describing the changes in a function \( f \) when dilating or eroding \( f \) with a family of increasingly larger structuring function's \( g^p \in \mathcal{G} \). We define the scale-functions \( F^\oplus \) and \( F^\ominus \):

\[
F^\oplus(x, \rho) = (f \circledast g^p)(x)
\]

\[
F^\ominus(x, \rho) = (f \circledast g^p)(x)
\]

If \( F^\oplus \) and \( F^\ominus \) are the solutions of differential equations, then obviously they cannot be "classical solutions" because the erosion and dilation are not differentiable everywhere (the singular points being the exceptions). Such "almost-everywhere-solutions" are called solutions in the distribution sense (see Lax [17]) or weak solutions (see Smoller [18]).

In the previous paragraph we have introduced the collection \( \mathcal{G} \) of regular, strictly convex structuring functions. For a structuring function \( g \in \mathcal{G} \) we know that \( (\nabla g)^{-1} \) exists but furthermore:

Proposition 19: Let \( g \in \mathcal{G} \) then:

\[
(\nabla g^p)^{-1} = \rho(\nabla g)^{-1}.
\]

Proof: Let \( h(x) = g^p(x) \) i.e., \( h(x) = \rho g(x/\rho) \). Thus \( \nabla h(x) = (\nabla g^p)(x) = \nabla g(x/\rho) \). Let \( y = \nabla g^p(x) \) then \( x = (\nabla g^p)^{-1}(y) \), but also \( y = \nabla g(x/\rho) \) thus \( x/\rho = (\nabla g)^{-1}(y) \) or \( x = \rho(\nabla g)^{-1}(y) \). Therefore: \( (\nabla g^p)^{-1} = \rho(\nabla g)^{-1} \). QED.

Proposition 20: Let \( f \in \mathcal{L}_l \) and \( g \in \mathcal{G} \) then the function

\[
F^\ominus(x, \rho) = (f \circledast g^p)(x)
\]

is a weak solution of the differential equation:

\[
F^\ominus(\rho) = -(\nabla g)^{-1}(\nabla F^\ominus) \cdot \nabla F^\ominus + g((\nabla g)^{-1}(\nabla F^\ominus))
\]

with initial data \( F^\ominus(x, 0) = f(x) \).

Let \( f \in \mathcal{L}_u \) and \( g \in \mathcal{G} \) then the function

\[
F^\oplus(x, \rho) = (f \circledast g^p)(x)
\]

is a weak solution of the differential equation:

\[
F^\oplus(\rho) = -(\nabla g)^{-1}(\nabla F^\oplus) \cdot \nabla F^\oplus - g((\nabla g)^{-1}(\nabla F^\oplus))
\]

with initial data \( F^\oplus(x, 0) = f(x) \).
Proof. We start with the result from Proposition 13 using $h = f \oplus g^p$:

\[
h(x - (\nabla g^p)^{-1}(\nabla (h \oplus g^p)(x)))
\]

\[
= (h \oplus g^p)(x) - g^p((\nabla g^p)^{-1}(\nabla (h \oplus g^p)(x))).
\]

Note that this equation is valid almost everywhere because $f \in L_1$ and $g \in \mathcal{G}$. Now let $F(x, \rho) = h(x) = (f \oplus g)(x)$ then 

\[
(h \oplus g^p)(x) = (f \oplus g^p + \rho)(x) = F^\oplus(x, \rho + \rho),
\]

then we can rewrite the above expression as:

\[
F^\oplus(x - (\nabla g^p)^{-1}(\nabla F^\oplus(x, \rho + \rho)), \rho)
\]

\[
= F^\oplus(x, \rho + \rho) - g^p((\nabla g^p)^{-1}(\nabla F^\oplus(x, \rho + \rho))).
\]

Definition 6 states that $g^p(x) = dpg(x/dp)$. Proposition 19 states that $(\nabla g^p)^{-1} = dp(\nabla g)^{-1}$. Using the Taylor series of a function (and neglecting second and higher order terms):

\[
F^\oplus(x + dx, \rho) = F^\oplus(x, \rho) + dx \cdot \nabla F^\oplus(x, \rho)
\]

we can rewrite (11) (omitting all arguments $(x, \rho)$ of the function $F$):

\[
F^\oplus - \rho \nabla g \cdot F^\oplus \cdot \nabla F^\oplus
\]

\[
= F^\oplus + \rho \nabla F^\oplus - \rho g \nabla (\nabla g)^{-1}(\nabla F^\oplus).
\]

Rewriting and division by $\rho$ gives:

\[
F^\oplus = \nabla (\nabla g)^{-1}(\nabla F^\oplus) \cdot \nabla F^\oplus + g(\nabla (\nabla g)^{-1}(\nabla F^\oplus)).
\]

Using the duality between erosion and dilation (which amounts to the replacement of $F^\oplus$ with $-F^\ominus$) proves the second part of the proposition.

QED.

VII. Two Examples

This section uses two specific structuring functions to illustrate the differential equations derived in the previous section. First consider the spherically-shaped function $b(x)$:

\[
b(x) = \begin{cases} 
1 & \text{if } ||x|| \leq 1 \\
\infty & \text{if } ||x|| > 1.
\end{cases}
\]

Note that $b \in \mathcal{G}$ and that $b$ has a compact support. The gradient in the interval $||x|| < 1$ is given by:

\[
\nabla b(x) = -\frac{x}{\sqrt{1 - ||x||^2}}
\]

with “inverse gradient”:

\[
(\nabla b)^{-1}(x) = -\frac{x}{\sqrt{1 + ||x||^2}}.
\]

Now define $F^\oplus = (f \oplus b^p)(x)$. Using the propositions from the previous section we can determine the differential equation's for which these functions are the weak solution. The dilation $F^\oplus$ satisfies

\[
F^\oplus = \sqrt{1 + ||\nabla F^\ominus||^2}
\]

as well as:

\[
(\nabla F^\oplus)^p = \frac{(\nabla \nabla^T F^\ominus) \nabla F^\ominus}{\sqrt{1 + ||\nabla F^\ominus||^2}}.
\]

The spherical structuring element is used by Kimia [15] to dilate 2-D objects. Kimia derived the following differential equation (see Section IV):

\[
F^\oplus_{xp} = \frac{F^\oplus_{xx} F^\ominus_{xp} - F^\ominus_{xx} F^\oplus_{xp}}{\sqrt{1 + (F^\ominus_{xp})^2}}.
\]

Proof: The parallel normal transport proposition (Proposition 14) stated:

\[
\nabla (h \oplus g^p)(x) = \nabla F^\ominus(x - (\nabla g^p)^{-1}(\nabla (f \oplus g)(x))).
\]

Using $h(x) = F^\ominus(x, \rho) - (f \oplus g)(x)$ we can rewrite this as:

\[
\nabla F^\ominus(x, \rho + \rho) = \nabla F^\ominus(x - (\nabla g^p)^{-1}(\nabla F^\ominus(x, \rho + \rho))).
\]

Note that in this case $\nabla F^\ominus$ is a vector function and the Taylor expansion to be used is:

\[
\nabla F^\ominus(x + dx, \rho) - \nabla F^\ominus(x, \rho) = (\nabla \nabla^T F^\ominus)dx.
\]

Using this expansion we obtain (again omitting all arguments $(x, \rho)$):

\[
\nabla F^\ominus + \rho(\nabla F^\ominus)^p = \nabla F^\ominus - \rho(\nabla \nabla^T F^\ominus)(\nabla g)^{-1}(\nabla F^\ominus).
\]

Subtracting $\nabla F^\ominus$ from both sides and dividing by $\rho$ we arrive at:

\[
(\nabla F^\ominus)^p = -(\nabla \nabla^T F^\ominus)(\nabla g)^{-1}(\nabla F^\ominus).
\]

Using the duality between the erosion and dilation the second part of this proposition easily follows from the above. QED.
Note that this differential equation is the simplification of (12) for a one-dimensional function.

In the second example we consider the important class of Quadratic Structuring Functions. The QSF’s are important from a practical point of view because the parabolic QSF $q(x) = -||x||^2/4$ is the unique structuring function that can be separated by dimension. Defining $F^Q(x, \rho) = (f \ast g^\rho)(x)$, this function satisfies:

$$F^Q_{\rho} - \|\nabla F^Q\|^2$$

and

$$(\nabla F^Q)_{\rho} = 2(\nabla \nabla^T F^Q) \nabla F^Q.$$ 

VIII. SUMMARY AND DISCUSSION

In this paper we have introduced the differential equations that are solved using morphological propagators. The class of nonlinear differential equations bears great resemblance with the Burgers equation governing the propagation of (shock) waves [19] (see [20]). Indeed the geometrical construction used by Burgers to solve “his” equation would nowadays be called a dilation.

Where Do Points Go? In Section IV we have shown that given the normal at a point on the contour of a set, we can determine the direction in which this point will move when dilating with increasingly larger structuring elements. To be able to do so, the structuring element must have a well-defined and unique normal at each point of its contour. Although we know the direction in which the point will move, we do not know how far it will move, before it is annihilated by another point moving in an intersecting direction.

The point-of-contact propositions from Section IV not only allow us to look forward, but given the normal at a contour point of the dilated set we can also calculate where that point came from (its point-of-contact on the original contour).

Algorithmic Consequences: The point-of-contact propositions give a theoretical foundation for the grass fire implementation of the repeated dilation, erosion [21] and skeleton [22]. These algorithms store the coordinates on the contour in a list. When dilating the object only the points on the list have to be processed. The point-of-contact propositions state that we only have to dilate a point in the direction in which that point will move. For discrete images we have to consider a cone of directions in which to dilate the point. This is necessary because the normal can not be accurately determined in a small neighborhood (say $3 \times 3$), secondly the contour itself is also discretized, and thirdly the set to be dilated may not have a unique normal. The worst case is a set containing only one point necessitating the dilation with the entire structuring element.

Construction of the Scale Function: The key notion in this paper is the scale function $F(x, \rho)$ and how it is derived from the image. Given the image $f(x)$, there is not just one unique $F(x, \rho)$, but its shape depends on the structuring elements with which the image is transformed. We demand that structuring functions are members of a family generated by a convex function.

Such a family is closed under dilation. An important example is the family of the parabolic or quadratic structuring functions. The members of a structuring function family are characterized with one scale parameter $\rho$. For a parabolic function the value of $\rho$ corresponds with the width of the parabola. For very narrow parabolas the scale parameter is close to 0. In fact, if the scale $\rho = 0$, the structuring function reduces to a delta needle and $f'(x, 0) = f(x)$. For members with a wide range the scale parameter is high.

The erosion scale function $F^E(x, \rho)$ is obtained by eroding the original image $f$ with structuring function $g^\rho$: $F^E(x, \rho) = (f \circ g^\rho)(x)$. The dilation scale function $F^D(x, \rho)$ is obtained by: $F^D(x, \rho) = (f \ast g^\rho)(x)$. Whereas the scale function obtained with Gaussian convolution treats object (light blobs) and background (dark blobs) alike, with the morphological scale functions we are able to make a distinction between the two.

For increasing values of $\rho$ the scale in the resulting image, (either $F^D$ or $F^E$) decreases as the original image $f$ is processed with a structuring function with increasing size. So, $F^D$ and $F^E$ are two sequences of images each derived from the original image and ordered with respect to their internal scale.

Differentially Computable: The sequence $F^D$ is not just computable from the original image $(F^D(x, \rho) = (f \circ g^\rho)(x))$, but also from the previous entry in the scale sequence: $F^D(x, \rho) = (f \circ g^{\rho-d\rho}) \circ g^{\rho}$. This property is also valid for the scale sequence obtained by erosion. In conclusion, the scale sequences are differentially computable just as the Gaussian scale space is in the linear case.

The Way Function Values Evolve: Proposition 13 indicates how a specific configuration of $f(x)$ will develop under dilation with a structuring function $g^\rho$. Proposition 13 can be interpreted as follows: where a function value $f(x)$ at point $x$ is touched by a structuring function $g^\rho$ it causes another point $y$ to assume a value $f(y)$. All values $f(y)$ together form $F(x, \rho)$.

Some points $x$ in $f(x)$ have function values that cannot be reached by $g^\rho$. They do not lead to a new point in $F(x, \rho)$. In other words, $x$ does not develop at scale $\rho$. Such a point forms a singularity of scale $\rho$. We show in this paper that such singularities always point downwards for dilation (upwards for an erosion) for any structuring function $g^\rho \in G$.

The transport of a function value also holds when the initial image is not $f(x)$ but another entry in $F(x, \rho)$. From the differential computability forming $F(x, \rho)$ in small steps with structuring function $g^{\rho}$, a trace can be formed starting at $f(x)$ and following the function values induced by $f(x)$ over $\rho$. The same can be done by following the location of the trace of singularities over scale, which appears to be an important notion in the characterization of $f(x)$.

In this regard the singularity trace takes the position of the traces of the minima and maxima in linear Gaussian scale space. The latter evolve over scale until a minimum merges into a maximum. In the dilation scale function, $F^D(x, \rho)$, the local maxima do not move however. We conjecture that the
singularities always move to the local, nonsingular maxima to disappear there. The evolution of a regular point over scale is different from the linear Gaussian scale space. Here a point is generated by the value of one precisely known and unique other point. In Gaussian scale space the function value is the sum of all surrounding values weighted by the Gaussian blur.

**Dilation and Erosion Scale-Space:** Up to this point, $F(x, \rho)$ is introduced as a scale function. For $F'(x, \rho)$ to be a scale space the evolution over the scale should be governed by a differential equation that in addition obeys the maximum principle. The differential equation depends on the shape of the structuring function $g$. The differential equation in its most general form is given in Propositions 20 and 21.

It is required that the inverse gradient function $(\nabla g)^{-1}$ exists. This requirement guarantees that differentiable points on the dilated surface can be uniquely traced back to the original contour. The requirement in this form excludes “flat” structuring functions. Because of the flat shape the normal is not unique, and therefore the dilation cannot be traced back.

However, the possibility to trace a point back over scale, is not necessary for a differential equation to exist. This is shown by Brockett and Maragos [4] who have derived the partial differential equations solved with morphological erosions and dilations with respect to specific structuring functions.

In a sequel paper [23] it will be shown that the right hand side in the differential equation:

$$F_{\rho}^{\oplus} = -(\nabla g)^{-1}(\nabla F^{\oplus}) \cdot \nabla F^{\oplus} + g((\nabla g)^{-1}(\nabla F^{\oplus}))$$

equals the Legendre transform of the strictly convex function $g$. For convex functions that are not strictly convex, the Legendre transform can be generalized in order to derive the differential equation's solved with erosions/dilations with respect to flat structuring functions. This result shows that the analysis in this paper can be easily generalized to flat structuring functions.

**Maximum Principle:** We conjecture that the differential equations governing the functions $F(x, \rho)$ satisfy a maximum principle. For the two examples given in Section VII this conjecture is easily verified because for the dilation with the parabolic structuring function we have calculated:

$$F_{\rho}^{\oplus} = \| \nabla F^{\oplus} \|^2$$

showing that $F^{\oplus}$ only increases with increasing scale. The consequence of the maximum principle will be that the singularity traces with increasing scale will never split into two. In contrast with the Gaussian scale space, singularity traces may start at scale unequal zero. This is equivalent with the fact that skeleton branches do not need to start at the boundary of a set.

In Fig. 9 an example of a singularity trace through the dilation scale-space is shown. The singularities at each scale level are superimposed on the original image (the singularities are drawn 3 pixels thick so that they become clearly visible). Note that the thin leg of the chair (designed by G. T. Rietveld) only shows up at lower scales, it completely disappears at higher scales.

It is our belief that the results presented in this paper barely scratch the surface of the possible integration of differential analysis (including differential geometry) with mathematical morphology. It is our hope that the equivalence between Gaussian scale-space theory and morphological scale-space can be extended even further.
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