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ABSTRACT: To obtain direct measurements of the muon content of extensive air showers with energy above $10^{16.5}$ eV, the Pierre Auger Observatory is currently being equipped with an underground muon detector (UMD), consisting of 219 $10\text{m}^2$-modules, each segmented into 64 scintillators coupled to silicon photomultipliers (SiPMs). Direct access to the shower muon content allows for the study of both of the composition of primary cosmic rays and of high-energy hadronic interactions in the forward direction. As the muon density can vary between tens of muons per $\text{m}^2$ close to the intersection of the shower axis with the ground to much less than one per $\text{m}^2$ when far away, the necessary broad dynamic range is achieved by the simultaneous implementation of two acquisition modes in the read-out electronics: the binary mode, tuned to count single muons, and the ADC mode, suited to measure a high number of them. In this work, we present the end-to-end calibration of the muon detector modules: first, the SiPMs are calibrated by means of the binary channel, and then, the ADC channel is calibrated using atmospheric muons, detected in parallel to the shower data acquisition. The laboratory and field measurements performed to develop the implementation of the full calibration chain of both binary and ADC channels are presented and discussed. The calibration procedure is reliable to work with the high amount of channels in the UMD, which will be operated continuously, in changing environmental conditions, for several years.
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1 Introduction

Many questions remain open concerning the origin of high- and ultra-high-energy cosmic rays. Due to their low flux, cosmic rays with energy above $10^{15}$ eV can only be indirectly detected by measuring extensive air showers produced when they interact with molecules in the Earth’s atmosphere. Therefore, the nature of each primary cosmic ray, or the composition of their global flux, is difficult to determine, hindering the full understanding of data. However, the total number of muons produced in air showers scales with the mass number of the primary particle. Direct measurements of these muons are thus optimal to understand the chemical composition of primary cosmic rays.

The aim of the Pierre Auger Observatory [1], located near the town of Malargüe in Argentina, is to measure cosmic rays with energies above $10^{17}$ eV. A hybrid technique is employed to do so, in which a fluorescence detector (FD) and a surface detector (SD) are used in combination to detect extensive air showers. The FD is composed of 27 fluorescence telescopes distributed at four sites at the edge of the SD. The SD consists of an array of 1600 water-Cherenkov detectors (WCDs) with a 1500 m spacing (SD-1500), covering a total area of 3000 km$^2$, and a denser array of 71 WCDs over 28 km$^2$ with a 750 m spacing (SD-750). More recently, the SD energy threshold has been extended down to $10^{16.5}$ eV thanks to the installation of an even denser array of about 2 km$^2$ in which detectors are spaced by 433 m (SD-433).

To provide a direct measurement of the muon content in air showers, an underground muon detector (UMD) [2, 3] is being deployed at the Auger site. The UMD will consist of an array of 219 scintillator modules co-located at 73 positions: 61 positions of the SD-750, forming a compact hexagon, and at each position of the SD-433. At a distance of at least 7 m from the WCD, three 10 m$^2$ scintillation modules are buried at a depth of 2.3 m. The separation from the surface detector guarantees that even particles with zenith angles up to 45° hit the scintillators without passing through the WCD while probing the same shower density. The chosen depth, which corresponds to...
540 g/cm² of overburden as determined by the local soil density, ensures that the electromagnetic component of extensive air showers is largely absorbed while vertical muons with energy $\geq 1$ GeV can reach the buried detectors. Each underground module is segmented into 64 plastic-scintillation strips of 400 cm x 1 cm x 4 cm with embedded wavelength-shifting optical fibers coupled to an array of 64 silicon photomultipliers (SiPMs) [4, 5], Hamamatsu S13361-2050.

The acquisition of the UMD data is performed in slave-mode, this is, only when triggered by the associated SD stations. The shower geometry (arrival direction and intersection of the shower axis with the ground) and the energy are reconstructed with data from the WCDs alone by analyzing the signal as a function of their transverse distance to the shower axis [6]. The number of muons at the ground is, on the other hand, reconstructed with the UMD data separately. A global estimator of the shower muon density is obtained by reconstructing the muon lateral distribution [7] from all UMD stations and obtaining its value at 450 m (the distance at which fluctuations of signals in individual showers measured with the SD-750 array are minimized with respect to an average lateral distribution). In a previous work, using data of the UMD engineering array, we confirmed that the number of muons in data is larger than those expected from Monte-Carlo simulations of showers between $10^{17.5}$ eV and $10^{18}$ eV, as reported by other experiments [8, 9], which shows that the models used in simulations do not describe accurately the high energy hadronic interactions in the forward direction. After the engineering-array phase, modifications in the design were implemented to optimize the detector performance based on the experience gained with the operation of prototypes. In particular, photomultiplier-tubes were replaced with SiPMs to improve the detection efficiency, and upgraded electronics with an additional acquisition mode to extend the dynamic range were implemented [10].

A key element for the reconstruction of the lateral distribution function is the conversion of UMD signals in units of muons, which relies on the calibration described in this work. The density of muons at the ground depends on the energy, primary composition, zenith angle, and distance from the shower core: it can vary between tens of muons per m² close to the core to much less than one per m² when far away. Therefore, the UMD needs to work efficiently in a broad dynamic range and, to achieve this, two complementary working modes are implemented: one, dubbed *binary*, is tuned to count single muons, the other, named *ADC*, is devoted to measuring a high number of them. We describe in detail these two modes in section 2, where we also discuss how the signal acquired in both modes correlates.

The way to convert raw signals into a number of muons is different for the two acquisition modes. In the binary mode, the identification of particles crossing the detector relies on its segmentation, and the number of muons is determined by counting signals, segment-by-segment, with an amplitude higher than a given threshold. In contrast, the ADC mode relies on the determination of the charge of all segments simultaneously, converted afterward to a number of muons through the average charge of the signal produced by a single muon. The calibration methods for the two modes are explained in sections 3 and 4, respectively. Finally, we summarize and conclude in section 5.

### 2 Electronics features of the underground muon detector

The UMD electronics consist, basically, of: (i) an array of SiPM with its read-out system, (ii) a Field-Programmable Gate Array (FPGA) that houses the acquisition logic and a soft-core for
data transmission and slow control, and (iii) an interface for the WCD trigger, monitoring data, and communications. Working as a slave-detector, the event acquisition in the UMD stations is governed by that of the SD, whose trigger chain has different levels [11], being the first (T1) and second (T2) ones formed locally at each WCD. The averaged rate of T1s and T2s is 100 and 20 triggers per second, respectively. The buried scintillators are synchronized at the first-level trigger: when such a condition is met, the WCD sends a signal with a timestamp to all the underground detector modules associated with it. Upon the arrival of such a signal, the traces of both, binary and ADC, acquisition modes, as well as the timestamp of the trigger, are stored in an internal memory that can accommodate data up to 2048 triggers. Therefore, the rate of triggers determines that, at each position, the data are retrievable up to about 20 s after its occurrence. Most of the T1s in the WCD are triggered by background muons and, as such, uncorrelated among the array. On the other hand, all WCDs passing the second-level triggers send their timestamp to a central data acquisition server to form a global shower-trigger that initiates the data acquisition from the array for permanent storage. When a shower trigger takes place, all first- and second-level triggers from the WCDs, along with the muon detector traces, are sent to the central data acquisition server.

A broad dynamic range is attained by the implementation of two acquisition modes, binary and ADC, which work simultaneously. The binary mode benefits from the detector segmentation: muons can be directly counted as pulses above a certain threshold. This mode is very robust since it neither relies on deconvoluting the total number of particles from a single integrated-signal, nor on the precise optical device gain or its fluctuations, and is almost completely independent of the hitting position of the particle on the scintillator strip and the corresponding light attenuation through the fiber. Another advantage is that it does not require a thick scintillator to control Poissonian fluctuations in the number of photons per impinging muon. Nevertheless, the binary acquisition mode is limited by the segmentation itself: two muons arriving at the same strip simultaneously will be indistinguishable and, therefore, only counted once. This feature is known as pile-up effect. As far as strips with a simultaneous signal are less than the segmentation, the pile-up effect can be statistically treated and corrected [12], but as soon as the 64 strips in a given module have signal at the same time, the correction is no longer feasible and the binary mode is saturated. If the pile-up effect might produce under-counting, knock-on electrons from the soil or inclined muons might produce signals in two neighboring strips resulting in an over-count of particles as well as an increased probability of saturating the detector. Therefore, the binary mode is limited in the number of muons that can be detected at the same time, which translates into a limit in the distance to the shower core that can be probed with it. Furthermore, since the fluctuations in the number of hit segments depend on the number of impinging particles, the resolution of the binary mode worsen when measuring closer to the shower core.

The ADC mode extends the saturation point of the detector: it is well-suited to measure a higher number of particles using the integrated signals of all 64 strips as a single measurement of the total charge in the module. Contrary to the binary acquisition mode for which fluctuations grow with the number of impinging particles, the fluctuations in the ADC mode decrease with the number of detected muons. However, since it relies on estimating the number of particles from an integrated signal in terms of an average charge, the signal fluctuations are propagated to uncertainties in the estimation of the number of muons. The resolution of the ADC channel is
60% for single-muon signals and decreases inversely to the square root of the number of particles; it reaches 10% at a few tens of muons where it matches the resolution of the binary mode. At higher muon numbers, the ADC mode has significantly better resolution than the binary mode, allowing for measurements of particle densities closer to the core with improved precision. In the binary acquisition mode, the 64 SiPM signals are handled independently through a pre-amplifier, fast-shaper, and a discriminator, built within each channel of two 32-channel Application-Specific Integrated Circuits (ASICs). The discriminator signal is sampled at 320 MHz (3.125 ns sample time) by the FPGA into 64 traces of 2048 bits. In each trace, a “1”-bit results if the fast-shaper output is above a fixed discriminator threshold, and a “0”-bit otherwise. As explained in section 3, this threshold is defined to significantly reject the SiPM noise while preserving a high detection efficiency.

In the ADC acquisition mode the 64 SiPM signals are added up analogically and the result is amplified with low- and high-gain amplifiers with a ratio of about 4 in the amplification factor. The low-gain channel extends the dynamic range of the UMD to measure a higher number of muons when the binary mode is saturated. The high-gain channel, initially conceived to work in an intermediate range of muon numbers, resulted to perform similarly to the binary channel. The amplifier outputs are sampled at 160 MHz (6.25 ns sample time) with two 14-bit Analog-to-Digital Converters (ADCs) resulting in two waveforms of 1024 samples. A schema of the read-out electronics is shown in the upper panel of figure 1. In the lower panel, we show, from top to bottom, how the SiPM (a), the binary channel (b), and the ADC channel (c) respond to a simulated single muon.

As the signal processing in binary and ADC modes is performed with different sets of electronics, differences in the response to the same physical event are expected. The different architectures introduce, in particular, different read-out delays, so that the start time of the signals in binary and ADC channels do not coincide: as one can see in the lower panel of figure 1, the start-time of the ADC trace is delayed with respect to the binary one. Nevertheless, as we shall shortly see in the following, this time shift is very-well defined, stable in time, and uniform across the different electronics.

To study in detail how the two electronics relate one to another, we assembled in the laboratory a scintillator strip, identical to those used in the UMD, with an optical fiber coupled to a standard SiPM and read-out electronics, and a muon telescope movable at different positions along the scintillator strip. The muon telescope consists of two scintillator segments of 4 cm × 4 cm × 1 cm, with a SiPM coupled to each segment. A schema of the setup is presented in the upper panel of figure 2. When a muon impinges on the telescope, the SiPM signals are correlated with an AND gate to inject a trigger signal in the UMD electronics. The muon also produces a signal in the scintillator strip: a sequence of positive samples in the binary mode and a waveform in the ADC mode is then obtained.

The signals read by the SiPM depend on the optical-fiber length between the SiPM and the position where the muon impinges on the scintillator. To characterize these signals, we measure 20000 muons produced at different positions on the scintillator strip, corresponding to lengths between 1 m and 4.5 m, in intervals of 0.5 m. The average of these signals for each length is displayed in the bottom-left panel of figure 2. For the binary mode, each of the 2048-bit traces is summed and normalized to the total number of events (solid-blue curves and left y-axis) resulting
Figure 1. (Top) Schematics of the UMD electronics. (Bottom-a) Simulated SiPM response to a single-muon signal. (Bottom-b) Simulation of the binary mode response to the simulated muon. The discriminator pulse is re-scaled for illustration. (Bottom-c) Simulation of the ADC mode processing. The two ADC outputs (low- and high-gains) are shown.

In a histogram whose peaks correspond to the most probable bit to have a “1”. For the ADC high-(long-dashed-orange curves) and low-gain (short-dashed-red curves) modes, the traces are averaged resulting in the mean waveform (right y-axis) of the muon signal. In both cases, we indicate the curves corresponding to the measurements at 1 m and 4.5 m. The general time shift between the ADC and the binary channels, introduced by different time response of the electronics, is apparent.

In the bottom-left panel of figure 2, two optical-fiber effects can be inferred. The light produced after a muon impinges on the scintillator strip is attenuated in the optical fiber and loses intensity as it propagates to the SiPM: the histogram peak of the binary channel and the maximum of the ADC waveform decrease as a function of the optical-fiber length. In addition, photons produced at different positions of the strip arrive at the SiPM at different times due to the delay introduced by the photon propagation in the optical fiber: the time of the histogram and waveform maximums is shifted when measuring at different positions on the strips. To better illustrate this fact, we present
in the bottom-right panel of figure 2 the mean start time of the binary channel as a function of the optical-fiber length (blue triangles). We define the start time of each individual trace as the time where the first “1” in the trace is found. The slope of this curve corresponds to the signal speed in the optical fiber, which we estimated, by fitting the data, to be (5.67 ± 0.05) ns/m, about 1/0.6c. This indicates that the photons in the optical fiber propagate at about 60% of the speed of light in the vacuum.\footnote{Due to the refractive index of the material \((n = 1.60)\), the speed of light in the core of the optical fiber is 62.5% of the speed in the vacuum. However, the speed of the signal is a convolution of the effect from the refractive index of the material and the path the photons follow when propagating due to total internal reflection in the fiber cladding. The selected fiber for the UMD is the Saint-Gobain BCF-99-29AMC.}

Finally, we show in the bottom-right panel of figure 2 the mean shift, \(\langle \Delta t \rangle\), between the start times of the binary and ADC channels (black circles); the time shift was calculated event by event, and only averaged values are shown. The ADC start time is defined as the time at which the signal is five standard deviations above the baseline. We obtained that the time shift between channels is constant and does not depend on the position where the muon impinges on the scintillator strip. We also show the mean time shift calculated with data taken with a module deployed in the field (red square), as an example. In this case, as it is not possible to identify the position on the strip where the muons impinge on the scintillator, we assume the average optical-fiber length corresponding to the center of the module. The data from the field are well-matched with those taken in the laboratory. For completeness, the mean start times of the ADC channel, minus \(\langle \Delta t \rangle\), are shown as red triangles in the panel above, to illustrate their consistency with the start times of the binary. As it will be explained in section 4, characterizing the signal start time and the time shift between the channels constitutes a key point in the calibration of the ADC.
SiPM calibration and setup of the binary acquisition mode

Each SiPM of the UMD is an array of 1584 avalanche photo-diodes (also referred to as cells) operated in Geiger mode; the cells are distributed over an area of $2 \times 2 \text{mm}^2$. To set up the SiPM, a reverse bias voltage across the SiPM terminals ($V_{\text{bias}}$) needs to be set. The minimum voltage for SiPMs to function corresponds to the breakdown voltage of the silicon junctions ($V_{\text{br}}$). Then, the SiPM gain, noise and efficiency are proportional to the difference between $V_{\text{bias}}$ and $V_{\text{br}}$, commonly referred as over-voltage ($V_{\text{ov}}$). When $V_{\text{ov}} > 0$, photons absorbed in the silicon produce electron-hole pairs, which trigger a diverging avalanche of carriers. Regardless of the number of photons impinging on a cell, this avalanche results always in the same macroscopic current, which only depends on the SiPM gain. Therefore, at the SiPM output, the signal amplitude and charge are proportional to $V_{\text{ov}}$ and to the number of triggered cells, which we refer to as photo-equivalents (PE). Furthermore, since signal fluctuations are rather small, the amplitude (and charge) distributions for each number of PE are distinguishable one from another, making it possible to identify the number of PE in individual signals.

The noise in SiPMs is mainly caused by spurious pulses produced in absence of light. In silicon, there is a probability for carriers to be generated by thermal agitation; if an electron-hole pair is produced inside the active region of a cell, an avalanche may be initiated. We refer to the pulses that are not originated by incident radiation as dark counts. Furthermore, optical cross-talk between cells may occur when electrons are recombined during the avalanche emitting photons [13]. These may escape from the triggered cell and hit neighbor cells producing simultaneous avalanches. As a result, an output of several PEs may be obtained, despite having only one cell triggered by incident radiation or thermal noise. In SiPMs, the dark-count rate and cross-talk probability are increasing function of the $V_{\text{ov}}$ and of the temperature\(^2\) [13, 14].

The purpose of the SiPM calibration in the UMD is to equalize the gain (hence $V_{\text{ov}} = V_{\text{bias}} - V_{\text{br}}$) of the 64 devices in each 10 m\(^2\) unit to achieve a uniform response in each scintillator module and, therefore, in the full UMD array. As $V_{\text{br}}$ varies from one SiPM to another, the first step of the calibration is to determine the $V_{\text{br}}$ of each. To this aim, we first measure the dark-count rates with different $V_{\text{bias}}$. At each $V_{\text{bias}}$, we vary the discriminator threshold of the binary channel, using a 10-bit digital-to-analog converter (DAC) integrated into the ASICs, and we count the number of SiPM signals per second above each threshold level. The measurements are performed at a reference temperature of 25\(^\circ\)C. As an example, we show in the top panel of figure 3 the dark counts per second (cps) as a function of the discriminator threshold for one SiPM measured with different $V_{\text{bias}}$, in which different plateaus can be clearly identified. The width of the plateau is related to the separation in amplitude between two consecutive integer numbers of PEs and corresponds to the transition between these signals.

Since the amplitude fluctuation of signals with a certain number of PEs is small, the rate of events varies slowly when the discriminator threshold is moved far from the mean signal amplitude. In contrast, when the discriminator threshold is near to the mean amplitude of the signal, the number of events changes rapidly and a transition between plateaus is observed. The first plateau corresponds to the transition between the baseline and 1 PE signals, the second to the transition

\(^2\)The direct dependency of the cross-talk probability with the temperature is rather weak, if any, compared to most of the parameters in SiPMs.
Figure 3. (Top) Dark-counts per second (cps) as a function of the discriminator threshold at different $V_{\text{bias}}$ for an individual SiPM. The dark-count rates and PE amplitudes shift towards higher values when rising the $V_{\text{bias}}$. In the inset, we show one curve at the middle of the displayed range in the main plot and its derivative fitted with a Gaussian distribution to obtain the corresponding PE amplitude. (Bottom-left) $V_{\text{br}}$ determination for this specific SiPM. The linear extrapolation to 0 amplitude yields the value of $V_{\text{br}}$. (Bottom-right) Dark-count rate (red squares) and cross-talk probability (black dots) as a function of the $V_{\text{bias}}$.

between 1 and 2 PE signals, etc. The 1 PE signal amplitude, which depends on $V_{\text{bias}}$, can be easily identified in the middle between the first and second plateau. The sets of amplitude values for 1 and 2.5 PEs are represented, as an example, in the figure with black dashed lines. To better illustrate the procedure for finding the PE amplitudes, we present in the inset a curve with its derivative fitted with a Gaussian distribution whose mean corresponds to the amplitude of 1 PE for $V_{\text{bias}} = 57.58$ V. By repeating this process with all the curves we can determine the signal amplitude of 1 PE for different $V_{\text{bias}}$.

The dark-count rate thus allows us to build the mean amplitude of the 1 PE signal as a function of the $V_{\text{bias}}$, as shown in the bottom-left panel of figure 3. The mean amplitude increases linearly with $V_{\text{bias}}$ as expected, and is zero for $V_{\text{bias}} = V_{\text{br}}$. With a linear fit to the measured amplitudes, we thus obtain $V_{\text{br}}$ for each SiPM, which is $(51.68 \pm 0.04)$ V in this example. The $V_{\text{bias}}$ is then adjusted for each SiPM, so that all of them get the same $V_{\text{ov}}$, making their response uniform.

Besides equalizing $V_{\text{ov}}$ for the different SiPMs, the dark-count rate measurements allow us also to quantify the SiPM noise. We show in the bottom-right panel of figure 3 the dark-count rate (red squares and y-axis on the left) and cross-talk probability (black dots and y-axis on the right) as a function of $V_{\text{bias}}$. The dark-count rate is estimated as the rate of signals with amplitude > 0.5 PE. In
Figure 4. Dark-count rate as a function of the discriminator threshold for the 64 SiPMs of a typical scintillator module, before (left) and after (right) the calibration. Histograms of the signal amplitude corresponding to 1 PE are also shown in the insets. Solid lines between data points are shown to ease the comparison.

The effect of the SiPM equalization can be appreciated in figure 4, where we illustrate the result of the calibration performed on one scintillator module, as an example. We show the dark-count rate curves for the 64 SiPMs as a function of the discriminator threshold and, in the insets, the 1 PE amplitude histograms, before (left) and after (right) calibration. The standard deviation of the histograms is reduced by a factor about two after calibration, which reflects the expected better uniformity of the detector response. Note that lines are displayed to ease the comparison between the curves, where points correspond to the data taken. After calibration, the dispersion of the gain is smaller than the minimum step of 1 DAC count, which corresponds to the DAC resolution. Note that while a large dispersion on the gain should be avoided, the chosen discriminator threshold in the middle of a plateau where the dark-count rate is rather constant minimizes the effect it has on rejecting dark counts. As can be inferred from the top panel of figure 3, variations of a few ADC counts in the gain have no impact in the performance and are acceptable for the full calibration procedure.

The procedure described above was performed in the laboratory but it can be repeated at any time in the field, with the module removed from normal data acquisition. In fact, given that the
strategy to calibrate the SiPM array and the binary channel is based on the analysis of thermal noise, performing the calibration in the laboratory or the field is, for any purpose, indistinct. This can be seen in the left panel of figure 5 where we show the histograms of the PE amplitudes, obtained with dark-count measurements on a sample of 512 SiPMs, in the laboratory (dashed blue line) and in the field (solid-red line), after calibration. The two distributions are well-superimposed, the difference between the two measurements being always smaller than 0.5 DAC counts. We compare the discriminator threshold levels using the mean of these histograms: in both cases the level of 2.5 PE corresponds to 61 DAC counts.

The calibration procedure has been applied, in the laboratory, to more than 6400 SiPMs: in the right panel of figure 5 we show that the distribution of the PE amplitudes minus the mean of each corresponding module results well-centered to zero. This shows that the calibration effectively allows us to obtain a uniform gain, the maximum deviation from the mean being of 3 DAC counts (4.5 standard deviation), which, well within the acceptable range, does not have an impact on the detector performance. This calibration procedure guarantees a sufficient uniformity to work in all SiPMs of the UMD array.

The SiPM gains, determined with the calibration, are however subjected to drifts, due to the well-known dependence of $V_{br}$ with the temperature. The UMD operates in an outdoor ambient: even if it is buried 2.3 m deep, it is exposed to temperature variations of about 20° every year. The gain drifts must be compensated by readjusting $V_{bias}$ to maintain the value of $V_{ov}$ constant. Such an adjustment is done automatically, by exploiting a mechanism of temperature compensation that is integrated into the high-voltage source (C11204-01 by Hamamatsu). This mechanism adjusts the high voltage, i.e., $V_{bias}$, according to the temperature variation: set at a reference value of 25°C, it compensates by 54 mV/°C, which is the temperature dependence of $V_{br}$. In the left panel of figure 6, we present the signal amplitude at 1 PE (averaged over 64 SiPMs) as a function of the temperature of the high-voltage source measured in the laboratory without (red squares) and with (black circles) the temperature compensation. When the compensation mechanism is off and the temperature increases, then the $V_{br}$ increases and, for a fixed $V_{bias}$, the $V_{ov}$ and the gain decrease. It is apparent how the PE amplitude is stabilized when the compensation mechanism is on. The remaining variation of about 2 DAC counts in the whole temperature range is well within the acceptable range, and does not have an impact on the detector performance. In the right panel

![Figure 5](image-url)
of figure 6 we show the average dark-count rate as a function of the temperature measured with and without the compensation mechanism. For comparison, the same temperature range is displayed for both measurements. Since the dark-count rate increases both with the SiPM temperature and $V_{ov}$, when the compensation mechanism is off, two opposite effects contribute to the variation of the total rate: an increase with the temperature of the silicon and a decrease with the fall of the $V_{ov}$.

However, in the given ranges, the fluctuation of the dark-count rate due to the temperature variation (about 12°C) is stronger than that produced by the variation of the $V_{ov}$ (about 0.6 V). Therefore, the dark-count rate fluctuation behaves similarly when measuring with and without the temperature compensation mechanism.

The temperature range probed in the laboratory, between about 30°C and 42°C, is contained within that experienced during operation in the field, as one can see in figure 7. The red squares show the variations of the temperature of the electronics (right y-axis), averaged every hour, in one scintillation module during more than three years of operation: the daily and yearly modulations are

![Figure 6](image)

**Figure 6.** 1PE amplitude (left) and dark-count rate (right) as a function of the temperature of the high-voltage source measured in the laboratory. We display the results for measurements with and without the compensation mechanism on. The fitted slopes for the PE amplitude data are $(−0.049 ± 0.003) \text{ PE}/\degree \text{C}$ and $(−0.431 ± 0.002) \text{ PE}/\degree \text{C}$, respectively.

![Figure 7](image)

**Figure 7.** Mean rate per SiPM (left y-axis) and mean electronics temperature (right y-axis) averaged every hour in an example scintillation module in operation in the field. The gap between mid-December and January of 2020 corresponds to a period in which the corresponding position was not in acquisition.
apparent. We also show the rate of signals with an amplitude $> 2.5$ PE averaged over all the SiPMs in the same module (black dots and left y-axis). Since the dark-count rate depends on the SiPM temperature, independently of the $V_{ov}$, a modulation of the background rate is observed, despite the stability of $V_{ov}$. The factor 2 in noise level between the warmest and coolest months of the years translates into a probability between 13% and 25% of having noise producing a “1” in the binary trace. This will not have a significant impact in the muon number estimation, since these signals can be rejected by setting a cut, explained in section 4.1.

4 Calibration of the ADC acquisition mode

In the ADC channel, the number of muons is estimated by normalizing the charge of the recorded signal to the mean charge of a single muon. Therefore, the goal of the ADC calibration is to obtain the latter for each UMD module. To this aim, we exploit atmospheric muons, with the same approach used for the calibration of the WCD [16]. This approach is however more challenging for the UMD modules. As explained in section 2, the trigger of each UMD module is not autonomous, but it depends on the first-level trigger of the associated WCD. The signals in the WCD and in the UMD are in fact mostly uncorrelated: in the majority of the events triggered by the WCDs, the signals in the UMD are largely due to noise. However, we show in this section how it is possible to select single-muon signals and use them to calibrate the ADC channel, thanks to the sufficiently high rate of the first-level WCD trigger (100 triggers per second). The procedure aims at filling, during data acquisition, histograms of the muon-charge distribution, from which the average charge is extracted. Two ingredients need to be defined first: the strategy for the selection of muons, performed with the binary channel, and the calculation of their integrated charge, performed with the ADC channel.

4.1 Muon selection criteria and charge calculation

At the lowest trigger level, the bulk of the signals recorded in the ADC are due to SiPM dark counts. As no amplitude filter is implemented in the ADC acquisition mode (such as the discriminator threshold in the binary mode), each of the 64 SiPMs contributes to the baseline fluctuation with more than 0.5 Mcps of dark-count rate. To reduce such background while selecting signals due to muons, we make use of the binary channel. When a first-level trigger is received from the WCD, we build an internal second-level trigger based on the signal width, defined as the number of “1”s in the binary trace. To define such a trigger, we first characterized the width of single-muon and noise signals by using a laboratory setup, including a muon telescope, similar to that described in section 2 and shown in the upper panel of figure 2. In this configuration, only one SiPM in the array is coupled to an optical fiber, with the other 63 being passive and contributing only with dark counts. The SiPM array and binary channel were calibrated as explained in section 3.

We used the muon telescope to collect 16000 signals at different positions of the scintillator strip, in the same way as explained in section 2. To characterize the muon signal, we defined a time window around the trigger time given by the telescope. Signals produced away from this window were classified as noise. The other 63 SiPMs were also turned on: when dark counts with amplitude $> 2.5$ PE were produced, “1”s in the corresponding binary traces were obtained. In the left panel of figure 8, we display the histogram of the widths of the single-muon signal (solid-black
Figure 8. Binary channel. (Left) histograms of signal widths due to single muons (black), SiPM noise (long-dashed red), and SiPM plus optical fiber-scintillator noise (short-dashed blue). (Right) mean width of single-muon signals as a function of the optical-fiber length. The one standard deviation from the mean is displayed as error bars. The red square corresponds to the result obtained with field data. The widths are indicated in number of samples (3.125 ns).

Based on these measurements, to select a muon we set a condition on the width of the signal, requiring more than four “1”s (left arrow in the figure), which corresponds to about three standard deviation from the average duration. This cut rejects thus more than 95% of the SiPM noise with less than 1% of muon signal loss. Similarly, we also set an upper cut of 12 samples (right arrow in the figure), which allows us to select about 99% of the single-muon signals, avoiding biases in the muon charge estimation due to shower events with several particles. The two cuts are also shown as grey dashed lines in the right panel. To verify the applicability of these cuts to the UMD in the field, we measured the average width of binary signals in a module as an example. In the latter, we expect to observe wider signals than the mean found in the laboratory, since knock-on
electrons from the soil also deposit energy in the scintillators, thus producing more light. Furthermore, the laboratory setup is more efficient at selecting vertical muons, which leave a smaller energy deposit than inclined muons as found in the field. The resulting measurement, shown in the figure as a red square, is still well-consistent with that obtained in the laboratory.

The second ingredient required for the calibration procedure is the calculation of the integrated charge for the selected muon, by means of the ADC channel. To do that, an integration window needs to be optimized to reduce contributions from the noise due to the SiPM dark-count rate which causes fluctuations in the ADC baselines. By using the laboratory data acquired with the ADC channel, we studied the width of the muon signal, defined as the number of ADC bins with an amplitude above two times the standard deviation of the baseline. The distribution of the muon-signal widths is displayed in the left panel of figure 9, with the right panel showing the behavior of the signal width (black circles) as a function of the optical-fiber length (error bars correspond to one standard deviation). Also, in this case, the signal becomes narrower as the distance increases, due to the light attenuation of the optical fiber. Based on this measurement, we defined the integration window for single-muon signals as three standard deviations from the mean width (grey arrow in the left panel, grey dashed line in the right one), which corresponds to 32 samples (200 ns). The red square corresponds to the mean width obtained from measurements in the field, showing its compatibility with the measurement in the laboratory.

4.2 Filling of charge histograms

The core of the calibration procedure is to periodically fill histograms of the signal charge produced by atmospheric muons. To explain the strategy, we start from figure 10, where we show the traces from the binary channel (top) and the ADC (bottom), recorded following a WCD first-level trigger and summed over one hour of operation in the field (360000 events). The two histograms show similar features: a rather uniform distribution of signals along the trace, due to random detector noise, and an accumulation, due to particles, at a time that corresponds to that of the trigger from the WCD. Note that in the summed ADC traces undershoots are observed, after the trigger time, corresponding to high-amplitude signals, most likely due to air shower events.
Figure 10. 360000 background events which correspond to the equivalent of one hour of first-level triggered events. In orange (black) the time windows to search for muon (noise) signals are indicated. (Top) sum of binary channel traces. (Bottom) overlap of ADC channel traces. Note that the x-axis is shifted by about 170 ns, the time shift between the channels presented in the bottom-right panel of figure 2.

To identify single-muon signals in the traces, we first search for “1”s in a window around the trigger, illustrated with orange lines in the top panel. Then we apply the selection criterion described above, looking for a sequence of more than four and less than twelve “1”s within this window. If this criterion is satisfied, we set as the start time of the binary trace the first “1” within the window, and then we locate the start-time of the ADC trace by including the information on the time shift between binary and ADC channels, presented in section 2. Finally, to extract the signal charge, we use the integration window of 32 samples in the ADC trace (200 ns), as explained above and illustrated by the orange lines in the bottom panel. As already mentioned, this procedure is effective to remove most of the noise from the SiPM, but not that from the optical fiber/scintillator system. Therefore, we repeat the above-described procedure, applying it in a time window separated from the trigger time window (represented by black lines in the bottom panel) where only noise contributes to the traces: we use this window to estimate the optical fiber/scintillator noise to subtract from the calibration data.

The choice of the window size to search for muons and noise is important. Narrowing the size would reduce the number of noise signals, but it would also reduce the number of muon signals. To illustrate this effect, we show, in the left panel of figure 11, the number of events, satisfying the single-muon search criteria, in the noise window of the traces (black squares) and in the signal one (orange circles), as a function of the window size. As there are no muon signals in the noise window, the number of events grows linearly with its size. For the signal window, the number of
events increases more rapidly than in the case of pure noise, up to about 35 samples. Above this value, the curve becomes parallel to that due to only noise, thus indicating that no muons contribute any more to the number of events. This fact can be better observed in the right panel of figure 11, where we show the difference in the number of events between noise and signal windows (green circles): it increases for windows up to 35 samples, then it becomes constant. In addition, we present the ratio between the number of signal and noise events (blue squares) as a function of the window size. The asymptotic behavior to zero indicates that, when increasing the window size, the number of noise events grows proportionally faster than the number of signal events. To implement the calibration procedure, we thus choose a window size of 20 samples (indicated with gray-dashed lines), for which 80% of the events are muons and 20% are noise. Such a choice allows us to keep a large enough number of events, about 1200 for the analyzed period, minimizing the contamination due to noise.

In figure 12 we present the muon charge histogram (green curve) obtained with the described procedure and a window of 20 samples. This histogram has been obtained by subtracting the noise histogram (dashed black) from the total charge histogram (dotted orange) that contains both signal and noise. The mean charge obtained in this case is $(5.3 \pm 0.1)$ pC with a standard deviation of $(3.1 \pm 0.1)$ pC. This corresponds to the mean charge deposited in the UMD by omnidirectional muons, and therefore includes the contribution of secondary knock-on electrons produced in the 540 g/cm$^2$ overburden. The mean muon energy in showers measured with the UMD varies from about 2 GeV far from the shower core up to about 30 GeV when close. The contribution of knock-on electrons to the total charge is not expected to largely depend on the distance to the shower axis: on average about 10% variation is expected in the estimation of the particle density for the most energetic muons close to the core with respect to those, less energetic, far from the impact point. For the analysis of cosmic-ray showers, dividing the total charge seen in a UMD module by the mean atmospheric muon charge measured in the same underground module will give, at first order, an estimation of the muon density at the surface.

To extract data for the ADC calibration, an algorithm is set up in each UMD module in the field, which runs in parallel to the air shower data acquisition. This algorithm is designed to select the traces that match the muon selection criteria, both for the signal and noise window. This
Figure 12. Charge histograms for a window size of 20 samples. The calibration histogram (solid green) is filled by subtracting the charge histogram in the noise window from the charge histogram in the trigger window.

information, along with the trigger timestamp, is stored in an external server, and the subsequent analysis is performed offline: a calibration histogram can be filled by selecting a time range of these data. To assess the performance of this calibration method under temperature variations, we have filled calibration histograms with data obtained with one module during several weeks in two periods with average electronic temperatures of 32°C and 43°C. In both cases, the mean of all histogram was (6.09 ± 0.01) pC with a standard deviation of (0.14 ± 0.01) pC and (0.12 ± 0.01) pC respectively, which translates into a fluctuation of the mean charge of about 2%. Furthermore, the uniformity of the calibration has been tested over 21 modules in the field obtaining a mean charge of (6.09 ± 0.01) pC with a standard deviation of (0.5 ± 0.1) pC, which indicates that the method is robust and its output quite uniform.

5 Summary

In this work, we have discussed the method developed to calibrate the underground muon detector of the Pierre Auger Observatory. A key characteristic of the scintillator-based detector is its high segmentation: each module is divided into 64 segments, coupled to a set of 64 SiPMs. The aim of the UMD is the direct measurement of the muon content in air showers with energy above $10^{16.5}$ eV. This is achieved by implementing two acquisition modes: a binary mode, suitable for measuring low particle densities as found far from the shower core, and an ADC mode, tuned to measure high muon densities, such as those close to the shower core. For both channels, the ultimate scope of the calibration is the conversion from raw signals to the number of muons.

To develop the calibration method, correlations between the binary and ADC channels were first studied using a dedicated laboratory setup, consisting of a scintillator strip with optical fiber coupled to a SiPM and of a movable muon telescope. This allowed us, on the one hand, to study the response of the two channels to vertical muons at different positions, in terms of signal amplitude and start time. On the other hand, it allowed us to fully characterize the intrinsic time shift between the two channels.
Having characterized the relevant electronics features, we then proceed to explain the calibration of the binary channel. The first step is to equalize the SiPM gains and guarantee a uniform response of the UMD array which is of utmost importance since, in this channel, the number of muons is obtained by counting signals above a certain threshold, segment by segment. We implemented a method based on the measurement of dark-count rates, in which we first determine the reverse bias voltage for each SiPM, and then we set a threshold for the binary channel to 2.5 PE, which filters most of the SiPM noise. By applying the method to more than 6400 SiPMs, we have verified that it allows us to achieve a PE amplitude with a maximum deviation from the mean of 3 DAC counts. Also, we have demonstrated that the performance of the calibration is the same when applied either in the laboratory or the field, thanks to the chosen strategy based on the analysis of thermal noise. Finally, we showed that the well-known drifts in the gains, due to temperature variations, are successfully stabilized by the temperature compensation mechanism integrated into the electronics, which reduces the temperature dependence by a factor of about 9.

Next, we presented the calibration of the ADC channel. In this case, the aim of the calibration is to provide the average charge of the signal of a single muon, so that the number of muons can be obtained by scaling the total charge measured in a UMD module. To this aim we use atmospheric muons, detected underground. Because the UMD is not triggered autonomously, but by the associated water-Cherenkov detector, only a part of the available signals correspond to muons and most of them correspond to uncorrelated noise. To overcome such a large background, we use the information in the binary channel to select muon signals. The selection criteria, based on the amplitude and the duration of the binary signals, have been defined after a study in the laboratory with a muon telescope. We have shown that they reject more than 95% of the SiPM noise with about 1% of muon signal loss. Once muons are selected with the binary channel, the start time of the signal in the ADC channel is identified and the charge is computed using an integration window which corresponds to the mean width of the single-muon signal plus three standard deviations, as measured in the laboratory and verified in the field. Finally, to obtain an unbiased estimation of the mean charge of single muons, we fill a charge histogram of the signal subtracted of that due to the detector noise. This method was tested in different UMD modules, also over time, denoting that the calibration is stable over time and uniform over the array.

In conclusion, we presented the methods to perform the UMD end-to-end calibration. We proved that these methods are robust to work with the high amount of channels to operate and stable under the temperature variations expected in the field. The methods described in this work will be applied to the 73 stations (219 modules) of the UMD array.
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