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We search for an indirect signal of dark matter through very high-energy $\gamma$ rays from the Wolf-Lundmark-Melotte (WLM) dwarf irregular galaxy. The pair annihilation of dark matter particles would produce Standard Model particles in the final state such as $\gamma$ rays, which might be detected by ground-based Cherenkov telescopes. Dwarf irregular galaxies represent promising targets as they are dark matter dominated objects with well-measured kinematics and small uncertainties on their dark matter distribution profiles. In 2018, the five-telescopes of the high energy stereoscopic system observed the dwarf irregular galaxy WLM for 18 hours. We present the first analysis based on data obtained from an imaging atmospheric Cherenkov telescope for this subclass of dwarf galaxy. As we do not observe any significant excess in the direction of WLM, we interpret the result in terms of constraints on the velocity-weighted...
cross section for dark matter pair annihilation $\langle \sigma v \rangle$ as a function of the dark matter particle mass for various continuum channels, as well as the prompt $\gamma \gamma$ emission. For the $e^+e^-$ channel, the limits reach a $\langle \sigma v \rangle$ value of about $4 \times 10^{-22}$ cm$^3$ s$^{-1}$ for a dark matter particle mass of 1 TeV. For the prompt $\gamma \gamma$ channel, the upper limit reaches a $\langle \sigma v \rangle$ value of about $5 \times 10^{-24}$ cm$^3$ s$^{-1}$ for a mass of 370 GeV. These limits represent an improvement of up to a factor 200, with respect to previous results for the dwarf irregular galaxies for TeV dark matter search.
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I. INTRODUCTION

Astrophysical observations suggest that nonbaryonic cold dark matter (DM) represents about 85% of the matter density in the Universe, affecting the formation of large scale structures, influencing the motion of galaxies and clusters, and bending the path of light. Yet, we do not know much about its nature and properties. In the weakly interacting massive particles (WIMP) paradigm, DM particles may be present in large quantities in dense regions, such as dwarf galaxies or the galactic center. The pair annihilation of DM particles would send indirect signals by creating Standard Model particles, which might be detected [1–3]. Among these particles used as probes for indirect DM searches are $\gamma$ rays. High-energy $\gamma$ rays are not deflected by the magnetic field so that their source can be well localized in the sky. We use the high energy stereoscopic system (H.E.S.S.) to search for signal of indirect DM annihilation.

This study focuses on dwarf irregular galaxies, which constitute very promising targets for indirect DM searches [4]. Dwarf irregular galaxies of the Local Group are located at a distance of a few Mpc and are mostly rotationally supported with negligible random motion of the gas. These objects are therefore believed to have simple structures and kinematics [5,6]. They represent the smallest stellar systems with extended neutral hydrogen (HI) distributions [7]. This large amount of gas is easily detectable by radio telescopes and is used as a kinematic tracer for deriving the rotation curves up to large radii of the galaxies [8]. While these galaxies have an irregular shape in optical light, they often appear much more regular and symmetrical in radio observations of neutral hydrogen. The study of these well-constrained rotation curves implies that dwarf irregular galaxies are DM dominated systems [9]. These objects are estimated to have high $J$ factors, a measure of the expected signal from DM annihilations occurring within these sources. At distances within the Local Group, dwarf irregular galaxies have a DM halo typically extending from 0.3° to a few degrees in angular radius [4].

The galaxy called Wolf-Lundmark-Melotte (WLM) is one of the most promising dwarf irregular galaxies for a DM search, since it offers one of the largest $J$ factors among this type of object [4]. In 2018, the H.E.S.S. experiment observed WLM, which makes H.E.S.S. the first imaging air Cherenkov telescopes to present an analysis on this class of potential $\gamma$-ray source. In this article, we present an analysis of the $\gamma$-ray events observed in the direction of the irregular galaxy WLM. This new search complements the studies carried out for DM from dwarf spheroidal galaxies [10–12] and from the galactic center [13,14]. Compared to dwarf irregular galaxies, dwarf spheroidal galaxies have larger $J$ factors, but the knowledge on $J$ is limited by the number of spectroscopic measurements of individual stars. In comparison, the dwarf irregular galaxies benefit from the numerous measurements of the gas tracer, which allows smaller uncertainties on their $J$ factors. The HAWC experiment put limits on the DM annihilation cross section for a set of irregular galaxies [15]. In Ref. [4], the authors used Fermi-LAT data to show sensitivity limits for seven dwarf irregular galaxies.

This article is organized as follows: in Sec. II, we present the properties of the dwarf irregular galaxy WLM, we recall the $\gamma$-ray flux computation, as well as the $J$ factor calculation, and we describe a DM density profile called coreNFW accounting for the star-formation history. We derive the $J$ factor of WLM using this density profile and show its impact on the uncertainty of $J$. In Sec. III, we show the results of the data analysis from 18 hours of observations, and we present the method of the log-likelihood ratio test statistic in order to derive upper limits on the annihilation cross-section $\langle \sigma v \rangle$ for several annihilation channels and various DM masses. We later discuss the results obtained on $\langle \sigma v \rangle$ and conclude on this work in Sec. IV.

II. DM INDUCED $\gamma$-RAY FLUX AND $J$ FACTOR

A. General characteristics of WLM

WLM, also known by the names DDO 221, UGCA 444, and LEDA 143, was discovered by Max Wolf in 1909 and identified as a dwarf galaxy by Knut Lundmark and Philibert Jacques Melotte in 1926. This faint galaxy of absolute magnitude-14.7 is located in the constellation of Cetus, 985 ± 33 kpc from the Milky Way at coordinates RA = 00°01′58.5″ and Dec = −15°27′39″ (J2000) [16], corresponding to $l = 75.86°$ and $b = −73.62°$ in galactic coordinates. The optical size of WLM spans about 2.5 kpc (or 0.15°) at its greatest extent. Its nearest neighbor within the Local Group, the Cetus dwarf spheroidal galaxy, is about 175 kpc away [17], and, therefore, WLM is believed
to have developed independently from the influence of other systems [18]. WLM hosts a star-forming region at its center [15,19], where the star formation rate is about $10^{-3} M_\odot \text{yr}^{-1}$, a low value suggesting the dwarf galaxy is in the quiescent phase at the present time. The expected γ-ray flux associated with this star-forming region is $\sim 10^{-15}$ TeV cm$^{-2}$ s$^{-1}$ [4], negligible compared to the expected signal from the thermal relic DM at TeV scale. This dwarf of 50 kpc halo extension shows a smooth HI rotation curve can then be derived from measurements of kinematics [6,16]. WLM is viewed as a highly inclined galaxy. A review on this topic is available in Ref. [27].

This key component contains the DM density profile. The DM heating perturbations by stellar wind and supernova feedback are occurs in active galaxies that are still forming stars that explode at the end of their lives. Repeated gravitational perturbations by stellar wind and supernova feedback are thought to smooth out the central DM cusp, lowering the central density. This effect, DM heating, repeats over several cycles of star formation, up to the age of the Universe. A review on this topic is available in Ref. [27].

We use a fitting function, introduced by [6,16] and called coreNFW, which includes this cusp-core transformation. The coreNFW density profile consists of a mixture between the original NFW profile and a corrective term that takes into account the effect of the baryonic feedback on the DM density distribution. The parametrization of the density can be derived from the original NFW cumulative mass profile $M_{\text{NFW}}(r)$ [24] multiplied by the function $f''$ that describes the inner density flattening due to the stellar component of galaxies,

$$M_{\text{coreNFW}}(r) = M_{\text{NFW}}(r)f''(r).$$

The original NFW DM cumulative mass profile [24] reads

$$M_{\text{NFW}}(r) = 4\pi\rho_s r_s^2 \left( \ln \left( \frac{r + r_s}{r_s} \right) - \frac{r}{r + r_s} \right).$$

where $\rho_s$ is the scale density, and $r_s$ is the scale radius. These scale parameters are directly related to the concentration parameter $c_{\text{vir}}$ and the virial mass $M_{\text{vir}}$. Thus, the use of either one of the two sets is equivalent. The concentration parameter is proportional to the virial radius $R_{\text{vir}}$, while the virial mass defines the mass enclosed within the virial radius $R_{\text{vir}}$ of a gravitationally bound system. The virial radius $R_{\text{vir}}$ is defined as the radius at which the
density is equal to the product of the critical density \( \rho_c = 136.05 M_\odot \text{kpc}^{-3} \) of the Universe at the redshift of the system and an overdensity constant \( \Delta_c = 200 \) [6,16]. For the galaxy WLM, the virial radius is \( R_{\text{vir}} \approx 50 \text{ kpc} \), corresponding to \( \theta_{\text{vir}} \approx 2.89^\circ \).

The effect of the baryonic feedback on the DM density profile can be modeled by the function \( f^n \) responsible for generating a shallower density profile at radii \( r < r_c \). This function reads

\[
f^n(r) = \left[ \tanh \left( \frac{r}{r_c} \right) \right]^n,
\]

where the core radius \( r_c \) is related to the half-stellar-mass radius \( R_{1/2} \) by the coefficient \( \eta, r_c = \eta R_{1/2} \), with \( R_{1/2} \) defined as the radius from the core center that contains half the total stellar mass of the galaxy. The coefficient \( n \) controls how shallow the core becomes and is tied to the total star formation time \( t_{\text{SF}} \) and the circular orbit time \( t_{\text{bry}} \), where the latter is a function of \( M_{\text{vir}} \) and \( c_{\text{vir}} \). The parametrization of \( n \) is given by Eqs. (19) and (20) of Ref. [6]. For dwarf irregular galaxies, this time is taken as the age of the Universe. The coefficient \( n \) can take values between \( 0 < n \leq 1 \), where 0 corresponds to no core and 1 to a complete core.

The density profile \( \rho_{\text{coreNFW}}(r) \) can be extracted from the cumulative mass \( M_{\text{coreNFW}}(<r) \) in Eq. (3) by taking the derivative,

\[
\rho_{\text{coreNFW}}(r) = f^n(r) \rho_{\text{NFW}}(r) \left[ \frac{n f^{n-1}(r)(1 - f^2(r))}{4 \pi r^2 r_c} \right] M_{\text{NFW}}(<r),
\]

where \( \rho_{\text{NFW}}(r) \) is the NFW density profile [24]. More details on these expressions can be found in [6,16].

**D. J factor of WLM**

To determine the shape of the DM density profile of WLM, one needs to know the parameters associated to the dwarf galaxy in Eq. (6). Following Refs. [6,16,28], we use \( R_{1/2} = 1.25 \text{ kpc} \), the projected half-stellar-mass radius of the stars, whose uncertainties are negligible [29]. Several measurements of the distance of WLM have been performed ranging from 932 [30] to 985 kpc [20], with the most likely range being 960–980 kpc [31–33]. We use \( d = 985 \pm 33 \text{ kpc} \) [20], given that the choice of the highest value for the distance leads to a conservative result in the computation of the \( J \) factor. In Ref. [16], the authors perform a Markov Chain Monte Carlo (MCMC) analysis based on the spectroscopic data of WLM from the smooth HI distribution, resulting in 75,000 sets of \( M_{\text{vir}}, c_{\text{vir}}, \) and \( \eta \) parameters. They use a wide range of priors on these three parameters to explore many different halo configurations that could fit the rotation curve of WLM. The prior ranges are \( 10^6 M_\odot \leq M_{\text{vir}} \leq 10^{11} M_\odot \), \( 10.51 \leq c_{\text{vir}} \leq 21.1 \), and \( 0 < \eta \leq 2.75 \) [34]. In this article, we use the results of the MCMC analysis from [34] and extend their study in order to calculate the \( J \) factor of WLM and its uncertainty [28]. For each of the three-parameter sets \( (M_{\text{vir}}, c_{\text{vir}}, \eta) \) obtained from the MCMC analysis, we compute the associated parameters \( n, \rho_s, r_s, \) and \( r_c \), characteristics of the density profile of Eq. (6), using standard cosmological relations [6,16].

The average values of their distribution are \( n = 0.78, \rho_s = 1.53 \times 10^7 M_\odot \text{kpc}^{-3}, r_s = 3.77 \text{ kpc}, \) and \( r_c = 2.49 \text{ kpc} \). We then produce a histogram of \( J \) factors combining Eqs. (6) and (2) and using the integration limits as explained in Sec. II B. In the computation, we also take into account the uncertainties on the distance of the source. Each of the 75,000 integrals to compute the \( J \) factor is performed with a distance drawn from a Gaussian distribution of mean \( d = 985 \text{ kpc} \) and of width \( \Delta d = 33 \text{ kpc} \). We perform a fit of the distribution with an asymmetric function, where the mean and the left and right standard deviations of this fit provide the nominal value and uncertainties of the \( J \) factor. These quantities are computed for many angular radii \( \theta \) of the source, which gives the value of the \( J \) factor shown in Fig. 1. The \( J \) factor increases, until it reaches a plateau, marking the “edge” of the galaxy. We provide the value of the \( J \) factor, \( \log_{10}(J_{\theta_{\odot}}/\text{GeV}^2 \text{ cm}^{-5} \text{ sr}) = 16.91^{+0.10}_{-0.09} \), for the whole galaxy defined by its virial radius \( R_{\text{vir}} \). We note that WLM is one of the three best dwarf irregular galaxies for DM search, since only NGC6822 and IC10 have a comparable \( J \) factor on the order of log\(_{10}(J/\text{GeV}^2 \text{ cm}^{-5} \text{ sr}) \approx 17 \) [4]. We choose to focus on WLM, which has the third largest \( J \) factor among the dwarf irregular galaxies. Regarding IC10, it is located at a position that is not visible by the H.E.S.S. telescopes. As for NGC6822, the galaxy shows a less smooth rotation curve than WLM, which would have

![FIG. 1. J factor as a function of the angular radius \( \theta \). The solid line corresponds to the mean values of \( J \), while the dark and light purple bands represent the 1 and 2\( \sigma \) uncertainty bands.](image_url)
yielded higher uncertainties on its DM density profile and, hence, on its $J$ factor.

III. DATA ANALYSIS AND RESULTS

A. Observation and dataset

The H.E.S.S. experiment is an array of five imaging atmospheric Cherenkov telescopes located in central Namibia in the Khomas Highland plateau area at 1,800 meters above sea level. The telescopes detect brief flashes of Cherenkov radiation generated by very high energy $\gamma$ rays. The array consists of four telescopes (CT1-4) with 12 meter reflectors at the corners of a 120 meter square, detecting $\gamma$ rays from $\sim$100 GeV up to $\sim$10 TeV. Each reflector is made of spherical mirrors, concentrating the faint Cherenkov flashes on a camera installed in the focal plane of the telescope. The cameras detect and record the signal using an array of photomultipliers. The cameras of the four 12 meter telescopes have been upgraded in 2015/2016, improving their performance and robustness [35]. In 2012, a fifth 28 meter telescope (CT5) was added at the center of the array, allowing the event detection down to $\sim$20 GeV.

In 2018, H.E.S.S. recorded about 18 hours of good quality data toward WLM with a zenith angle in the range 9–51°. The energy threshold varies from 120 GeV at low zenith angle to 450 GeV at high zenith angle. The event reconstruction and classification are performed following standard calibration and selection procedures [36]. We use a technique based on the comparison of the $\gamma$-ray shower image in the camera between real events and the prediction of a semianalytical model [37]. This procedure is based on a log-likelihood minimization using all pixels in the cameras and provides an optimized use of the five telescope array. We obtain an angular resolution of 0.06° at 68% containment radius and a photon energy resolution of 10% above 200 GeV. The goodness-of-fit parameter and the reconstructed primary depth provided by the semianalytical model are used to discriminate $\gamma$-ray events from hadronic background. For the event reconstruction, we use a combined approach [38], which makes use of monoscopic reconstruction (CT5 alone) as well as stereoscopic reconstruction (at least two telescopes triggered either for CT1-4 or CT1-5). A $\chi^2$ test allows the determination of the mode that offers the best reconstruction for the $\gamma$-ray-like event. Using these selection criteria, an optimal integration radius for a point source is found to be twice the 68% containment radius of the PSF, or 0.12°.

Since WLM has a DM halo with an angular size that is larger than this region, we investigate if it is better to treat this galaxy as a pointlike or extended source in the subsequent analysis. We compute the expected signal-to-noise ratio, as a function of the angular radius from the target position, between the expected signal from DM annihilations in WLM and the associated expected background. We find this ratio is maximal at a radius of 0.09°. As this angle is smaller than the 0.12° disk used for a pointlike source, we treat WLM as a point source in the rest of this article.

Therefore, the region of interest, referred to here as the “ON region,” is chosen as a disk of radius 0.12°, centered at the nominal position of the source. The pointing positions of the telescopes are shifted by $\pm$0.5° or $\pm$0.8°, with respect to the nominal source position according to the *wobble* mode method [39]. An exclusion region of radius 0.4° is defined around the ON region to prevent any contamination of the background regions by the tails of the expected DM $\gamma$-ray signal. The background is determined following the multiple-OFF method [39], where the OFF region is defined by multiple circular regions of the same size as the ON region and equidistant from the pointing position, i.e., the center of the camera. This method allows the estimation of the residual background and the measurement in the ON region simultaneously so that both are performed under the same observation conditions. The DM signal expected in the OFF regions is estimated to be less than $\sim$1% of the total DM signal. As the ON region and all the OFF regions combined cover a different surface area, the acceptance corrected exposure ratio $\alpha$ is used to renormalize the OFF region surface area to that of the ON region. Table I summarizes the results of the analysis along with the $\gamma$-ray excess and its significance $\sigma$ [40]. We note that the OFF regions differ from a wobble position to another and yield a noninteger total $\alpha$.

The results presented in Table I have been cross-checked using a different calibration and analysis chain [41] yielding compatible results. No significant excess in the signal region is observed in the direction of WLM, or anywhere in the field of view of WLM, as can be seen in Fig. 2. Increasing the size of the region of interest up to 0.3° always leads to significances of the $\gamma$-ray excess below 1$\sigma$. Furthermore, the distribution of the significance in the field of view follows a Gaussian function centered on 0 with a width of 1, compatible with background fluctuations only.

B. Statistical analysis

A log-likelihood ratio test is performed on the data in order to constrain a potential DM signal and set upper limits on the DM annihilation cross section. We scan over the DM...
particle mass ranging from 150 GeV to 63 TeV divided into 68 logarithmically spaced mass bins. The energy bins are also logarithmically spaced. In order to have enough statistics in each energy bin \(i\), a bin containing less than four ON or OFF events is merged with the next neighboring bin until the new bin content reaches this threshold [42].

The total likelihood function \(\mathcal{L}\) contains two terms, a product of a Poisson likelihood \(\mathcal{L}^P_i\) on the events of all energy bins with a log-normal distribution \(\mathcal{L}^J\) of the \(J\) factor. The total likelihood function is written explicitly in terms of the parameter of interest \(\langle \sigma v \rangle\) and the nuisance parameters \(N_B\) and \(J\):

\[
\mathcal{L}(\langle \sigma v \rangle, N_B, J) = \prod_i \mathcal{L}^P_i(\langle \sigma v \rangle_J, N_B, N_{\text{ON}}_i, N_{\text{OFF}}_i, \alpha) \times \mathcal{L}^J(J, \sigma_J).
\]

For a given energy bin \(i\), \(N_{\text{ON}}_i\) is the number of predicted signal events and \(N_{\text{B}}\) the number of expected background events, with \(N_B\) the corresponding vector. The values \(N_{\text{ON}}_i\) and \(N_{\text{OFF}}_i\) are the number of ON and OFF events in the bin \(i\), respectively, and \(\alpha\) is the acceptance corrected exposure ratio between the ON and OFF regions. For an energy bin \(i\), the likelihood function \(\mathcal{L}^P_i\) of the event counts is the product of two Poisson likelihood functions, one for each of the ON and OFF regions,

\[
\mathcal{L}^P_i = \frac{(N_{\text{ON}}_i \langle \sigma v \rangle_J + N_{\text{B}}) N_{\text{ON}}_i \alpha N_{\text{OFF}}_i}{N_{\text{ON}}_i! N_{\text{OFF}}_i!} e^{-(N_{\text{ON}}_i + N_{\text{OFF}}_i)}
\]

where the predicted number of signal events \(N_{\text{ON}}_i\) in the energy bin \(i\) is obtained by performing a convolution of the expected differential \(\gamma\)-ray flux given by Eq. (1), with the energy resolution function \(R(E_r, E'_r)\) relating the energy detected \(E'_r\) to the true energy \(E_r\) of the events, the energy-dependent acceptance function \(A_{\text{eff}}(E_r)\), and the observation time \(T_{\text{obs}}\). The energy resolution is estimated as 10% over the whole energy range [37]. The convolution is then integrated over the bin energy width \(\Delta E_i\). The number of signal events for an energy bin \(i\) is

\[
N_{\text{ON}}_i(\langle \sigma v \rangle_J, J) = J \times \frac{1}{4 \pi m^2_c} \int_{E_i}^{\infty} \sum_j B_j \frac{dN_j}{dE_r} R(E_r, E'_r) \times A_{\text{eff}}(E_r) T_{\text{obs}} dE_r dE'_r.
\]

To take into account the uncertainty on the \(J\) factor in our analysis, we introduce in the construction of our total likelihood function \(\mathcal{L}\) a log-normal distribution given by

\[
\mathcal{L}^J = \frac{1}{\ln(10) \sqrt{2\pi \sigma_J^2}} \exp^{-\frac{(\log_{10} J - \log_{10} \bar{J})^2}{2\sigma_J^2}},
\]

where \(\log_{10} J\) is the true value of the \(J\) factor and \(\log_{10} \bar{J}\) the value of the mean \(\bar{J}\) factor, with its uncertainty \(\sigma_J\). We calculate the \(J\) factor integrated up to \(\theta = 0.12^\circ\), the size of the ON region, following the procedure detailed in Sec. II D. We find the value \(\log_{10} (J_{0.12^\circ}/\text{GeV}^2 \text{ cm}^{-5} \text{ sr}) = 16.68 \pm 0.05\). We note that this \(J\) factor could have been derived using another DM density profile parametrization, preferably describing a cored DM distribution, such as the Burkert profile [25]. Using this profile and the parameters given in Ref. [4], we obtain a relative difference of \(-1.7\%\) on \(\bar{J}\) within \(0.12^\circ\) compared to the \(\bar{J}\) computed with the coreNFW profile. Assuming that the uncertainties are the same as for the coreNFW \(J\) factor, the difference in the upper limits would be negligible.

We perform a log-likelihood ratio statistical test to set upper limits on the annihilation cross section \(\sigma v\), assuming a positive signal \(\langle \sigma v \rangle > 0\), based on the method [43],

\[
\text{TS} = \begin{cases} 
0 & \langle \sigma v \rangle > 0 \\
-2 \ln \left(\frac{\mathcal{L}(\langle \sigma v \rangle_J, J(\langle \sigma v \rangle))}{\mathcal{L}(\langle \sigma v \rangle_J, N_{\text{B}})}\right) & 0 \leq \langle \sigma v \rangle \leq \langle \sigma v \rangle \\
-2 \ln \left(\frac{\mathcal{L}(\langle \sigma v \rangle_J, N_{\text{B}}(\langle \sigma v \rangle))}{\mathcal{L}(\langle \sigma v \rangle_J, J(\langle \sigma v \rangle))}\right) & \langle \sigma v \rangle < 0,
\end{cases}
\]

where \(\hat{N}_B(\langle \sigma v \rangle)\) is the vector of number of background events and \(J(\langle \sigma v \rangle)\) the value of the \(J\) factor maximizing the likelihood function conditionally for a given annihilation cross-section \(\langle \sigma v \rangle\). The quantity \(\langle \sigma v \rangle\) is the value of the annihilation cross-section, \(\hat{N}_B\) the vector of number of
background events, and \( \hat{J} \) the value of the \( J \) factor that maximize unconditionally the likelihood function. In the case of a one-sided test, the criterion value of the test statistic \( TS \) is 2.71, corresponding to a 95% confidence level (CL). This criterion is used to set the upper limits on the DM velocity-weighted annihilation cross section \( \langle \sigma v \rangle \).

### C. Constraints on \( \langle \sigma v \rangle \)

As no significant excess has been found in the region of interest, upper limits on the DM velocity-weighted annihilation cross section \( \langle \sigma v \rangle \) at 95% CL versus the DM mass are computed using the log-likelihood ratio method for the continuum channels \( W^+ W^- \), \( Z^+ Z^- \), \( b \bar{b} \), \( t \bar{t} \), \( e^+ e^- \), \( \mu^+ \mu^- \), \( \tau^+ \tau^- \), and for the monoenergetic \( \gamma \gamma \) channel. Each annihilation channel is treated individually, which corresponds to a branching ratio of \( B_f = 100\% \) in Eq. (1), and all the spectra are simulated using Pythia [44] with final state radiative corrections [45] taken into account. The continuum channels and the \( \gamma \gamma \) channel are treated in the same way, except that for the latter, the upper limit is computed up to the highest detected energy (9.8 TeV) since the expected signal is a delta function at an energy equal to the DM mass. As described above, we also include the uncertainties on \( J \) as a nuisance parameter in our analysis. A 15% uncertainty in the scale of the energy measurement is taken into account and added in quadrature to the total uncertainty. The test statistic \( TS \) is computed numerically using a standard minimization algorithm. Figures 3 and 4 show the 95% CL upper limits obtained for all the annihilation channels. The mean expected limits and \( 1 – 2\sigma \) containment bands are derived from a sample of 300 Poisson realizations of the background events in the ON and OFF regions. The mean expected limits correspond to the mean of the distribution of \( \log_{10}(\sigma v) \) on these Poisson realizations, and the uncertainty bands are given by the standard deviation of this distribution.

The observed upper limits on \( \langle \sigma v \rangle \) at 95% CL reach a few \( 10^{-21} \) cm\(^3\) s\(^{-1}\) for most of the continuum annihilation channels at a DM mass of 1 TeV. For the \( \tau^+ \tau^- \) annihilation channel, the value of the upper limit on \( \langle \sigma v \rangle \) is about

![Graphs showing upper limits on the annihilation cross section \( \langle \sigma v \rangle \) at 95% CL for WLM in the \( W^+ W^- \), \( Z^+ Z^- \), \( \gamma \gamma \), and \( b \bar{b} \) annihilation channels. These upper limits include the uncertainties on the \( J \) factor. The solid lines are the observed limits, the dashed lines the mean expected limits, and the dark (respectively light) bands are the 1\( \sigma \) (resp. 2\( \sigma \)) containment bands.](1396137106682)

FIG. 3. Upper limits on the annihilation cross section \( \langle \sigma v \rangle \) at 95% CL for WLM in the \( W^+ W^- \), \( Z^+ Z^- \), \( \gamma \gamma \), and \( b \bar{b} \) annihilation channels. These upper limits include the uncertainties on the \( J \) factor. The solid lines are the observed limits, the dashed lines the mean expected limits, and the dark (respectively light) bands are the 1\( \sigma \) (resp. 2\( \sigma \)) containment bands.
$4 \times 10^{-22} \text{ cm}^3 \text{s}^{-1}$ for a 1 TeV DM mass. The $\gamma\gamma$ channel gives a more constraining result with a $\langle \sigma v \rangle$ of about $5 \times 10^{-24} \text{ cm}^3 \text{s}^{-1}$ at 370 GeV.

The HAWC experiment [15] showed preliminary results on 31 dwarf irregular galaxies for a total of 760 days of observation, including the study of WLM. Five annihilation channels were analyzed by HAWC: $W^+W^-$, $b\bar{b}$, $t\bar{t}$, $\mu^+\mu^-$, and $\tau^+\tau^-$. The authors use for the DM halo a Burkert profile [25], calculating the $J$ factor up to the virial radius. In order to compare with our results, we compute the $J$ factor with the coreNFW profile used here up to the virial radius and rescale the HAWC limits accordingly. The comparison with the rescaled HAWC results is shown in Fig. 5 for three annihilation channels. The H.E.S.S. results are more constraining on the whole DM mass range, by up to a factor of more than 200, depending on the annihilation channel.

The results obtained on WLM in this work can be discussed in light of recent H.E.S.S. results obtained on ultrafaint dwarf spheroidal galaxies [12]. The latter have a higher total $J$ factor with $\log_{10}(J/\text{GeV}^2 \text{ cm}^{-5} \text{ sr})$ from 18.7 to 19.6. The total (statistical and systematic) uncertainties can reach up to 0.9 [46], where the statistical uncertainty is related to the number of measured stellar tracers. The statistical uncertainty for WLM is much smaller due to the well-measured stellar and gas dynamics [6].

**FIG. 4.** Upper limits on the annihilation cross section $\langle \sigma v \rangle$ at 95% CL for WLM in the $t\bar{t}$, $e^+e^-$, $\mu^+\mu^-$, and $\tau^+\tau^-$ annihilation channels. These upper limits include the uncertainties on the $J$ factor. The solid lines are the observed limits, the dashed lines the mean expected limits, and the dark (respectively light) bands are the $1\sigma$ (respectively $2\sigma$) containment bands.

**FIG. 5.** Comparison of the upper limits for the annihilation channels $W^+W^-$, $b\bar{b}$, and $\tau^+\tau^-$ between this result and the result of the HAWC experiment for the WLM galaxy [15]. The HAWC limits have been rescaled with the $J$ factor computed with the coreNFW profile used in this analysis.
No quantitative study has been performed so far on the systematic uncertainties on WLM J factor, and, therefore, they are not considered in our upper limit computations. In the case of the ultrafaint dwarf spheroidal galaxies, taking into account the estimated uncertainties on the J factor due to the limited number of tracers can degrade the upper limits by an order of magnitude [12]. Studying a dwarf irregular galaxy such as WLM provides a new physical DM-dominated environment to search for potential DM signals, with other types of inherent uncertainties.

IV. CONCLUSION

Dwarf irregular galaxies are arguably relevant targets for the indirect search of DM through γ-ray detection. Their DM profile is well constrained by the gas they contain, leading to small uncertainties on the J factor. With its recent 18 hour observations of WLM, one of the most promising dwarf irregular galaxies, H.E.S.S. is the first imaging atmospheric Cherenkov telescope array to observe such a galaxy to search for DM annihilation signals. The DM distribution of WLM can be well parametrized by a coreNFW profile, which allows the computation of the J factor with a very good precision. For the whole galaxy, we obtain a value of \( \log_{10}(J_{\theta,1}/\text{GeV}^2 \text{ cm}^{-5} \text{ sr}) = 16.91^{+0.10}_{-0.09} \). As no detection of a significant excess signal has been made in the region of interest, upper limits on the annihilation cross section at 95% CL have been derived made in the region of interest, upper limits on the annihilation cross section at 95% CL have been derived.
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