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Abstract

Today, texts, paintings and songs need no longer be the result of human creativity. Advanced artificial intelligence (AI) systems are capable of generating creations that can hardly be distinguished from those of authors of flesh and blood. This development raises the question whether AI-generated works could be eligible for copyright protection. In the following analysis, we explore this question. After a discussion of the traditional copyright requirement of human creativity, the rationales underlying copyright protection—in particular the utilitarian incentive theory—will serve as a compass to decide on the grant of exclusive rights and delineate the scope of protection. In addition, the analysis will address the question who the owner of protected AI creations should be. Finally, the discussion of pros and cons of protection will be placed in the broader context of competing policy
goals and legal obligations, such as the prospect of enriching the public domain, the need to prevent interferences with human creativity and the question of liability for AI creations that infringe the rights of third parties.

Introduction

"A home transformed by the lightning
the balanced alcoves smother
this insatiable earth of a planet, Earth.
They attacked it with mechanical horns
because they love you, love, in fire and wind.
You say, what is the time waiting for in its spring?
I tell you it is waiting for your branch that flows,
because you are a sweet-smelling diamond
architecture
that does not know why it grows." 1

As the meaning of "art" is subjective in nature, one might consider the above poem to be abundantly vague, while another may find it truly inspiring. Nevertheless, when realising that this poem stems from a robot, most people are likely surprised. It was not a human poet or literary artist, but an artificial intelligence (AI) that created this text independently. The poem was actually published in a literary journal under the assumption that it was written by a human being. 2 It can serve as an example of how advanced the technology of creative AI has become and how difficult it can be to distinguish robot creations from those of human beings. 3

For a long time, mankind assumed that only humans were capable of creating literary and artistic works. With developments in the field of AI giving birth to a new kind of algorithmic creator in the realm of cultural creativity, this assumption no longer seems valid. 4 Today, robots are capable of mimicking works of art, such as literature, music and paintings. 5 The technology enabling their creative functions is becoming more and more advanced. 6 Instead of relying on human instructions, contemporary AI systems have become increasingly independent by *E.I.P.R. 798 mimicking human traits, such as reason, creativity and learning. 7 AI authors are thus capable of cultural creation, more or less on their own, allowing for broad-scale production of cultural objects which eye and ear often fail to distinguish from human creations. 8

While the capabilities of creative robots—in the sense of efficient and independent broad-scale creation—are promising, the current copyright framework in the United States (US) and the European Union (EU) have not yet addressed this development adequately. 9 Both systems lack specific regulation regarding the copyright eligibility of robot-generated works. Moreover, both copyright systems seem to consider human authorship a prerequisite for copyright protection. 10 In US copyright law, for subject-matter to be eligible for copyright protection, it must constitute a work created by a human being. 11 Similarly, the Court of Justice of the European Union (CJEU) has determined that for creations to be eligible for copyright protection, they must be the result of an author’s own intellectual creation. 12

The human authorship requirement raises questions with regard to robot creations. Especially when robots start operating more independently, making their choices less predictable and foreseeable to either their users or programmers, human involvement in the process of creation becomes more difficult to identify. 13 If, for that reason, robot creations are deemed ineligible for copyright protection, they automatically enter the public domain where everybody can use, enjoy and exploit them freely. In fact, the following analysis shows that a large category of robot-generated works is ineligible for copyright protection. By separating different types of algorithms and analysing their functioning, it makes a clear distinction between works that will, and works that will not meet copyright’s originality test.

While the debate up until now has mostly concerned the doctrinal question whether robot-generated works could be copyrightable, our article analyses whether robot-generated works should be copyrightable. In doing so, we find that the incentive theory should serve as the sole compass for addressing the issue of robot-generated works. 14 We recognise that providing an incentive for the user of a creative robot may stimulate the creation and dissemination of robot-generated works. In the absence of any incentive to invest in robot training and share the results of the robot’s work, literary and artistic productions
of AI systems may remain underdeveloped. They may also be withheld from the public. With its long term of protection and robust exclusive rights, however, copyright law does not seem to provide the most suitable legal framework for addressing this dilemma. The law of neighbouring rights, by contrast, offers room for more elastic solutions owing to its flexible and customisable protection framework. Such a framework makes it possible to ensure that the creation and dissemination of robot-generated works are rewarded and stimulated. At the same time, however, it is necessary to consider potential competing policy goals, such as the enrichment of the public domain, the objective to prevent interferences with human creativity and the need to regulate the risk of infringements of third-party content. Concluding remarks complete the analysis.

Human creativity requirement

**United States**

Section 102 of the US Copyright Act provides that copyright is present

"in original works of authorship fixed in any tangible medium of expression, now known or later developed, from which they can be perceived, reproduced, or otherwise communicated, either directly or with the aid of a machine or device". *E.I.P.R. 799*

As such, the two requirements that play a role in determining what constitutes a copyrightable work are "originality" and the act of fixation "in any tangible medium". With regard to works generated by or with the help of a computer, the act of fixation does not pose problems. Robots are able to write on paper, paint on canvas and create audio files of music. More interesting issues arise from the originality requirement. As the US Copyright Act does not define "originality" more precisely, the conceptual contours of this requirement must be deduced from the Supreme Court’s case law. On the one hand, originality implies that a work is independent in the sense that it has not been copied from another work: it stands on its own. Robots go beyond mere copying. They are able to create on the basis of one’s style or even create in their own style. In both scenarios, the created work may or may not be inspired by pre-existing works, but the resulting creation is independent in the sense that it deviates enough from the source material to be considered novel. Sufficient independence from pre-existing works, however, is not the only prerequisite that has to be met in order for a work to qualify as original. The originality test also implies a "creativity" requirement. The US Supreme Court has extensively elaborated on the meaning and scope of the creativity requirement in its case law.

*Feist Publications Inc v Rural Telephone Service Co.* is one of the leading cases concerning the creativity requirement in US copyright law. The case concerned copyright protection for a telephone directory. After Rural had refused to grant a licence, Feist had copied information from Rural’s telephone directory to include it in its own. Rural sued Feist for copyright infringement. The tension in this case concerned two established propositions: the first being that facts, such as one’s personal information, are ineligible for copyright; the second that one has put effort into gathering this information, organising it and writing it down, thus creating a new useful object (the "sweat of the brow doctrine"). Prior to the *Feist* judgment, some US courts had embraced the sweat of the brow doctrine. Instead of focusing on creativity, this approach brings the amount of labour into focus that has been invested in a work. The US Supreme Court, however, rejected the doctrine in *Feist* by holding that for a work to be original in the sense of the US Constitution, it should not only be created independently by an author in the sense that it has not been copied from another work, but also at least possess a minimal degree of creativity.

The first question that arises from this creativity requirement with regard to robot works is to whom or what it actually applies. Should it be understood in the sense that the work itself needs to reflect sufficient creativity or does it refer to the process leading to the work? Must the process of making the work be creative? As already indicated above, the appearance of a robot-generated work—the final result—is often indistinguishable from that of a human creation. Creativity of the work itself may therefore be easier to establish. With regard to the process of creation, more delicate questions arise. The choices underlying a robot-generated work may stem from the robot programmer, the robot user or the robot algorithm itself. In *Feist*, the US Supreme Court gave quite a clear answer:

"Factual compilations, on the other hand, may possess the requisite originality. The compilation author typically chooses which facts to include, in what order to place them, and how to arrange the collected data so that they may be used effectively by readers. These choices as to selection and arrangement, so long as they are made independently by the compiler and entail a minimal degree of creativity, are sufficiently original that Congress may protect such compilations through the copyright law."
Hence it seems that the process of creation is decisive. Linking the creativity requirement to acts in the process of creation, such as "choice", "compilation" and "arrangement", the court implies that not only the final result but also the author himself must be creative. This leads to the question whether a robot operating on the basis of machine instructions can be deemed creative in the sense of the law. Or is creativeness an ability that is exclusive to the human mind? Another remark in the Feist judgment points in this direction. The court stated that a work could only be original "when founded in the creative powers of the mind". This case law and related discussions in literature suggest that the US creativity requirement requires human origin indeed.

In Burrow-Giles Lithographic Co v Sarony, the famous photographer Sarony had filed a copyright infringement suit because Burrow-Giles had sold unauthorised lithographs of his portrait photograph of Oscar Wilde. Before assessing potential infringement, the US Supreme Court had to answer the central question whether copyright could rest on a photograph. The court answered this question in the affirmative. Photographs could attract copyright protection "so far as they are representatives of original intellectual conceptions of the author". In the words of the court "whether a photograph is a mere mechanical reproduction or an original work of art is a question to be determined by proof of the facts of originality, of intellectual production, and of thought and conception on the part of the author ...". A mere mechanic mode of creation is therefore not enough. The creation must give expression to an idea of the human behind the machine. Denying copyright in a photograph made by a monkey in Naruto v Slater, the US Court of Appeals for the Ninth Circuit confirmed that "[t]he terms ‘children’, ‘grandchildren’, ‘legitimate’, ‘widow’, and ‘widower’ [in the Copyright Act] all imply humanity and necessarily exclude animals that do not marry and do not have heirs entitled to property by law". Slater had stationed a camera in the jungle, after which a Macaque monkey had seized the opportunity to take a self-portrait. Owing to the lack of human decision-making, however, the "monkey selfie" could not attract copyright protection, even though it resembled a photograph taken by a human. The judgment confirms that the final result is not decisive. The focus is on human involvement in the process of creation. Not surprisingly, s.306 of the Compendium of US Copyright Office Practices stipulates that "because copyright law is limited to ‘original intellectual conceptions of the author’, the Office will refuse to register a claim if it determines that a human being did not create the work". Arriving at this exclusion of mere mechanic creations from copyright, the US Copyright Office, obviously, has interpreted the requirements of Feist ("founded in the creative powers of the mind") and Burrow-Giles ("original intellectual conceptions of the author") as a human authorship requirement. However, this does not mean that the US Copyright Office refuses to register robot works altogether. Section 313.2 of the Compendium clarifies that the scope of the aforementioned practical rule is limited to "works produced by a machine or a mere mechanical process that operates randomly or automatically without any creative input or intervention from a human author". A robot's creation may therefore be registered, if sufficient traces of human creativeness can be identified in the process of its creation. This US practice seems in line with the findings in the Final Report of the National Commission on New Technology Uses of Copyrighted Works (CONTU). In 1978, this National Commission, formed by Congress and the US President, had already released a report that assessed the role of copyright in relation to computer programs. The CONTU report stated that copyright eligibility depended on the presence of minimal human creative effort at the time of producing the work. Although it is more than 40 years old, it still seems to have an authoritative character.

In sum, the analysis of the US legal framework shows that for a robot-generated work to enjoy copyright protection, at least some sort of human creativity is required during the process leading to its creation. It may be easy to meet this human input requirement in a situation where the robot is used merely as a tool. The identification of traces of humanity, however, becomes more difficult when the robot starts to create autonomously, taking steps that no longer follow directly from the underlying programming.

*E.I.P.R. 800*
European Union

In the EU, the Software Directive and the Database Directive stipulate that for attracting copyright, computer programs and databases must be "original in the sense that they are an author’s own intellectual creation". Universalising this requirement, the CJEU extended this criterion to all work categories in Infopaq. Hence, the court established an originality test that points in the direction of human creativity by requiring "an author’s own intellectual creation". In Infopaq, this question had arisen from the practice of scanning publications of Danish newspapers, converting them into searchable text files, and offering media monitoring services that provided users with text fragments of 11 words which the search system detracted from protected press articles. Answering the question whether 11 words could enjoy copyright protection, the CJEU also clarified that it was "only through the choice, sequence and combination of those words that the author may express his creativity in an original manner and achieve a result which is an intellectual creation".

Defining a work as the result of expressing creativity, the court detached the inquiry into originality from the final result—the work itself—and focused on the process of creation instead. A line with the above-described developments in US copyright law can easily be drawn. In Painer—a case concerning copyright protection for a portrait photograph taken at school—the CJEU added that an intellectual creation was an author’s own if it reflected the author’s personality. That was the case if the author expressed his creative abilities in the production of the work by making "free and creative choices". Making these choices, the author could stamp the work with his "personal touch". Again, the author occupies centre stage. Although a human authorship requirement is not explicitly mentioned, the court’s reference to a reflection of the author’s personality indicates quite clearly that some kind of human involvement in the creation process is indispensable. Given the important role of the natural bond between author and creation in Europe's civil law copyright tradition, this conclusion seems inescapable.

It is worth mentioning that, prior to Infopaq, the Supreme Court of the Netherlands had explicitly held that, for a work to enjoy copyright protection, it had to be the result of human authorship. In Zonen Endstra, the court noted that for a work to receive the requisite imprint of the author’s personality, it had to be the result of human creation and creativity—a product of the human spirit. Although the CJEU’s case law has not yet been as clear-cut as this Dutch decision in Zonen Endstra, the explicit formulation of such a prerequisite in the Netherlands is fully in line with the continental-European droit d’auteur tradition. As mentioned above, the bond between a human author and its creation plays a central role in continental-European civil law systems.

In the light of the continental-European focus on the materialisation of an author’s personality, the examination of case law and literature statements, it seems safe to assume that EU copyright law requires at least some human involvement in the process of creation for a work to be copyrightable. Otherwise, the stamp of the author’s personality is missing. As mentioned in the US context, the focus on human input during the process of creation precludes the recognition of copyright on the sole ground that the final result—a robot-generated work—can hardly be distinguished from literary and artistic productions of authors of flesh and blood. The final result may often resemble a human creation. The process leading to its creation, however, may differ substantially. The moment the robot starts to take steps independently of human instructions, the requisite bond with human personality may be lost and the resulting work may no longer be eligible for copyright protection.

Identifying human creativity in robot works

The preceding analysis of US and EU originality standards shows that for a robot-generated work to enjoy copyright protection, human creativity needs to be identified in the process of creation. Therefore, it is necessary to analyse to what extent the robot’s operational process leaves room for creative human input. In this assessment, the underlying algorithm—the set of coding instructions defining the robot’s operational process—constitutes a key factor. A sufficient nexus between the programmer’s general coding instructions and/or the specific instructions given by an individual robot user on the one hand, and the steps taken to establish the work at issue on the other hand, may justify the assumption of adequate human intervention. Hence, it is important to determine which type of algorithm steers the process of creation, as the algorithm’s functioning plays a decisive role in evaluating the degree of human creativity that contributes to the robot’s creation process.


Room for creative user input

Literary and artistic works in the classic sense, such as literature, paintings and music, may be created using computers and specific software. Creations resulting from the use of Microsoft Word for poetry, Fruity Loops for melodies and Photoshop for artworks have in common that the computer and the used software only operate as assistants, tools, for fixing an idea of the human mind. Evidently, such computer-aided processes of creation leave ample room for free and creative human choices. They do not pose obstacles to the assumption of copyright eligibility. As the computer is merely used as a tool, the creativity invested in the act of creation still originates very clearly from the human author operating that tool.  

The same may be said about works generated by robots as long as the robot user has enough influence on the production process to add sufficient (human) creativity. For example, when a robot makes a painting, the robot user may still be creative by making choices and arrangements with regard to design parameters, such as colours, shapes, lines and canvas type. The resulting painting may thus reflect a sufficient degree of human creativity (stemming from the robot user) to pass the originality tests laid down in Feist and Burrow-Giles (US), or Infopaq and Painer (EU).  

A more problematic scenario arises when the creative control of a human user is more limited. If, in the painting scenario, the role of the user is confined to pressing the button to start the process of creation, the design choices leading to the painting stem from the robot itself or the programmer of the underlying algorithm. The robot user no longer has creative freedom to define the form of the robot’s output. The painting no longer expresses free and creative choices of the robot user. As we have learned from Burrow-Giles (US) and Painer (EU), pressing a button to create a photograph only results in copyright eligibility if the photograph is an intellectual creation of the author because it expresses free and creative human choices (Painer) or gives expression to ideas of the human mind (Burrow-Giles). Hence, merely pushing a robot’s button to start a machine-driven process leading to a painting, does not bestow copyright protection upon the robot user—even if the final result successfully mimics typical features of human creativity.  

Room for creative robot programmer input

When the creativity involved in the creation process does not originate with the user, we are still left with the programmer who may have impregnated the creation process with human creativity when developing the algorithm and code steering the robot. In this regard, the first type of algorithm that is relevant to the present inquiry is the "step-by-step algorithm". The operational process of a robot operating on the basis of a step-by-step algorithm follows from an "if-then" decision model, whereby the robot draws conclusions by applying rules of supposition. In such a scenario, the algorithm created by the programmer—functions as an instruction manual (or a set of rules) that directly dictates the robot’s creation process. If the programmer tells the robot to do "A" then "B", the robot slavishly carries out the will of its programmer. It may thus be possible to trace back the creative choices in a work generated by a robot with a step-by-step algorithm to the human coding decisions which the programmer made. A user pushing the button to start the robot’s creation process merely activates the programmer’s "will", as laid down in the instructions defining the robot's functioning. Everything the robot does is determined by the inference engine made up of if-then rules that were created by the programmer. If, in this scenario, the created painting can be qualified as a manifestation of the robot programmer’s creative choices and, in particular, if the programmer can foresee and predict what the created work will comprehend, the creativity reflected by the final result can be attributed to the programmer. Accordingly, the painting can be deemed the programmer’s own intellectual creation (Infopaq) and represent his original intellectual conceptions (Burrow-Giles /Infopaq). Works resulting from a step-by-step algorithm may thus enjoy copyright protection—a copyright owned by the programmer.  

The programmer may also define rules in a robot’s programming that place constraints on the robot’s functioning. With algorithms in this category, so-called "rule-based algorithms", the programmer does not tell the robot exactly what to do, but instead sets boundaries to the robot’s ambit of operation. Instead of directing the robot to do "A", then "B", rule-based constraint programming means that the programmer provides rules such as that "A" should always be bigger than "B", "X" must never equal "Y", and so on. In this scenario, the boundaries are set, but the robot is not told specifically what to do. Hence, it becomes more difficult to identify human creativity in the creation process. The robot operates on its own within the space provided by the programmer. In the case of rule-based algorithms, the creativity that can be traced back to the programmer seems significantly reduced in comparison with step-by-step algorithms. The programmer has provided the robot with instructions through the inference engine. However, these instructions do not directly steer and define the creation of the work. The robot, when activated,
starts to create within the delineated field of operation. However, it seems much less plausible that the programmer dictated—let alone could foresee—the concrete form and features of the resulting work.

Nonetheless, it may be argued that programmer creativity was involved in limiting the robot’s operational field and that the free and creative selection of the borders of this field are sufficient to award copyright. However, this argument seems only valid if the boundary lines are drawn so precisely that the programmer still has sufficient control over the creation process to keep the robot within her original intellectual conceptions (Burrow-Giles) and add her personal touch (Painer). If, by contrast, the limits set by the programmer merely resemble general limits that impact human creativity as well, such as rules regarding grammar and orthography, or traditional form conventions of a classical symphony, it may be said that the programmer de facto leaves the choice of the work’s concrete form to the machine. Despite certain limits, a robot with a rule-based algorithm may thus ultimately carry out the creative process on its own. Robot creations with features that can no longer be traced back to a human programmer, are unlike to pass the human creativity requirement. As they are no longer founded in the creative powers of a human mind (Feist) and do not reflect the programmer’s own intellectual creation (Infopaq), works generated by robots that operate on the basis of loosely defined rule-based constraints are ineligible for copyright protection. They leave the programmer empty-handed.

Finally, robots operating on the basis of "machine learning" algorithms pose the biggest hurdles to proving sufficient human creativity. On the basis of input data (in the context of robot creativity often consisting of human works serving as templates), the robot is able to recognise patterns and similarities. Following this deductive method, a robot is able to learn how to create a novel work on its own, either mimicking the style of analysed works or generating a previously unknown style variation. Thus, a machine learning algorithm enables a robot to learn how to create on its own.

Regarding the robot’s functioning, the role of the programmer is limited to defining the robot’s goal, providing the robot with training data and reviewing the robot’s generated outcome. In doing so, the programmer will certainly invest creativity. Without the programmer’s efforts, there would be no algorithm, and without the algorithm, there would be no work. However, the creative contributions of the programmer relate to the creation of the robot’s learning process, instead of controlling the creation process of the work itself. Deriving connections and similarities from the data it processes, the robot is able to learn through trial and error. As several programmers have recognised, this mode of operation allows the robot to make choices that are often surprising—in the sense that the programmer could not have predicted them and could not explain them on the basis of his thorough understanding of the underlying algorithm. Hence, it is no longer possible to allocate the design choices leading to the work to the programmer.

Arguably, the robot’s learning process in the machine learning scenario even resembles the learning cycle of a human. When an artist of flesh and blood creates a painting of a duck, she does so by digging into her cognitive memory. Applying the knowledge that she has gathered through perception and transforming her lifetime experience of duck observation into a drawing, the artist is able to create a work of art. Based on this comparison, it may be said that in the case of machine learning, the role of a programmer is in essence the same as that of an art teacher. If the artist, as a student, was assigned the task of painting ducks after the art teacher provided her with pre-existing pictures of ducks, the student may create a duck painting on the basis of what she has learned from the teacher. Nonetheless, the creative components defining the painting—e.g. the shape of the duck’s beak, the colour of its feathers and the form of its flippers—result from the choices made by the student herself. Moreover, the art teacher could not predict beforehand what the student’s creation would look like. The elements that may justify copyright protection are the artist’s, not the art teacher’s. By analogy, the machine-learning robot—as a student—makes the decisive choices and not the programmer. The programmer only has the role of the teacher who cannot claim authorship simply because she prepared the student for the creative task. Works created by robots with machine learning algorithms, thus, are unlikely to reflect enough programmer creativity to meet the originality test and allow the programmer to invoke copyright protection.

**Desirability of protection in the light of copyright’s rationales**

The foregoing analysis shows that, de lege lata, copyright protection is unlikely to be available in the case of robots with rule-based or machine learning algorithms. Against this background, the question arises whether, de lege ferenda, it makes sense to reconfigure the originality test and pave the way for the grant of copyright despite the described lack of human creativity. As this question concerns the normative level of policy-making, it is advisable to return to the rationales justifying copyright protection.
protection. If these rationales offer sufficient support for the grant of copyright not only in the case of human creativity but also in the case of robot creativity, they can serve as a basis for extending copyright protection to robot-generated works. If not, they confirm the appropriateness of the described status quo.

Adopting a natural law approach to copyright, it can be posited that the author has a right to claim protection over his work owing to the simple fact that he—as auctor intellectualis—brought something into existence with his labour in the abundant universe of cultural expressions. As the work is regarded as a manifestation of the author’s personality, the author acquires a property right in his work by virtue of the mere act of creation—the act of mingling his personal creativity with the raw material of pre-existing sources of inspiration in the cultural landscape. Strictly speaking, this means that an author’s rights are a natural result of creative labour. They are not created by law, but have always existed in the legal consciousness of man. This has the corollary that nothing is left to the law, apart from formally recognising what is already inherent in the "very nature of things". Natural law theory thus invokes feelings of fairness and justice. The underlying thought is that the author should be rewarded and acknowledged. Copyright follows from creative labour and preserves the natural bond between an author and his creation. Central to this theory are not the interests of the community, but the interests of the author as a creating individual. This author-centrism of natural law theory calls on the legislator to safeguard rights broad enough to concede to authors the opportunity to benefit from the use of their self-expression, and to bar factors that might stymie their exploitation.

Evidently, however, this natural law theory has little to offer in respect of works generated by a robot with a rule-based or machine learning algorithm. As discussed in the preceding section, the copyright dilemma arising from this mode of creation is the absence of identifiable human creativity shaping the process of creation. Hence, there is no natural bond between a human author and the work that could justify the recognition of copyright protection in the light of natural law theory. As explained, there is no direct bond between the creative efforts of the programmer and the works that the robot generates in the rule-based or machine learning scenario. In contrast to authors of flesh and blood, robots simply follow machine instructions: they mimic creativity without making any creative effort. Even if one was willing to accept robots as legal persons capable of holding copyright, the basic theoretical preconditions for awarding copyright under natural law theory are missing. Therefore, a discussion of the desirability of copyright protection in light of this theory seems pointless. By definition, it must lead to the rejection of copyright without entering into a meaningful debate of pros and cons.

Economic incentive theory, by contrast, offers a theoretical framework for assessing the benefit and detriment of copyright to robot works. The basic principle underlying economic incentive theory is the thought of maximising utility for society as a whole. Copyright serves as a means to reach this end. Providing authors with a financial reward—in the form of exploitation rights with market value—the law seeks to encourage the promotion of scientific and literary development. Exclusive rights to reproduce and distribute literary and artistic works offer authors a monopoly position during the limited term of protection, allowing them to recoup the investment of time and money during the process of creating the work. The incentive following from this amortisation scheme is intended to stimulate the creation and dissemination of cultural expressions. The focus, however, is not on the individual author, but on the community. Copyright is a prerogative granted to enhance the overall welfare of society by ensuring a sufficient supply of knowledge and information. This theoretical basis only justifies rights strong enough to induce the desired production of intellectual works. In contrast to natural law theory, the exclusive rights of authors deserve individual positive legal enactment from the perspective of economic incentive theory. Those forms of use that need not be reserved for the right holder to provide the necessary incentive remain free. Otherwise, rights would be awarded that are unnecessary to achieve the societal goals of the system. Hence, copyright protection is justified insofar as it is necessary to provide the incentive needed to encourage the creation and dissemination of creative expression. Copyright is not a natural right, but an enacted right, that is aligned with the interests of the public. Under economic incentive theory, the effectiveness of copyright protection can be measured in terms of societal benefits, including the enhancement of a participatory culture.

Before embracing economic incentive theory as a reference point for assessing the desirability of copyright to robot works, however, a final word on the relevance of this theory in both traditions of copyright law seems advisable. It is often assumed that a distinction in justifying theory can be made between the continental-European civil law tradition and the Anglo-American common law tradition. The assumption is that in civil law systems, the right of the author (droit d’auteur) rests on natural law theory, whereas economic incentive theory occupies centre stage in common law countries. In literature, however, it has been shown that it is wrong to paint a black and white picture. In fact, both theories—natural law and economic incentive—
influenced the evolution of copyright protection standards on both sides of the Atlantic. 

Recital 4 of the EU Information Society Directive 2001/29 reads as follows:

"A harmonised legal framework on copyright and related rights, through increased legal certainty and while providing for a high level of protection of intellectual property, will foster substantial investment in creativity and innovation, including network infrastructure, and lead in turn to growth and increased competitiveness of European industry, both in area of content provision and information technology and more generally across a wide range of industrial and cultural sectors. This will safeguard employment and encourage new job creation."

Instead of focusing on the individual interests of the author in line with natural law theory and the civil law tradition of continental-European Member States, this core consideration underlying EU copyright law recalls the economic incentive rationale by emphasising overall benefits for society. Against this background, it does not seem inconsistent to apply incentive theory as a guideline for addressing the issue of copyright for robot-generated works in the US and the EU.

In the light of economic incentive theory, copyright protection for robot works is desirable only if, on balance, society benefits from the grant of exclusive rights. The benefits accruing from copyright as a bait to spur investment in robot works must outweigh the costs of creating monopoly positions. More concretely, the grant of protection must be likely to promote the progress in the field of literature and art to such an extent that the protection scenario seems preferable over the status quo which leaves works evolving from rule-based and machine learning algorithms unprotected. To assess the potential stimulating effect of copyright, it is necessary to consider the interests of potential copyright owners: the robot programmer, the robot user and, potentially, even the robot itself. Is it desirable from an economic incentive perspective to award any of these candidates copyright? *E.I.P.R. 806

Copyright for the robot itself

As the robot generates the work independently in a rule-based or machine learning scenario, a first—at least theoretical—option is the recognition of the robot itself as holder of copyright. This option remains a mere theoretical option as long as robots do not possess legal personhood and, accordingly, are incapable of owning, transferring, licensing and enforcing rights. Even if robots were to have legal personhood, however, their lack of conscience and self-determination would still cause copyright to be meaningless as an incentive scheme. Unless this is woven into the fabric of the robot programming, robots are not aware of any incentive and not susceptible to the stimulus that may arise from copyright protection in the case of human authors.

Moreover, it can hardly be said that robots invest time and money in the creation of a work that they would like to amortise. Once activated, they mechanically produce works regardless of the prospect of any return on investment. One of the central guidelines following from the economic incentive theory is that no more incentive should be provided than necessary. As the robot does not make any investment that could be amortised via copyright protection, an incentive is not required. Conferring copyright upon the robot would only create unjustifiable barriers to the dissemination and enjoyment of its creations. As copyright does not influence robot productivity, it would mean that the grant of protection has no function at all at the cost of others being unable to freely access robot-generated works. Hence, copyright for the robot itself is not warranted from an economic incentive perspective. It even appears as the worst solution from this perspective.

Copyright for the programmer

AI is regarded as one of the most promising contemporary tools for innovation. The advancement of AI research and development requires the investment of significant financial resources and man hours. Arguably, the extended amortisation period following from the grant of copyright protection can play an important role in this context. It allows AI entrepreneurs to recover investments that may remain impossible in the absence of the prospect of amortisation. Hence, the grant of copyright to robot-generated works may render investment attractive. Providing copyright as a bait for substantial investment may stimulate innovation in the field of creative AI which, in turn, could promote robot-generated contributions to the literary and artistic domain.

One of the reasons why the programmer deserves to be considered in this regard is that, as explained above, he has significantly contributed to the production of the rule-based or machine learning algorithm which enables the robot to produce works. He is "the author of the author". Without his algorithm, the works would never have come to light. Especially if the output generated
by the robot is of high quality, this may be due to the ingenuity which the programmer applied to establish a particularly potent rule-based or machine learning framework for the robot.

However, it is doubtful whether this investment would really remain absent when copyright to robot-generated works is not bestowed upon the programmer. Copyright given to robot works is not the sole incentive scheme in this area. Even though software patents remain a contested and challenging branch of patent protection, the technical implementation of a rule-based or machine learning algorithm in a creative robot may be eligible for patent protection. In addition, copyright law offers a reliable alternative incentive scheme. It protects a computer program’s source and object code as a literary work. Hence, the denial of copyright to robot-generated works does not leave the programmer empty-handed. He can apply an amalgam of copyright and patent protection to recoup investments through profits that he derives from the sale and licensing/licensing of the algorithm and/or source and object code underlying the creative robot functionality.

In this context, it must also be considered that copyright for the programmer may render creative robot systems less attractive for users. If the programmer is granted all the rights to works that the robot makes, what interest would a user have in purchasing such a robot? The programmer could transfer copyright or grant an umbrella licence beforehand. But this enhances the complexity of robot sales and may increase the price of the creative machine to such an extent that the grant of copyright can no longer be justified under economic incentive theory. A comparison with the purchase of a photo camera illustrates this point. The person who uses the camera makes the photographs, while the operating software enables her to do so. The software was created by the programmer and may enjoy patent and copyright protection. The programmer of the software, however, is not entitled to copyright in the photographs made with the camera. Otherwise, users may have little interest in a camera that imposes the legal obligation of rights clearance whenever a photograph is copied and shared. Similarly, widespread monopolisation of copyright to robot-generated works in the hands of programmers may cause costs for society (in terms of restrictions on free use and dissemination) which the additional incentive arising from the grant of copyright (on top of existing patent and copyright protection for the robot software) does not outweigh. The bundling of copyright to robot works in the hands of programmers is thus unlikely to make sense in the light of economic incentive theory. It will most probably do more harm than good when considering that this copyright would only supplement existing patent and copyright incentive schemes for software production and dissemination.

**Copyright for the user**

As explained, an incentive for the development of creative robots is already present in the form of copyright and patent protection for the algorithm and programming code. An incentive for the creation and dissemination of the robot’s works, however, is sought in vain. From an economic incentive point of view, the user is the candidate that deserves considerable attention in this regard. Ultimately, the robot programmer is not the one who activates the robot and initiates the process of work production. That would only be the case if the programmer were to keep the robot to himself, not selling it or licensing it for use. If, in such a scenario, the programmer finally activates the robot and gives green light for the creation process, however, the programmer himself no longer confines his activities to the programming function. By contrast, he combines this function with the role of a user who exercises control over the robot’s production phase and the dissemination of resulting works. Even in this scenario, the focus therefore shifts from the act of programming to the act of using/instructing the robot.

As it is the user who operates the robot, he decides when a work is brought into existence. Moreover, he decides whether the work is brought into public circulation. Providing the user with the incentive of copyright protection may thus stimulate the creation and dissemination of robot-generated works which, in turn, may allow society to benefit from new literary and artistic productions, thus achieving the primary goal of incentive theory. Not surprisingly, existing copyright provisions in countries belonging to the Anglo-American common law tradition, such as the United Kingdom, New Zealand and Ireland, offer starting points for conferring copyright upon the user who undertakes "the arrangements necessary for the creation of the [computer-generated] work...". Arguably, a robot user may fulfil this requirement when embarking on instructing and guiding actions, such as activating the robot and directing its operational process.

In the case of a robot user, it is also possible to identify costs—both time and money—which the user may want to recoup. It is conceivable that a robot system, while providing the functional basis for the act of making a work, still requires training activities and data input. A robot user may thus have to spend considerable time with the robot in order to develop and fine-tune its creative functions. He may also have to buy source material that provides sufficient templates for the robot to mimic a specific concept or style. Moreover, a user must buy, lease or license the program steering the process of
creation. Depending on the refinement of the robot system, this may involve significant costs. Hence, it may be said that the user must make investments which copyright law could foster by providing the prospect of a long amortisation period. In the absence of copyright, the only remaining interest will often be the play with the robot. A user may enjoy placing the robot’s paintings on the walls of his home, playing its music in his living room or reading one of the robot’s many poems or science fiction novels in his bed. This private use scenario, however, has the drawback that the user may also decide not to share the work with a larger public. If the dissemination of the work is unlikely to generate any income, less users will make the effort of uploading robot-generated works to online platforms or developing other modes of communication to the public. Therefore, the private use scenario is unsatisfactory from the perspective of the incentive theory, which seeks to spur not only the creation of works but also their dissemination.

Assigning copyright to the user of a creative robot may also provide indirect incentives for programmers. If robot users can benefit from copyright royalties accruing from the exploitation of AI-generated works, they may be willing to pay more for the robot system. After all, the prospect of an additional source of income enhances the commercial attractiveness of creative robots. This will cause the demand for creative robots to rise, enabling programmers to increase the price of creative robots which, in turn, will provide an additional incentive for them to invest in creative AI. The willingness of robot users to pay higher prices may also encourage programmers to make progress with regard to the quality of creative robots. A user who is considering to purchase a creative robot for the purpose of making money with robot-generated works will most probably be more demanding than a user who simply looks for a new toy for private curiosity and entertainment. The profit-oriented user will look for a robot that creates efficiently and in high quality. Hence, the grant of copyright to this type of users may support the evolution of a market for high-end robot artists and, at the same time, spur investment in the technology necessary for these premium machines.

In the light of these considerations, it seems most convincing to confer copyright upon the user of a creative robot. Providing the user with copyright appears as the best solution from the perspective of economic incentive theory. If the user cannot enjoy copyright to the creations of her robot, she may lose interest in pluming the full potential of the robot and bringing robot works to the market for the public to enjoy. Hence, society may be deprived of contributions to the cultural landscape due to the lack of copyright protection.

**Appropriate scope of protection**

The identification of a reason to support the purchase, training and dissemination activities of a robot user, however, does not entail that the current proportions of copyright protection must automatically be deemed appropriate. As already pointed out, economic incentive theory only supports copyright protection to the extent to which monopoly rights are necessary to promote the desired creation and dissemination of literary and artistic works. As the robot user does not add her own creativity to the final creation process (but only prepares and initiates the robot’s production mechanism), one can legitimately question the appropriateness of copyright’s long term of protection and the broad scope of exclusive rights that can be invoked to prevent others from using and enjoying robot-generated works. As elaborated above, the issue of robot-generated works does not call for a reward for human creative effort. The natural law argument justifying far-reaching exclusive rights is not applicable. Instead, the possibility of recouping investment is central to the inquiry in line with economic incentive theory. Considering the spectrum of contributions of the user—ranging from the willingness to run financial investment risks to organisational efforts supporting the creation and dissemination of robot works—a parallel with the holders of neighbouring rights can easily be drawn. Phonogram and film producers, for instance, receive a neighbouring right for the financial and organisational responsibilities flowing from their entrepreneurial involvement.

A neighbouring rights approach makes it possible to avoid overprotection and potential negative effects that may result from broad exclusive rights and a long duration of protection. As the CJEU pointed out in *Marco Del Corso*, the phonogram producer rights laid down in *E.I.P.R. 809* art.8(2) of Directive 92/100/EEC are not intended to allow the right holder to place constraints on the dissemination of protected sound recordings. By contrast, the right to equitable remuneration for the broadcasting of recorded music is of a "compensatory nature." The focus is not on prohibition but on the payment of a fair royalty that may be collected by central rights management organisations. At the international level, art.15(1) of the WIPO Performances and Phonograms Treaty offers room for this solution in the field of phonogram producer rights. The application of the same recipe to robot-generated works would generate a revenue stream while, at the same time, preventing the robot user from posing excessive obstacles to the enjoyment and use of the work by asking prohibitively high licence fees. In other words, the right to prevent use could be downgraded to a mere right to the payment of equitable remuneration. In the light of incentive theory, this approach makes sense. Incentive theorists often emphasise that copyright entails the risk of pricing monopolies.
do not want copyright protection to go beyond what is necessary for providing the required incentive to create and disseminate new cultural works, their ultimate goal is to strike a balance between protection (to ensure that one may recover investment costs) and freedom (to ensure that others can enjoy and build upon those works at acceptable costs). Evidently, the equitable remuneration option known from the phonogram producer right offers much more flexibility in this respect than the standard protection formula that has evolved in copyright law.

As to the length of the term of protection, the example of a new neighbouring right for press publishers in the EU shows that neighbouring rights may be granted for a substantially shorter period than copyright. Article 15(4) of the new Directive on Copyright in the Digital Single Market stipulates that the new press publisher’s right (covering the reproduction and making available to the public of extracts taken from press articles) expires after a protection period of two years. This neighbouring rights solution for press publishers could serve as a model for EU and US policy-makers seeking to introduce tailor-made protection standards in the field of robot-generated works instead of simply extending the reach of copyright protection with its fixed catalogue of minimum rights and a long term of protection. With limiting measures, such as a shorter term of protection and a mere right to equitable remuneration, lawmakers can avoid overly broad protection. They can confine the scope and length of protection to what is necessary to afford robot users the opportunity to recoup their investment. Providing adequate (but no unnecessary) incentives, they can encourage humans to develop the full potential of creative robots without constraining the dissemination and enjoyment of robot-generated works.

Competing interests and legal obligations
An analysis of robot creativity in the light of the economic incentive theory yields the insight that the grant of a tailor-made neighbouring right can be appropriate to stimulate the full development of the creative abilities of AI systems and encourage the dissemination of resulting literary and artistic productions. However, it must not be overlooked that the foregoing analysis focused exclusively on utilitarian incentive theory. Accordingly, the resulting policy recommendation—a neighbouring right for robot users—also rests exclusively on incentive considerations. For a final decision on the grant of protection, however, it is necessary to weigh benefits that could accrue from incentives for the development and dissemination of robot creativity against potential detriments, such as missed opportunities for public domain enrichment and a corrosive effect on human creativity. In addition, it is important to consider liability questions that would arise from the grant of a neighbouring right.

Public domain enrichment
As explained, the grant of protection to offer users an incentive for investment in robot-generated works, inevitably, reduces the availability of robot creations for cultural follow-on innovation. The grant of protection leads to a scenario that is more restrictive than unbridled freedom for enjoying and remixing robot-generated works. In comparison with absolute freedom of use, the allocation of neighbouring rights to the robot user makes it more difficult to use AI productions as source material and building blocks for new human and robot creations. From an economic perspective, the grant of incentives for robot users implies disincentives for the creation and dissemination of derivative works. The protection of robot works places burdens on transformative expression that depends on the reuse and remix of pre-existing robot-generated works. The use of existing cultural expressions as a basis for new creations, however, is a recurring theme in the history of literature and art. It is an essential trait of literary and artistic productions. As Jessica Litman pointed out,

"the very act of authorship in any medium is more akin to translation and recombination than it is to creating Aphrodite from the foam of the sea. Composers recombine sounds they have heard before; playwrights base their characters on bits and pieces drawn from real human beings and other playwrights’ characters; novelists draw their plots from lives and other plots within their experience; software writers use the logic they find in other software; lawyers transform old arguments to fit new facts; cinematographers, actors, choreographers, architects, and sculptors all engage in the process of adapting, transforming, and recombining what is already ‘out there’ in some other form. This is not parasitism: it is the essence of authorship." 107

When the productive reuse of robot-generated works requires the payment of a substantial amount of equitable remuneration or involves high transaction costs for obtaining a licence, it may discourage cultural follow-on innovation. High costs resulting from the creation of monopolies in favour of robot users will thus impede access to building blocks of new cultural expression. Therefore, the described benefits accruing from the grant of protection—an incentive for the full development and dissemination of robot works—must be weighed against potential detriments, such as an impediment of creative remix and reuse of AI-generated creations, including their use as training material for other robots. These detrimental effects must not be
overlooked when devising a tailor-made neighbouring rights solution. They may even culminate in arguments for leaving robot-generated works in the public domain altogether—unencumbered by any form of copyright or neighbouring rights protection.  

Impact on human creativity

A further policy issue comes to the fore when considering potential competition and substitution effects between robot-generated works and literary and artistic works made by humans. In the debate about progress in the literary and artistic field, Barton Beebe has argued that the time has come to abandon the "standard accumulationist account". According to Beebe, the traditional mantra—the more literary and artistic works, the better for society—has become doubtful. Instead of focusing on the increased production of literary and artistic works which the grant of copyright may make possible because it provides a monetary incentive, the central question should be whether the grant of protection enhances the room for "artistic practice" that fosters the development of creative talent in society. This critique raises the question whether the incentive theory must be nuanced when it is applied to robot creations. Even if conferring a neighbouring right on robot users stimulates the development of creative AI systems and the dissemination of resulting literary and artistic productions, this does not automatically imply that the grant of protection is the best solution from a societal perspective. Insofar as the stimulation of robot creativity and the dissemination of robot-generated works reduces the market for human creations and the room for human creativity, it could still be preferable to refrain from measures to support robot creativity. If the availability of robot creations kills demand for human creations, the opportunities for artistic practice—in the sense of human artistic endeavours—are not enhanced. In other words: potential benefits that may accrue from incentives for robot creativity must be weighed against potential detriments to traditional human creativity. Before granting a neighbouring right in robot creations, further research seems indispensable to clarify repercussions and potential corrosive effects on human creativity.

Liability for infringing robot creations

Finally, the decision on the grant of protection should not be taken without considering the issue of liability for the contents of robot creations. In copyright law, the author attaches her name to the work. As explained above, the work is seen as a manifestation of the author’s personality in continental-European copyright theory. For this reason, a steadfast bond unites the author with her work and protection follows directly from the act of creation. The requirement of work modifications being "prejudicial to [the author’s] honor or reputation" in art.6bis(1) of the *E.I.P.R. 811 Berne Convention reflects this aspect of responsibility: the author vouches for the contents of the work with her good name and reputation. As a corollary, the author must have the right to take measures against modifications of the work that could damage her name and reputation (which is inseparable from the work). The author’s moral right to object to any distortion, mutilation, modification or other derogatory action is thus not only a right. It also attests to an inherent obligation: the responsibility—and accompanying liability—for the content of the work. If, however, the creative process leading to a work is left to a robot, the question arises whether this traditional liability for the contents of the work vanishes as well. In other words: can the robot user escape liability for infringing AI creations by leaving the decisions determining the concrete appearance of the work to a machine? Daniel Gervais has stated that a right to robot creations, inescapably, entails responsibility for the contents of robot-generated works. In his opinion, the acquisition of a right implies liability for potential infringement: "Yet, if programmers, owners, and users of AI machines claim rights in the productions made by those machines, those programmers, owners and users must accept responsibility for those productions, whether they amount to copyright infringement, libel or any other source of liability. It does not matter whether it is likely that any liability might arise; what matters is answering this question: what if there was; would the owner or user be liable? This is a central normative point, anchored in copyright history: No copyright should be granted to an author who is not also responsible for the work’s meaning and content, whether it be libel or copyright infringement." Evidently, the liability risk arising from this connection between the right to a work and liability for its content can render a neighbouring right to robot creations unattractive. Robot users may eschew a form of protection that brings liability for potential...
infringements of third-party rights in its wake. Liability for the contents of robot creations may thus have the result that the grant of protection no longer appears desirable. The liability risk may thwart the attainment of the described goals of granting protection as an incentive for robot users.120

Conclusion
Human creativity is a prerequisite for copyright protection on both sides of the Atlantic. In the case of works generated by robots with a step-by-step algorithm, human creativity can easily be identified because the human programmer’s creative choices in coding the algorithm directly determine the creative actions taken by the robot. Rule-based and machine learning robot systems, however, raise more delicate issues. As human creativity no longer steers the creation process, the works created by robots operating on this basis are unlikely to enjoy copyright protection. Hence, the question arises whether it is desirable to change copyright originality standards and extend protection to robot creations in this category despite the lack of human creativity.

In this regard, an analysis on the basis of economic incentive theory indicates that it could make sense to offer protection for robot users. The robot user plays a central role in training the robot, activating the production process, and disseminating resulting robot-generated works. Seeking to maximise benefits for society, the user, thus, appears as the best candidate to ensure the creation and dissemination of fresh cultural material.

However, we have also seen that the grant of copyright protection has its price. Considering the long term of copyright and the breadth of exclusive rights, copyright can easily become too heavy a burden for creators of derivative works wishing to enjoy and remix robot-generated works. While copyright may offer a strong incentive for the creation and dissemination of robot works, it will at the same time discourage the use of robot-generated works as source material and building blocks for new human and robot creations. To avoid this corrosive effect, it is advisable to adopt a neighbouring rights approach instead. In contrast to copyright law, neighbouring rights law leaves much more room for tailor-made solutions. It allows the introduction of a period of protection that is long enough to enable the user of a creative robot to recoup his investment, but still short enough to prevent unnecessary obstacles to transformative remix activities that support cultural follow-on innovation. Moreover, the neighbouring rights approach allows the confinement of protection to a mere right to equitable remuneration.

Considering these recommendations, however, it must not be overlooked that the foregoing analysis focused on the utilitarian incentive theory. A broader assessment frame may yield the insight that, on balance, the described benefits for society — flowing from enhanced investment in the full development and dissemination of robot works — are unlikely to outweigh potential detriments, such as the curtailment of absolute freedom to remix and reuse AI-generated works that would follow from the status of public domain material, and increasing competition and substitution effects between robot and human creations that may reduce investment in human creativity and darken the income horizon of human creators. Moreover, *E.I.P.R. 812* it is important to factor legal obligations into the equation that may arise from the grant of protection. If the grant of neighbouring rights in robot creations implies liability for potential infringements of third-party rights, robot users may find the acquisition of rights no longer attractive. The risk of liability for infringement may thwart the attainment of the goals of incentive theory. Instead of seeing the grant of protection as a stimulus for stronger efforts to develop the full potential of creative AI machines, robot users may eschew the right holder status to escape liability for potential infringements.

Martin Senftleben

Laurens Buijtenaar
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