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Abstract

It was recently proven that the correlation function of the stationary version of a reflected Lévy process is nonnegative, nonincreasing and convex. In another branch of the literature it was shown that the mean value of the reflected process is nonnegative, nondecreasing and concave. The main objective of this paper is to explore whether these two types of results can be covered by a common framework, and to investigate to what level they can be generalized. To this end, instead of a reflected Lévy process, a more general stochastically monotone Markov process, in addition satisfying a certain condition, is considered. We show monotonicity results associated with a supermodular function of two coordinates of our Markov process from which the abovementioned monotonicity and convexity/concavity results follow for any such Markov process. In addition, various results for the transient case (when the Markov process is not in stationarity) are provided. The conditions imposed are natural, in that they are satisfied by various relevant processes. We specifically consider a class of dam processes as well as reflected Lévy processes (with both one- and two-sided reflection).
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1 Introduction

In the context of Lévy-driven queues [8] and Lévy storage processes [18], it was recently shown [3] that, whenever the stationary distribution exists and has a finite second moment, the correlation function associated with the stationary version of the reflected process is nonnegative, nonincreasing and convex. Here, a Lévy-driven queue is to be interpreted as the one-sided (Skorokhod) reflection map applied to a Lévy process. Notably, the results in [3] show that the mentioned structural properties carry over to the finite-buffer Lévy-driven queue, i.e., the double-sided (Skorokhod) reflection map. One could regard [3] as the endpoint of a long-lasting research effort: the nonnegativity, nonincreasingness and convexity of the stationary correlation function was proven over four decades ago in [19] for the case the Lévy process under consideration is of compound Poisson type, whereas the more recent contributions [10] and [11] deal with the spectrally-positive and negative cases, *Department of Statistics and Data Science, the Hebrew University of Jerusalem, Jerusalem 9190501, Israel (offer.kella@huji.ac.il).
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A second strand of research that we would like to mention concerns structural properties of the mean value (and related quantities) of the reflected process. It was found [14] that for a one-sided Skorohod reflection, when the driving process has stationary increments and starts from zero, the mean of the reflected process (as a function of time, that is) is nonnegative, nondecreasing and concave. In particular this holds when the driving process also has independent increments (i.e., the Lévy case), which for the spectrally-positive case had been discovered earlier [12], where we refer to [15, Thm. 11] for a multivariate analogue. The nonnegativity, nonincreasingness and concavity of the mean was proven to extend to the two-sided reflection case in [1], where it was also shown that for the one- and two-sided reflection cases the variance is nondecreasing.

The main objective of this paper is to explore to what level of generality the results from the above two branches of the literature can be extended, and whether they could be somehow brought under a common umbrella. Importantly, in our attempt to understand the above-mentioned structural properties better, we discovered that they are covered by a substantially broader framework. Indeed, we will consider stochastically monotone Markov processes (in both discrete and continuous time), and check what can be said about the expected value of bivariate supermodular functions of coordinates of the process. This turns out to be sufficient to imply the type of monotonicity results of the covariance that were found in [3, 10, 11] and [12, 14]. For the convexity results of [3, 10, 11] and the concavity results of [14] (restricted to Lévy processes) and [12] a further, rather natural, condition is needed – this is Condition 1 to follow. We conclude that our new findings directly cover a broad range of existing results. However, notably, the monotonicity of the variance established in [1] does not follow from the results of the current paper; a counterexample is provided.

The area of stochastically monotone Markov processes is vast. Without aiming at giving a full overview, we would like to mention [7, 16, 22, 23]. In particular, in [7] a main result is Theorem 4, stating that if \( \{X_n \mid n \geq 0\} \) is a stationary stochastically monotone time-homogeneous Markov chain (real valued state space) and \( f \) is nondecreasing, then \( \text{Cov}(f(X_0), f(X_n)) \) (whenever exists and is finite) is nonnegative and nonincreasing in \( n \). As it turns out, this result as well is a special case the results established in our current paper.

In our proofs we use conditioning arguments similar to those relied upon in [3] in combination with the application of the concept of supermodularity. More concretely, it will be important to study the properties of \( h(X_s, X_t) \) or \( h(X_s, X_t - X_{t+\delta}) \) (and others) for \( 0 \leq s \leq t \) and \( \delta > 0 \), where \( h \) is a supermodular function. These are well known, but we will state them in our notation (for the special case of bivariate functions of real variables) for ease of reference. This will be done for both the stationary case and the transient case (under various conditions). For background on results associated with supermodular functions, and in particular the relationship with comonotone random variables, which we will need several times, we refer to [5, 20, 21].

The paper is organized as follows. In Section 2 the setup, the main results and their proofs will be given. In Section 3 we provide three examples of stochastically monotone Markov processes that satisfy Condition 1: a Lévy dam process with left continuous release function \( r(\cdot) \) with \( r(0) = 0 \), a Lévy process reflected at zero (one-sided reflection) and a Lévy process reflected at 0 and \( b > 0 \) (two-sided reflection). Our paper is self-contained in the sense that it does not require previous knowledge of stochastically monotone Markov processes.

## 2 Structural results

In what follows we write \( a \land b = \min(a, b), a \lor b = \max(a, b), a^+ = a \lor 0, a^- = -a \land 0 = (-a)^+ \). In addition, \( a.s. \) abbreviates almost surely (i.e., with probability one), and \( \text{cdf} \) abbreviates cumulative
distribution function.

For $x \in \mathbb{R}$ and $A$ a Borel (one-dimensional), let $p(x, A)$ be a Markov transition kernel. By this we mean that for every Borel $A$, $p(\cdot, A)$ is a Borel function and for each $x \in \mathbb{R}$, $p(x, \cdot)$ is a probability measure. We will say that $p$ is stochastically monotone if $p(x, (y, \infty))$ is nondecreasing in $x$ for each $y \in \mathbb{R}$, which is obviously a natural property across a broad range of frequently used models.

The following condition plays a crucial role in our results. Whenever it is satisfied, it allows us to establish highly general results. The condition is natural in the context of e.g. storage systems, as pointed out in Section 3.

**Condition 1.** $p(x, (x + y, \infty))$ is nonincreasing in $x$ for each $y \in \mathbb{R}$.

Now, for $n \geq 1$, let $p$ and $p_n$, for $n \geq 1$, be transition kernels. Define

$$G(x, u) = \inf\{y \mid p(x, (-\infty, y]) \geq u\}$$

(1)

the generalized-inverse function associated with the cdf $F_x(y) = p(x, (-\infty, y])$, and let similarly $G_n(x, u)$ be the generalized-inverse function associated with $p_n$. We recall (e.g., [9], among many others) that $G(x, u)$ is nondecreasing and left continuous in $u$ on $(0, 1)$, and that $G(x, u) \leq y$ if and only if $u \leq p(x, (-\infty, y])$. Thus, if $U \sim U(0,1)$, with $U(0,1)$ denoting a standard uniform random variable, then $P(G(x, U) \leq y) = p(x, (-\infty, y])$ and thus $P(G(x, U) \in A) = p(x, A)$. A similar reasoning applies to $G_n(x, u)$ for every $n \geq 1$.

**Lemma 1.** $p$ is stochastically monotone if and only if, for each $u \in (0,1)$, $G(x, u)$ is nondecreasing in $x$, and Condition 1 is satisfied if and only if, for each $u$, $G(x, u) - x$ is nonincreasing in $x$.

**Proof.** Follows from the facts (i) that for $x_1 < x_2$

$$\{y \mid p(x_1, (-\infty, y] \geq u\} \supset \{y \mid p(x_2, (-\infty, y] \geq u\},$$

(2)

(ii) that under Condition 1 for $x_1 < x_2$

$$\{y \mid p(x_1, (-\infty, x_1 + y] \geq u\} \subset \{y \mid p(x_2, (-\infty, x_2 + y] \geq u\},$$

(3)

and (iii) that $G(x, u) - x = \inf\{y \mid p(x, (-\infty, x + y] \geq u\}$.

Now, denote $g^{k+1}_k(x, u) = G_k(x, u)$ and, for $n \geq k + 2$,

$$g^n_k(x, u_1, \ldots, u_{n-k}) = G_n(g^{n-1}_k(x, u_1, \ldots, u_{n-k-1}), u_{n-k})$$

(4)

It immediately follows by induction that in case $p_k, \ldots, p_n$ are stochastically monotone, it holds that $g^n_k(x, u_1, \ldots, u_{n-k})$ is nondecreasing in $x$. Assuming that $U_1, U_2, \ldots$ are i.i.d. and distributed $U(0,1)$, then with $X_0 = x$ and

$$X'_n = g^n_1(x, U_1, \ldots, U_n)$$

(5)

for $n \geq 1$, $\{X'_n \mid n \geq 0\}$ is a real valued (possibly time-inhomogenous) Markov chain with possibly time-dependent transition kernels $p_1, p_2, \ldots$. Let us now denote $p^n_k(x, A) = 1_A(x)$ and, for $n \geq k + 1$,

$$p^n_k(x, A) = \int_\mathbb{R} p^{n-1}_k(y, A)p_n(x, dy).$$

(6)

**Lemma 2.** If, for $1 \leq k \leq n$, $p_k, \ldots, p_n$ are stochastically monotone Markov kernels (resp., and in addition satisfy Condition 1), then $p^n_k$ is stochastically monotone (resp., and in addition satisfies Condition 1).
Proof. By induction, it suffices to show this for the case \( n = k + 2 \). If \( p_k \) and \( p_{k+1} \) are stochastically monotone, then \( g_{k+2}^{k+2}(x,U_1,U_2) \) is a random variable having the distribution \( p_{k+2}^{k+2}(x,\cdot) \). Therefore, the stochastic monotonicity of \( p_{k+2}^{k+2} \) is a consequence of the fact that \( g_{k+2}^{k+2}(x,U_1,U_2) \) is nondecreasing in \( x \). Now, if stochastic monotonicity and Condition 1 hold then \( G_k(x,U_1) - x \) and \( G_{k+1}(G_k(x,U_1),U_2) - G_k(x,U_1) \) are nonincreasing in \( x \) and thus so is their sum. This implies that \( g_{k+2}^{k+2}(x,U_1,U_2) - x \) is nonincreasing in \( x \), which implies that \( p_{k+2}^{k+2} \) satisfies Condition 1. \( \Box \)

A (possibly time-inhomogeneous) Markov chain with stochastically monotone transition kernels will be called a \textit{stochastically monotone Markov chain} (see, \textit{e.g.}, [7] for the time-homogenous case). Lemma 2 immediately implies the following.

**Corollary 1.** Any subsequence of a stochastically monotone Markov chain (resp., in addition satisfying Condition 1) is also a stochastically monotone Markov chain (resp., in addition satisfying Condition 1).

Therefore, a subsequence of a time-homogeneous stochastically monotone Markov chain (resp., in addition satisfying Condition 1) may no longer be time-homogeneous, but is always a stochastically monotone Markov chain (resp., in addition satisfying Condition 1).

Recall that \( h : \mathbb{R}^2 \to \mathbb{R} \) is called \textit{supermodular} if whenever \( x_1 \leq x_2 \) and \( y_1 \leq y_2 \) we have that
\[
h(x_1,y_2) + h(x_2,y_1) \leq h(x_1,y_1) + h(x_2,y_2). \tag{7}\]

If \( X \) and \( Y \) have cdfs \( F_X \) and \( F_Y \), then \( (X,Y) \) will be called \textit{comonotone} if \( \mathbb{P}(X \leq x,Y \leq y) = \mathbb{P}(X \leq x) \wedge \mathbb{P}(Y \leq y) \) for all \( x,y \). There are various equivalent definitions for comonotonicity. In particular it is worth mentioning that when \( X \) and \( Y \) are identically distributed, then they are comonotone if and only if \( \mathbb{P}(X = Y) = 1 \). It is well known that if \( (X',Y') \) is comonotone and has the same marginals as \( (X,Y) \), then for any Borel supermodular \( h \) for which \( \mathbb{E}h(X,Y) \) and \( \mathbb{E}h(X',Y') \) exist and are finite, we have that \( \mathbb{E}h(X,Y) \leq \mathbb{E}h(X',Y') \). In particular, when \( X,Y \) are identically distributed then \( \mathbb{E}h(X,Y) \leq \mathbb{E}h(X',Y') \), which is a property that we will need later in this paper. For such results and much more see, \textit{e.g.}, [21] and references therein, where the Borel assumption was missing, but is actually needed as there are non-Borel supermodular functions for which \( h(X,Y) \) is not necessarily a random variable. We write down what we will need later as a lemma. Everything in this lemma is well known.

**Lemma 3.** Let \( (X,Y) \) be a random pair such that \( X \sim Y \). Then for every Borel supermodular function \( h : \mathbb{R}^2 \to \mathbb{R} \) for which \( \mathbb{E}h(X,Y) \) and \( \mathbb{E}h(Y,Y) \) exist and are finite, we have that
\[
\mathbb{E}h(X,Y) \leq \mathbb{E}h(Y,Y). \tag{8}\]

Moreover, if \( h \) is supermodular and \( f_1,f_2 \) are nondecreasing, then \( h(f_1(x),f_2(x)) \) is supermodular and in particular, since \( h(x,y) = xy \) is supermodular, \( f_1(x)f_2(x) \) is supermodular as well.

As usual, we call \( \pi \) \textit{invariant} for a Markov kernel \( p \) if, for every Borel \( A, \int_{\mathbb{R}} p(x,A)\pi(dx) = \pi(A) \). We proceed by stating and proving our first main result.

**Theorem 1.** Assume that \( X_0,X_1,X_2 \) is a stochastically monotone Markov chain where \( p_1 \) has an invariant distribution \( \pi_1 \) and \( X_0 \) is \( \pi_1 \) distributed. Then for every Borel supermodular \( h : \mathbb{R}^2 \to \mathbb{R} \),
\[
\mathbb{E}h(X_0,X_2) \leq \mathbb{E}h(X_1,X_2) \tag{9}\]
whenever the means exist and are finite. In particular, for any nondecreasing \( f_1,f_2 \) for which the means of \( f_1(X_0),f_2(X_2),f_1(X_0)f_2(X_2) \) and \( f_1(X_1)f_2(X_2) \) exist and are finite, we have that
\[
0 \leq \text{Cov}(f_1(X_0),f_2(X_2)) \leq \text{Cov}(f_1(X_1),f_2(X_2)). \tag{10}\]
Proof. Let $X'_0, U_1, U_2$ be independent with $U_1, U_2 \sim U(0, 1)$ and $X'_0 = X_0$. Then with $X'_1 = G_1(X'_0, U_1)$ and $X'_2 = G_2(X'_1, U_2)$ we have that $(X'_0, X'_1, X'_2) \sim (X_0, X_1, X_2)$. Now, we note that since $G_2(y, u_2)$ is nondecreasing in $y$, then (due to Lemma 3) $h(x, G_2(y, u_2))$ is supermodular in $x, y$ for every fixed $u_2$. Since $X'_0 \sim X'_1$, then it follows from Lemma 3 that

$$
\mathbb{E}(h(X'_0, G_2(X'_1, U_2))[U_2]) \leq \mathbb{E}(h(X'_1, G_2(X'_1, U_2])[U_2]).
$$

Taking expected values on both sides gives (9). Noting that $\mathbb{E}f_1(X_0)\mathbb{E}f_2(X_2) = \mathbb{E}f_1(X_1)\mathbb{E}f_2(X_2)$ and that $f_1(x)f_2(y)$ is supermodular gives the right inequality in (10). To show the left inequality, note that $G_2(G_1(x, u_1), u_2)$ is a nondecreasing function of $x$ and thus, so is $\gamma(x) = \mathbb{E}f_2(G_2(G_1(x, U_1), U_2))$. Now,

$$
\text{Cov}(f_1(X_0), f_2(X_2)) = \text{Cov}(f_1(X_0), \mathbb{E}[f_2(X_2)|X_0]) = \text{Cov}(f_1(X_0), \gamma(X_0))
$$

and it is well known that the covariance of comonotone random variables (whenever well defined and finite) must be nonnegative. □

A time-homogenous continuous-time Markov process $\{X_t \mid t \geq 0\}$ will be called stochastically monotone, whenever $p^t(x, A) = \mathbb{P}_x(X(t) \in A)$ is a stochastically monotone kernel for each $t > 0$. We will say that it satisfies Condition 1 whenever $p^t$ satisfies this condition for every $t > 0$. Note that by Corollary 1 this is equivalent to the assumption that these conditions are satisfied for $0 < t \leq \epsilon$ for some $\epsilon > 0$.

**Theorem 2.** Consider a stationary stochastically monotone discrete-time or continuous-time time-homogenous Markov process $\{X_t \mid t \geq 0\}$. Then for every supermodular $h$ for which the following expectations exist and are finite, $\mathbb{E}h(X_0, X_t)$ is nonincreasing in $t \geq 0$ where $t$ is either nonnegative integer or nonnegative real valued. In particular, when $f_1, f_2$ are nondecreasing and the appropriate expectations exist, $\text{Cov}(f_1(X_0), f_2(X_t))$ is nonnegative and nonincreasing in $t \geq 0$.

Proof. For every $0 < t_1 < t_2$ we have that $X_{t_2-t_1}, X_{t_2}$ satisfy the conditions and hence the conclusions of Theorem 1 (for the discrete time case, recall Corollary 1). By stationarity we have that $(X_{t_2-t_1}, X_{t_2}) \sim (X_0, X_{t_1})$. Therefore

$$
\mathbb{E}h(X_0, X_{t_2-t_1}, X_{t_2}) = \mathbb{E}h(X_0, X_{t_1}).
$$

Note that, since $X_t \sim X_0$, Lemma 3 implies that

$$
\mathbb{E}h(X_0, X_t) \leq \mathbb{E}h(X_0, X_0)
$$

so that $\mathbb{E}h(X_0, X_t)$ is nonincreasing on $[0, \infty)$ and not just on $(0, \infty)$. Since $\mathbb{E}f_1(X_0)\mathbb{E}f_2(X_t) = \mathbb{E}f_1(X_0)\mathbb{E}f_2(X_0)$, the result for the covariance follows by taking $h(x, y) = f_1(x)f_2(y)$. □

**Remark 1.** The following is a standard and very simple exercise in ergodic theory. Let $T$ be a measure-preserving transformation on $(\Omega, \mathcal{F}, \mu)$, where $\mu$ is a $\sigma$-finite measure. This means that $\mu(T^{-1}(A)) = \mu(A)$ for every $A \in \mathcal{F}$, where $T^{-1}(A) = \{\omega \in \Omega \mid T(\omega) \in A\}$. Then $T$ is mixing (in the sense that $\mu(A \cap T^{-n}B) = \mu(A)\mu(B)$ as $n \to \infty$, for every $A, B \in \mathcal{F}$) if and only if for every $f_1, f_2 : \Omega \to \mathbb{R}$ such that $\int f_i^2 d\mu < \infty$ for $i = 1, 2$ we have that $\int f_1 \cdot T^n f_2 d\mu = \int f_1 d\mu \cdot \int f_2 d\mu$, where $T^n f_2(\omega) = f_2(T^n \omega)$.

The implication of this under the assumptions of Theorem 2 is that with such mixing conditions $\text{Cov}(f_1(X_0), f_2(X_n)) \to 0$ for every Borel $f_1, f_2$ such that $\mathbb{E}f_i^2(X_0) < \infty$ for $i = 1, 2$. This in particular holds when in addition $f_i, i = 1, 2$, are nondecreasing. This also implies that the same would hold in the continuous-time case as the covariance is nonincreasing (when $f_1$ are nondecreasing) and thus it suffices that it vanishes along any subsequence (such as $t_n = n$). In particular this will hold for any Harris-recurrent Markov process for which there exists a stationary distribution.
In this case an even stronger form of mixing is known to hold (called strong mixing or α-mixing, e.g., see [2]). All the examples discussed in Section 3 for which a stationary distribution exists are in fact Harris-recurrent and even have a natural regenerative state. Alternatively, the same holds whenever the stationary distribution is unique and \( f_1, f_2 \) are nondecreasing with \( \mathbb{E}f_i(X_0)^2 < \infty \) for \( i = 1, 2 \). This may be shown by adapting the proof of Theorem 4 of [7] in which \( f_1 = f_2 \). For all of our examples in which a stationary distribution exists, it is also unique.

Of course, we cannot expect that the covariance will vanish without such mixing conditions or uniqueness of the stationary distribution. For example, if \( \xi \) is some random variable having a finite second moment and variance \( \sigma^2 > 0 \), set \( X_t = \xi \) for all \( t \geq 0 \). Then \( \{ X_t | t \geq 0 \} \) is trivially a stochastically monotone, stationary Markov process (and also trivially satisfies Condition 1), but taking \( f_1(x) = f_2(x) = x \) \( \text{Cov}(X_0, X_1) = \sigma^2 \) clearly does not vanish as \( t \to \infty \).

We continue with two theorems in which Condition 1 is imposed.

**Theorem 3.** Assume that \( X_0, X_1, X_2, X_3 \) is a stochastically monotone Markov chain satisfying Condition 1, where \( p_1 \) has an invariant distribution \( \pi_1 \) and \( X_0 \) is \( \pi_1 \) distributed. Then for every Borel supermodular \( h : \mathbb{R}^2 \to \mathbb{R} \),

\[
\mathbb{E}h(X_0, X_2 - X_3) \leq \mathbb{E}h(X_1, X_2 - X_3)
\]

(15)

whenever the expectations exist and are finite. In particular, for \( f \) nondecreasing and the appropriate expectations exist and are finite, then

\[
0 \leq \text{Cov}(f(X_0), X_2) - \text{Cov}(f(X_0), X_3) \leq \text{Cov}(f(X_1), X_2) - \text{Cov}(f(X_1), X_3).
\]

(16)

**Proof.** The proof is very similar to the proof of Theorem 1. That is, we let \( X'_0 = X_0, X'_n = G_n(X'_{n-1}, U_n) \) for \( n = 1, 2, 3 \) where \( X'_0, U_1, U_2, U_3 \) are independent and \( U_1, U_2, U_3 \sim U(0,1) \). From the stochastic monotonicity and Condition 1 it follows that \( G_2(x, u_2) - G_3(G_2(x, u_2), u_3) \) is nondecreasing in \( x \). Therefore, by Lemma 3 we have that, since \( h(x, G_2(y, u_2) - G_3(G_2(y, u_2), u_3)) \) is supermodular in \( x, y \) and \( X'_1 \sim X'_0 \), we have that

\[
\mathbb{E}[h(X'_0, X'_2 - X'_3)|U_2, U_3] = \mathbb{E}[h(X'_0, G_2(X'_1, U_2) - G_3(G_2(X'_1, U_2), U_3))|U_2, U_3]
\]

\[
\leq \mathbb{E}[h(X'_1, G_2(X'_1, U_2) - G_3(G_2(X'_1, U_2), U_3)|U_2, U_3]
\]

\[
= \mathbb{E}[h(X'_1, X'_2 - X'_3)|U_2, U_3],
\]

and taking expected values establishes (15). Taking \( h(x, y) = f(x)y \) gives the right inequality of (16). The left inequality is obtained via comonotonicity, by observing that since \( G_2(G_1(x, u_1), u_2) - G_3(G_2(G_1(x, u_1), u_2), u_3) \) is nondecreasing in \( x \), then \( \mathbb{E}[X_2 - X_3|X_0] \) is a nondecreasing function of \( X_0 \), so that this inequality follows from the comonotonicity of \( f(X_0) \) and \( \mathbb{E}[X_2 - X_3|X_0] \) as in the proof of the left inequality of (10).

**Theorem 4.** Consider a stationary stochastically monotone discrete-time or continuous-time time-homogenous Markov process \( \{ X_t | t \geq 0 \} \), satisfying Condition 1. Then for every \( s > 0 \) and every supermodular \( h \) for which the following expectations exist and are finite, \( \mathbb{E}h(X_0, X_t - X_{t+s}) \) is nonincreasing in \( t \) where \( t \) is either nonnegative integer or nonnegative real valued. In particular, when \( f \) is nondecreasing and the appropriate expectations exist, \( \text{Cov}(f(X_0), X_t) \) is nonnegative, nonincreasing and convex in \( t \).

In particular, note that when choosing \( f(x) = x \) and assuming that \( \mathbb{E}X_0^2 < \infty \), we see that, under the conditions of Theorem 4, the auto-covariance \( R(t) = \text{Cov}(X_s, X_{s+t}) \) (or auto-correlation \( R(t)/R(0) \) when \( X_0 \) is not a.s. constant) is nonnegative, nonincreasing and convex in \( t \).
Proof. Let $t_1 < t_2$ then $X_0, X_{t_2-t_1}, X_{t_2-t_1+s}, X_{t_2+s}$ satisfy the conditions and hence the conclusion of Theorem 3. Therefore,

$$
\mathbb{E}h(X_0, X_{t_2-s}) \leqslant \mathbb{E}h(X_{t_2-t_1}, X_{t_2-t_1+s}) = \mathbb{E}h(X_0, X_{t_1+s})
$$

(18)

where the right equality follows from stationarity. When $f$ is nondecreasing then $h(x, y) = f(x)y$ is supermodular and thus $\mathbb{E}f(X_0)X_{t+s} - \mathbb{E}f(X_0)X_t$ is nonincreasing in $t$ for every $s > 0$. Therefore $\mathbb{E}f(X_0)X_t$ is midpoint convex and since by Theorem 2 it is nonnegative and nonincreasing (hence Borel), it must be convex (see [4, 24]).

Can anything be said for the case where the initial distribution is not invariant? Here is one possible answer.

**Theorem 5.** Let $\{X_t \mid t \geq 0\}$ be a stochastically monotone discrete-time or continuous-time time-homogenous Markov process. Assume that the initial distribution can be chosen so that $X_0 \leq X_t$ a.s. for every $t \geq 0$. Then,

(i) $X_t$ is stochastically increasing in $t$.

(ii) For every Borel supermodular function which is nondecreasing in its first variable and for which the expectations exist and are finite, $\mathbb{E}h(X_s, X_t)$ is nondecreasing in $s$ on $[0, t]$. When in addition Condition 1 is satisfied, the same is true for $\mathbb{E}h(X_s, X_t - X_{t+\delta})$ for every $\delta > 0$ (whenever the expectations exist and are finite).

(iii) When $h$ is nondecreasing in both variables (not necessarily supermodular) and expected values exist and are finite, then $\mathbb{E}h(X_s, X_{t+s})$ is nondecreasing in $s$. When Condition 1 is satisfied, the same is true for $\mathbb{E}h(X_s, X_{s+t} - X_{s+t+\delta})$ for $\delta > 0$.

(iv) When $\mathbb{E}X_t$ exists and is finite then it is nondecreasing and under Condition 1 it is also concave.

We note that it would suffice to assume that $X_0 \leq X_t$ for $t \in (0, \epsilon]$ for some $\epsilon > 0$, or in discrete time for $t = 1$. Also, we note that for (i) we can replace $X_0 \leq X_t$ by $X_0 \leq_{st} X_t$.

Proof. For any $s < t$ take $\epsilon \in (0, t-s]$ and let $G_t(x, u)$ be the generalized-inverse with respect to the kernel $p^t$. Let $U_0, U_1, \ldots$ be i.i.d. with $U_t \sim U(0, 1)$. Since $X_0 \leq X_t$ we have with $X_0' = X_0$, that $X_0' \leq G_h(X_0', U_0)$ and thus

$$
X_s' = G_s(X_0', U_1) \leq G_s(G_t(X_0', U_0), U_1) \equiv X^\epsilon_s \sim X^\epsilon_{s+\epsilon} \equiv G_t(X_s', U_2),
$$

(19)

implying stochastic monotonicity.

Taking $X'_t = G_{t-s-\epsilon}(X^\epsilon_{s+\epsilon}, U_3)$, then $(X'_0, X'_s, X^\epsilon_{s+\epsilon}, X'_t)$ is distributed like $(X_0, X_s, X_{s+\epsilon}, X_t)$. Since $h$ is nondecreasing in its first variable and $X'_s \leq X^\epsilon_{s+\epsilon}$, it follows that

$$
\mathbb{E}h(X'_s, X'_t) \leq \mathbb{E}h(X^\epsilon_{s+\epsilon}, X'_t).
$$

(20)

The (by now, repetitive) fact that

$$
\mathbb{E}[h(X^\epsilon_{s+\epsilon}, X'_t)|U_3] = \mathbb{E}[h(X^\epsilon_{s+\epsilon}, G_{t-s-\epsilon}(X^\epsilon_{s+\epsilon}, U_3)|U_3] \leq \mathbb{E}[h(X^\epsilon_{s+\epsilon}, G_{t-s-\epsilon}(X'_s, U_3)|U_3] = \mathbb{E}[h(X'_s, X'_t)|U_3]
$$

(21)

follows from the supermodularity of $h(x, G_{t-s-\epsilon}(y, U_3))$ in $x, y$. Taking expected values implies, together with (20), that $\mathbb{E}h(X_s, X_t)$ is nondecreasing in $s$ on $[0, t]$. The proof of the fact that, under Condition 1, $\mathbb{E}h(X_s, X_t - X_{t+\delta})$ is nondecreasing in $s$ on $[0, t]$ is similar, once we define...
\[ X_{t+\delta}^t = G_{\delta}(X_t^t, U_4) \] and observe that \[ X_t^t - X_{t+\delta}^t = G_{t-s-\epsilon}(X_{s+\epsilon}^s, U_3) - G_{\delta}(G_{t-s-\epsilon}(X_{s+\epsilon}^s, U_3), U_4) \] is nondecreasing in \( X_{s+\epsilon}^s \).

When \( h \) is nondecreasing in both variables we have that \( h(X_s, X_{s+t}) \sim h(X_s, G_t(X_s, U_0)) \) so that by stochastic monotonicity \( \mathbb{E}(h(X_s, G_t(X_s, U_0))|U_0) \) is nondecreasing in \( s \) and hence also \( \mathbb{E}(h(X_s, X_{s+t})) \). The proof for \( \mathbb{E}(h(X_s, X_{s+t} - X_{s+t+\delta})) \), under Condition 1, is similar.

Finally, since \( X_t \) is stochastically increasing then it clearly follows that \( \mathbb{E}X_t \) is nondecreasing. When Condition 1 is met, then taking \( h(x, y) = y \) (nondecreasing in both variables) we have that \( \mathbb{E}X_{s+t} - \mathbb{E}X_{s+t+\delta} \) is nondecreasing. This implies midpoint concavity, so that since \( \mathbb{E}X_t \) is monotone (hence Borel) it follows by that it is concave (again, see [4, 24]).

We complete this section by noting that although, for the sake of convenience, all the results were written for the case where the state space is \( \mathbb{R} \), they hold whenever the state space is any Borel subset of \( \mathbb{R} \) as was assumed in [7]. For the three examples that will be covered in Section 3, the state space is \([0, \infty)\).

## 3 Examples

In this section we discuss some examples of stochastically monotone time-homogeneous Markov processes satisfying Condition 1. We start by providing a number of general observations.

For each of the examples contained in this section there exists a huge body of literature. If we were only interested in stochastic monotonicity, then standard examples are birth-death processes and diffusions, e.g., [16]. Recalling Remark 1, when there exists a stationary distribution, for all of these examples we have that \( \text{Cov}(f_1(X_0), f_2(X_t)) \) vanishes as \( t \to \infty \) whenever \( f_1, f_2 \) are nondecreasing with \( \mathbb{E}f_i^2(X_0) < \infty \) for \( i = 1, 2 \). We note that in light of Subsections 3.2 and 3.3, [3, Thms. 1 and 2] (as well as the earlier [10, Thm. 3.1] and [11, Thm. 2.2]) are special cases of the Theorems 2 and 4 here. In addition, [14, Thm. 3.1] (which holds for any reflected process with stationary, not necessarily independent, increments, hence not necessarily Markov) restricted to the Lévy case (and the earlier [12, Thm. 3.3]) as well as the mean (not variance) parts of [1, Thms. 4.6 and 7.5] are special cases of (iv) of Theorem 5 here (upon taking \( X_0 = 0 \) in [1], that is).

It would have been nice if the monotonicity of the variance discovered in [1] would hold for any stochastically monotone Markov process satisfying Condition 1. However, it turns out that this particular result from [1] essentially follows due to the specific properties of reflected Lévy processes (or, in the discrete time case, reflected random walks) and, unfortunately, it is not true in general. One very simple counterexample is the following. Let \( \{N_t \mid t \geq 0\} \) be a Poisson process (starting at 0) and take \( X_t = (k + N_t) \wedge m \). Then \( \{X_t \mid t \geq 0\} \) is a Markov process with state space \( \{i \mid i \leq m\} \), with an initial value \( k \) and an absorbing barrier \( m \). On \( k \leq m \) we have that \( (k + N_t) \wedge m \) is nondecreasing in \( k \) and \( X_t - X_0 = N_t \wedge (m - k) \) is nonincreasing in \( k \) and thus this is a stochastically monotone Markov process satisfying Condition 1. Clearly, \( \text{Var}(X_0) = 0 \) and since \( X_t \to m \) (a.s.) as \( t \to \infty \) then by bounded convergence \( k \leq X_t \leq m \) the variance vanishes as \( t \to \infty \). Since the variance is strictly positive for all \( 0 < t < \infty \), it cannot be monotone in \( t \).

We continue by discussing three settings that obey the desired stochastic monotonicity as well as Condition 1, so that our results apply. All three may be referred to either Lévy-driven queues [8] or Lévy storage processes [18] or both.

### 3.1 Lévy dams with nondecreasing left continuous general release rule

Let the process \( J = \{J_t \mid t \geq 0\} \) be a right continuous subordinator (nondecreasing Lévy process) with \( \mathbb{P}(J_0 = 0) = 1 \) and let \( r : [0, \infty) :\to [0, \infty) \) be nondecreasing, left continuous on \( (0, \infty) \), with
Let \( \tau = 0 \). Consider the following dam process:
\[
X_t(x) = x + J_t - \int_0^t r(X_s(x)) \, ds .
\] (22)

It is well known [6] that, under the stated assumptions, the solution to (22) is unique (pathwise) and belongs to the class of time-homogeneous Markov processes. For \( x < y \) we have that
\[
X_t(y) - X_t(x) = y - x - \int_0^t (r(X_s(y)) - r(X_s(x))) \, ds .
\] (23)

Denote \( \tau \) to be first time (if it exists) for which the right side is zero. Because \( x < y \), then for every \( t < \tau \) we have that \( X_t(x) < X_t(y) \). On \( \tau < \infty \) we clearly have that \( X_t(x) = X_t(y) \) and therefore we also have that for any \( h \geq 0 \),
\[
X_{\tau+h}(x) = X_\tau(x) + J_{\tau+h} - J_\tau + \int_0^h r(X_{\tau+s}(x)) \, ds
= X_\tau(y) + J_{\tau+h} - J_\tau + \int_0^h r(X_{\tau+s}(x)) \, ds = X_{\tau+h}(y) ,
\] (24)
where the right inequality follows from the uniqueness of the solution \( Z \) to the equation
\[
Z_h = z + J_{\tau+h} - J_\tau - \int_0^h r(Z_s) \, ds .
\] (25)

Therefore, we have that \( X_t(x) \leq X_t(y) \) for every \( t \geq 0 \). Moreover, note that
\[
(X_t(x) - x) - (Y_t(y) - y) = \int_0^t (r(X_s(y)) - r(X_s(x))) \, ds
\] (26)
and thus, since \( r \) is assumed to be nondecreasing, we also have that \( X_t(x) - x \geq X_t(y) - y \). The conclusion is that \( X_t(x) \) is nondecreasing in \( x \) and \( X_t(x) - x \) is nonincreasing in \( x \). In other words, the process considered is a stochastically monotone Markov process satisfying Condition 1. We note that here a stationary distribution exists whenever \( \mathbb{E} J_t < r(x) \) for some \( x > 0 \) (recalling that \( r(\cdot) \) is nondecreasing).

So as to perform a sanity check, we note that when choosing \( r(x) = rx \) the resulting process is a (generalized) shot-noise process. In this case we can explicitly write
\[
X_t(x) = x e^{-rt} + \int_{\{0,t\}} e^{-r(t-s)} J_{ds} .
\] (27)

In this setting it is immediately clear that \( X_t(x) \) is nondecreasing and \( X_t(x) - x \) is nonincreasing in \( x \). We observe that here, if \( \mathbb{E} X_0^2 < \infty \), then \( R(t) = \text{Cov}(X_0, X_t) = \text{Var}(X_0) e^{-rt} \), so that \( R(t)/R(0) = e^{-rt} \), which is, as expected, nonnegative, nonincreasing, convex in \( t \) (for any distribution of \( X_0 \)) and also converges to zero as \( t \to \infty \). It is well known that in this particular case, the stationary distribution has a finite second moment if and only if \( J_1 \) has a finite second moment. This is equivalent to requiring that \( \int_{\{1,\infty\}} x^2 \nu(dx) < \infty \), where \( \nu \) is the associated Lévy measure.

### 3.2 Lévy process reflected at the origin

Consider a càdlàg Lévy process \( Y_t = \{Y_t \mid t \geq 0\} \) with \( \mathbb{P}(Y_0 = 0) = 1 \) (not necessarily spectrally one-sided). For every \( x \), the one-sided (Skorokhod) reflection map, with reflection taking place at level 0, is defined through
\[
X_t(x) = x + Y_t - \inf_{0 \leq s \leq t} (x + Y_s) \wedge 0 = Y_t + L_t \wedge x
\] (28)
where \( L_t = \inf_{0 \leq s \leq t} Y_s \wedge 0 \) with \( L_t(x) = (L_t - x)^+ \) (so, in particular, \( L_t = L_t(0) \)). The pair \( (L_t(x), X_t(x)) \) is known to be the unique process satisfying
(i) \( L_t(x) \) is right continuous, nondecreasing in \( t \), with \( L_0 = 0 \).

(ii) \( X_t(x) \) is nonnegative for every \( t \geq 0 \).

(iii) For every \( t > 0 \) such that \( L_s(x) < L_t(x) \) for every \( s < t \) we have that \( X_t(x) = 0 \).

It is known [13] that (iii) is equivalent to the condition that
\[
\int_{[0,\infty)} X_s(x) L_{ds}(x) = 0, \tag{29}
\]
or alternatively to the condition that \( L_t(x) \) is the minimal process satisfying (i) and (ii). Special cases of such processes are the workload process in an M/G/1 queue and the (single dimensional) reflected Brownian motion (where the reflection takes place at 0).

Clearly \( X_t(x) = Y_t + L_t \wedge x \) is nondecreasing in \( x \) and \( X_t(x) - x = Y_t + (L_t - x)^- \) is nonincreasing in \( x \). Since \( Y \) is a Lévy process, then \( X_t(x) \) is well known to be a time-homogeneous Markov process starting at \( x \). Therefore, it is necessarily a stochastically monotone Markov process satisfying Condition 1. Here a stationary distribution exists whenever \( \mathbb{E}Y_1 < 0 \).

We note that for the same reasons, a (general) random walk reflected a the origin is a discrete time version of the process featuring in the above setup. As a consequence, it is also stochastically monotone and satisfies Condition 1. In particular, this applies to the consecutive waiting times upon arrivals of customers in a GI/GI/1 queue.

### 3.3 Lévy process with a two-sided reflection

With \( Y \) defined in Subsection 3.2, a two-sided (Skorokhod) reflection in \([0,b]\) for \( b > 0 \) (and similarly in \([a,b]\) for any \( a < b \)) is defined as the unique process \((X_t(x), L_t(x), U_t(x))\), with \( X_t(x) = x + Y_t + L_t(x) - U_t(x) \), satisfying

(i) \( L_t(x), U_t(x) \) are right continuous and nondecreasing with \( L_0(x) = U_0(x) = 0 \).

(ii) \( X_t(x) \in [0,b] \) for all \( t \geq 0 \).

(iii) For every \( t > 0 \) such that \( L_s(x) < L_t(x) \) (resp., \( U_s(x) < U_t(x) \)) for every \( s < t \), \( X_t(x) = 0 \) (resp., \( X_t(x) = b \)).

Also here, (iii) is equivalent to
\[
\int_{[0,\infty)} X_t(x) L_{dt}(x) = \int_{[0,\infty)} (b - X_t(x)) U_{dt}(x) = 0. \tag{30}
\]

Since \( Y \) is a Lévy process, we have that \( X_t(x) \) is a time-homogenous Markov process starting at \( x \). The driving process \( Y \) being the same for both \( X_t(x) \) and \( X_t(y) \), we find that choosing \( x < y \) means that \( X_t(x) \) can never overtake \( X_t(y) \). Consequently, \( X_t(x) \) is nondecreasing in \( x \) and thus the Markov chain is stochastically monotone (with some effort, this can also be shown directly from (31) to follow). In order to verify that it satisfies Condition 1, we recall from [17], upon re-denoting by \( X^0_t(x) \) the single sided reflected process described in Subsection 3.2, that
\[
X_t(x) = X^0_t(x) - \sup_{0 \leq s \leq t} \left( (X^0_s(x) - b)^+ \wedge \inf_{s \leq u \leq t} X^0_u(x) \right). \tag{31}
\]

Since \( X^0_t(x) \) is nondecreasing and \( X^0_t(x) - x \) is nonincreasing in \( x \) (as explained in Subsection 3.2), it immediately follows that \( X_t(x) - x \) is nonincreasing in \( x \), which implies Condition 1. In this doubly reflected case, a stationary distribution always exists. Again the findings carry over to the process’ discrete time counterpart.
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