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Abstract

We present Event Horizon Telescope (EHT) 1.3 mm measurements of the radio source located at the position of the supermassive black hole Sagittarius A* (Sgr A*), collected during the 2017 April 5–11 campaign. The observations were carried out with eight facilities at six locations across the globe. Novel calibration methods are employed to account for Sgr A*’s flux variability. The majority of the 1.3 mm emission arises from horizon scales, where intrinsic structural source variability is detected on timescales of minutes to hours. The effects of interstellar scattering on the image and its variability are found to be subdominant to intrinsic source structure. The calibrated visibility amplitudes, particularly the locations of the visibility minima, are broadly consistent with a blurred ring with a diameter of \( \sim 50 \mu as \), as determined in later works in this series. Contemporaneous multiwavelength monitoring of Sgr A* was performed at 22, 43, and 86 GHz and at near-infrared and X-ray wavelengths. Several X-ray flares from Sgr A* are detected by Chandra, one at low significance jointly with Swift on 2017 April 7 and the other at higher significance jointly with NuSTAR on 2017 April 11. The brighter April 11 flare is not observed simultaneously by the EHT but is followed by a significant increase in millimeter flux variability immediately after the X-ray outburst, indicating a likely connection in the emission physics near the event horizon. We compare Sgr A*’s broadband flux during the EHT campaign to its historical spectral energy distribution and find that both the quiescent emission and flare emission are consistent with its long-term behavior.

Unified Astronomy Thesaurus concepts: Black holes (162)
submillimeter Array (ALMA; Matthews et al. 2018) participated in its first EHT science observations in 2017, along with other antennas that added to the baseline coverage. Indeed, data from these observations produced the M87\(^*\) total-intensity (M87\(^*\) Papers I, II, III, IV, V, VI) and polarization results (Event Horizon Telescope Collaboration et al. 2021a, 2021h, hereafter Papers VII and VIII), as well as high angular resolution images of extragalactic radio jets (Kim et al. 2020; Janssen et al. 2021). These data also motivate the Sgr A\(^*\) results in this series.

As these VLBI discoveries were advancing, Sgr A\(^*\) was also being studied intensively at other wavelengths. Radio, millimeter, infrared, and X-ray observations showed that Sgr A\(^*\) has both a very low bolometric-to-Eddington luminosity ratio of $L/L_{\text{Edd}} \sim 10^{-9}$ (Genzel et al. 2010) and a very low mass accretion rate of $\sim 10^{-9} - 10^{-7} M_\odot \ yr^{-1}$ (Baganoff et al. 2003; Marrone et al. 2006a, 2007; Shcherbakov et al. 2012; Yusef-Zadeh et al. 2015). At most wavelengths, Sgr A\(^*\)’s flux can be decomposed into a quiescent and variable component.

In the X-ray, Sgr A\(^*\) is a persistent source, with a flux of about $3 \times 10^{33} \ erg \ s^{-1}$ (Baganoff et al. 2001, 2003) from thermal bremsstrahlung radiation originating from hot plasma near the Bondi radius (e.g., Quataert 2002; Baganoff et al. 2003; Yuan et al. 2003; Liu et al. 2004; Wang et al. 2013). Bright X-ray flares punctuate this emission about once per day and are characterized by nonthermal emission centered on the black hole (e.g., Neilsen et al. 2013). Near-infrared (NIR) detections of Sgr A\(^*\) also reveal a highly variable source, with emission peaks observed more frequently than in the X-ray (Genzel et al. 2003; Ghez et al. 2004; Gravity Collaboration et al. 2020). Both the X-ray variability and NIR variability occur on timescales of several hours, consistent with emission originating near the black hole’s innermost stable circular orbit (ISCO), which depends on the black hole’s mass and spin.

Millimeter polarimetry of Sgr A\(^*\) reveals linearly polarized flux from an emitting region of $\sim 10$ Schwarzschild radii ($R_s$), which indicates a dense magnetized accretion flow again extending out to the Bondi radius. Bower et al. (2018) find a mean rotation measure (RM) of about $-5 \times 10^7 \ rad \ m^{-2}$ that can be modeled as a radiatively inefficient accretion flow (RIAF) with an accretion rate of $\sim 10^{-8} M_\odot \ yr^{-1}$. Circular polarization is also detected at a mean value of $-1.1 \% \pm 0.2 \%$. Both the RM and the circular polarization are variable on timescales of hours to months (Bower et al. 2018).

Similarly, observations of Sgr A\(^*\) between 15 and 43 GHz reveal variability at 5\%–10\% level on timescales shorter than 4 days (Macquart & Bower 2006). Sgr A\(^*\)’s flux density distribution at 217.5, 219.5, and 234.0 GHz was investigated recently by Iwata et al. (2020); they find variability on timescales of $\sim$ tens of minutes to hours, indicating that the emission at these wavelengths is also likely to arise near the ISCO.

Hence, in addition to the excitement around resolving Sgr A\(^*\)’s intrinsic structure at 1.3 mm, it became clear that mult wavelength (MWL) observations during the EHT campaign would offer the first opportunity to definitively connect the black hole’s variable flux components with changes observed at horizon scales.

In this work we present the first EHT 1.3 mm observations of Sgr A\(^*\), alongside MWL data collected contemporaneously in 2017 April. Contemporaneous interferometric array data from ALMA and SMA have been analyzed and are described here (and are presented in more detail in a companion paper, Wielgus et al. 2022). The campaign also includes observations from the East Asian VLBI Network (EAVN), the Global 3 mm VLBI Array (GMVA), the Very Large Telescope (VLT), the Neil Gehrels Swift Observatory, the Chandra X-ray Observatory, and the Nuclear Spectroscopic Telescope (NuSTAR). These coordinated observations provide (quasi-) simultaneous MWL coverage with exceptional spatial and spectral resolution. Since variability at timescales of minutes to hours can be probed on horizon scales by the EHT and on a range of other spatial (and spectral) scales by these other observatories, combining them into a single “snapshot” spectral energy distribution (SED) maximizes the broadband constraints that the observations can place on theoretical models.

This manuscript (Paper II) is organized as follows. In Section 2 we present an overview of the 2017 EHT observing campaign. Section 3 delves more deeply into the EHT data calibration and reduction specific to these Sgr A\(^*\) data. Section 4 outlines the MWL campaigns that accompanied the EHT observations. Section 5 describes the resulting EHT and MWL data products, including those provided via a public data archive, and discusses these new observations in the context of longer-term monitoring campaigns that have characterized Sgr A\(^*\)’s variability over more than 20 yr. We offer a brief summary and conclusions in Section 6.

2. Event Horizon Telescope Observing Campaign

The first EHT observations of Sgr A\(^*\) were collected in 2017 April, alongside contemporaneous broadband data—the coverage is shown in Figures 1 and 2. A detailed description of the EHT array and its instrumentation can be found in M87\(^*\) Paper II, with further details related to the 2017 observing campaign in M87\(^*\) Paper III. Here we provide a brief summary of this material, along with details pertinent to the observations of Sgr A\(^*\) and associated calibration sources.

EHT observations were carried out with eight observatories at six locations: ALMA and the Atacama Pathfinder Experiment (APEX) on the Llano de Chajnantor in Chile, the Large Millimeter Telescope Alfonso Serrano (LMT) on Volcán Sierra Negra in Mexico, the James Clerk Maxwell Telescope (JCMT) and Submillimeter Array (SMA) on Maunakea in Hawai‘i, the IRAM 30 m telescope on Pico Veleta (PV) in Spain, the Submillimeter Telescope (SMT) on Mt. Graham in Arizona, and the South Pole Telescope (SPT) in Antarctica. The locations of these telescopes are plotted in Figure 1 of Paper I.

Sgr A\(^*\) was observed on five nights: 2017 April 5, 6, 7, 10, and 11. ALMA did not participate in the array for observations of Sgr A\(^*\) on 2017 April 5 or 10. PV observed Sgr A\(^*\) only on 2017 April 7. Weather conditions were good or excellent at all sites on all five observing nights. Median opacities on each night are provided in M87\(^*\) Paper III. In this series of papers, we focus our analysis on April 6 and 7, which have the best ($u$, $v$)-coverage.

Two bands of approximately 2 GHz each were observed, centered at sky frequencies of 227.1 and 229.1 GHz (“low” and “high” bands, respectively). Single-dish stations recorded a 2-bit Nyquist-sampled bandwidth of 2048 MHz per polarization using
Reconfigurable Open Architecture Computing Hardware 2 (ROACH2) digital back ends (Vertatschitsch et al. 2015). The SMA observed using six or seven telescopes (depending on the observing night), whose signals were summed using the SMA Wideband Astronomical ROACH2 Machine (SWARM; Primiani et al. 2016; Young et al. 2016). Since SWARM produces data in the frequency domain at a different sampling rate than at other observatories, SMA data require a post-observation, pre-correlation pass through the Adaptive Phased-array and Heterogeneous Interpolating Downsampler for SWARM (APHIDS; see also the Appendix of M87* Paper II). ALMA observed as a phased array of 35–37 telescopes using the ALMA Phasing System (Matthews et al. 2018). Data were recorded onto Mark 6 VLBI Data Systems (Whitney et al. 2013).

All but two observatories recorded both left and right circular polarization (LCP and RCP, respectively). The JCMT was equipped with a single-polarization receiver that observed RCP on 2017 April 5–7 and LCP on 2017 April 10–11. ALMA recorded both linear polarizations (X and Y).

The schedule consisted of scans of Sgr A* interleaved with scans of NRAO 530 (J1733−1304) and J1924−2914 as calibration sources. On 2017 April 6, observations commenced after the preceding target source, M87, set at ALMA. Generally, two 8-minute scans of Sgr A* were followed by a short (typically 3-minute) scan on a calibrator, with an 8-minute gap approximately every hour. The 2017 April 7 schedule, which did not include M87, started when Sgr A* rose above the 20° elevation limit at ALMA. Scan lengths on Sgr A* for this schedule were dithered between 5 and 12 minutes to reduce the effects of periodic sampling on detection of time variability associated with the ISCO period. On both nights, Sgr A* was observed until the source set below the local...
Data were correlated with the Distributed FX (DiFX) software correlation package (Deller et al. 2011) at the two correlator centers at the Max-Planck-Institut für Radioastron­omie in Bonn, Germany, and MIT Haystack Observatory in Westford, Massachusetts; for details see M87* Paper III. The CALC model was used for an a priori correction of rates and delays. Multiple correlation passes were required to diagnose and mitigate data issues, as discussed in the Appendix of M87* Paper III; parameters hereafter refer to those for the final correlation (Rev7) used for science-release data. The final correlation produced 32 baseband channels, each 58 MHz wide with a spectral resolution of 0.5 MHz and averaged to a 0.4 s accumulation period. The Sgr A* correlation center was set to \( \delta_{2000} = 17^\circ 45' 40'' 0356, \quad \alpha_{2000} = -29^\circ 00' 28'' 2401^62 \), based on the position of Reid & Brunthaler (2004) corrected to the epoch of observation for the apparent motion introduced by the orbit of the solar system around the Galaxy. The corrected position produced smaller residual delays and rates compared with the uncorrected position, resulting in a minor improve­ment in sensitivity. Subsequent to correlation, PolConvert (Martí-Vidal et al. 2016) was run to convert the mixed-polarization data products (XL, XR, YL, YR) to the circular basis on ALMA baselines, as described in Goddi et al. (2019).

3. EHT Data Calibration and Reduction

In this section, we summarize the EHT data calibration pathway and highlight aspects that are particular for the Sgr A* data. A comprehensive description of the EHT data reduction methods, combined with a recap of VLBI data calibration fundamentals, is given in M87* Paper III.

3.1. Processing Pipelines

To reduce the volume of the data and to accumulate signal-to-noise ratio (S/N), we average the visibilities in time and frequency. To avoid nonclosing errors, we must stabilize the signal by removing all significant external data corruption effects that have not been captured by the correlator model beforehand. We apply scaling corrections as a function of time to the visibilities to ensure unity autocorrelations. Additionally, phase errors induced by atmospheric turbulence on second timescales must be modeled and removed (M87* Paper III). Along the frequency axis, residual post-CALC delays—phase slopes over the frequency band—are caused primarily by atmospheric path-length variations. No significant instrumental delay effects are present in our digital recording system. However, imperfect amplitude and phase bandpass responses impact the data and must be corrected.

We have developed two independent VLBI data reduction pipelines to perform these pre-averaging calibration steps to stabilize the signal: EHT-HOPS (Blackburn et al. 2019), which is based on the Haystack Observatory Postprocessing System (HOPS; Whitney et al. 2004) software, and rPICARD (Janssen et al. 2018, 2019b), which is based on the Common Astronomy Software Applications (CASA; McMullin et al. 2007; van Bemmel et al. 2019) package. The other papers in this series make use of the data produced from both pipelines, whose consistency has been established in M87* Paper III, for a verification of scientific results. The AIPS-based (Greisen 2003) pipeline that has also been used for the M87* EHT results (M87* Paper III) is no longer being maintained.

EHT-HOPS processes data that have been converted into Mark4 format by DiFX task difx2mark4. These correlation coefficients have been normalized to unity autocorrelation at 0.4 s × 58 MHz resolution and then scaled to idealized analog correlation amplitudes according to the 2-bit quantization efficiency correction factor \( \sim 1/0.88 \). Baseline rate and delay solutions are fit with the HOPS fourfit routine. These fringe solutions are then “globalized” into station-based corrections using a least-squares method (similar to Alef & Porcas 1986). A stable phase bandpass response for each antenna is derived using an ensemble of high-S/N detections on bright calibrators and applied to all data. Turbulent phases introduced by the troposphere are corrected by fitting a piecewise polynomial phase model to the visibilities from baselines connected to the most sensitive station in each scan. To avoid overfitting to thermal noise, the phases of each 58 MHz spectral window are independently corrected using a model derived from the other, remaining 31 spectral windows. Finally, the geometric feed rotation angle evolution is corrected, and relative complex gains between the RCP and LCP signal paths are fitted. We commonly refer to the calibrated data produced by the EHT-HOPS pipeline as “HOPS” data.

rPICARD follows the Hamaker–Bregman–Sault measurement equation (Hamaker et al. 1996; Smirnov 2011a, 2011b, 2011c, 2011d) as implemented in the CASA framework. For the amplitude calibration, the CASA accor task is used to enforce unity autocorrelations, correcting for digital sampler biases. As this task scales the visibilities at the 58 MHz resolution, it also corrects for the gross amplitude bandpass of each station. Residual amplitude bandpass effects are removed with a custom bandpass calibration table formed by taking the median of the normalized 0.5 MHz channelized autocorrelations of all VLBI scans combined. The phases are corrected with the fringe fit task, which performs a global Schwab & Cotton (1983) fringe fit assuming an unpolarized point-source model. The data are segmented into the shortest bins within the expected atmospheric coherence time, where a sufficiently high S/N can be accumulated to obtain fringe detections. These detections are then used to correct for atmospheric phase turbulence and small residual delay variations that can occur within VLBI scans. A crude phase bandpass at 58 MHz is solved with a “single-band fringe fit,” where we apply the solutions from the scan with the highest-S/N fringe solution per antenna. The residual 0.5 MHz phase bandpass is corrected with the CASA bandpass task with an S/N > 3 cutoff using the data of all calibrator scans combined. Geometric feed rotation angles are corrected for on the fly, following the measurement equation, and no relative complex gains are corrected in the CASA data. We commonly refer to the calibrated data produced by the rPICARD pipeline as “CASA” data.

The EHT VLBI data indicate a phase offset (either constant or with a time-dependent drift component) between the two polarization channels that can be attributed largely to instrumental effects, and in a small part to circular polarization (Stokes V) of the source. The instrumental phase shifts are corrected through polarimetric gain ratio calibration, aligning RR and LL components to compute the total-intensity
signals are not removed from et al. 2019
164 https://
structure of the resolved images, it indicated under the assumption of \( V = 0 \) on ALMA baselines. The same strategy is also employed inherently by rPICARD, as the parallel correlation products are fringe-fitted separately. As the phase calibration is station based, intrinsic Stokes \( V \) signals are not removed from the data. More details about the EHT data reduction pipelines, including flowcharts of their processing steps, and detailed verification tests are given in M87“ Paper III.163

Due to the excellent sensitivity of the EHT, we have a high S/N on many baselines probing Sgr A*, which allows us to model atmospheric phase fluctuations occurring on short timescales to effectively extend the coherence time (M87“ Paper III). Combined with the small field of view around the VLBI correlation phase center of the EHT, this means that reasonable averaging intervals are limited primarily by the spectral and temporal variations of the target. With a fractional bandwidth of \( \sim 1\% \), we can safely average the data over our observing bandpass without introducing considerable bandwidth smearing effects (Thompson et al. 2017). On the other hand, Sgr A* is known to vary on very short timescales, possibly down to the gravitational timescale, \( GMc^{-3} \sim 21\) s. We have therefore chosen to average our data, which was correlated with a 0.4 s period, into 10 s time bins.

### 3.2. Flux Density Scaling

To scale our correlation coefficient measurements to a physical flux density unit scale, we estimate the system equivalent flux density (SEFD) of every station in the array. The SEFD of a single antenna or phased-up array is given as

\[
\text{SEFD} = \frac{T^*_{\text{sys}}}{\eta_{\text{ph}} g_c(E) \text{DPFU}},
\]

where \( T^*_{\text{sys}} \) is the effective system temperature, which characterizes the total noise contribution along a station’s signal path and corrects for the signal attenuation caused by Earth’s atmosphere. The phasing efficiency of a phased array is given by \( \eta_{\text{ph}} \), which is unity for single-dish stations. The station gain is factored into a normalized elevation \( (E) \) gain curve \( g_c(E) \) and the “degrees-per-flux-unit” (DPFU) conversion factor between measured system temperatures and flux densities. The DPFU is determined by the aperture efficiency \( \eta_{\text{ap}} \) and total collecting area \( A_{\text{geom}} \) as 

\[
\text{DPFU} = \eta_{\text{ap}} A_{\text{geom}} / (2k_l),
\]

where \( k_l \) is the Boltzmann constant. We can scale a correlation coefficient \( r_{i-j} \) measured on a baseline \( i-j \) in units of thermal noise to a visibility \( V_{i-j} \) in units of Jy via

\[
V_{i-j} = \frac{\sqrt{\text{SEFD}_{i} \times \text{SEFD}_{j} \times r_{i-j}}}{R_{i-j}}.
\]

We have performed this flux density calibration with a common framework164 for both the CASA and HOPS data.

<table>
<thead>
<tr>
<th>UTC Day</th>
<th>RCP DPFU (Jy K(^{-1}))</th>
<th>LCP DPFU (Jy K(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>05</td>
<td>0.046 ± 0.003</td>
<td>0.048 ± 0.003</td>
</tr>
<tr>
<td>06</td>
<td>0.032 ± 0.009</td>
<td>0.034 ± 0.009</td>
</tr>
<tr>
<td>07</td>
<td>0.061 ± 0.001</td>
<td>0.064 ± 0.001</td>
</tr>
<tr>
<td>10</td>
<td>0.076 ± 0.001</td>
<td>0.077 ± 0.001</td>
</tr>
<tr>
<td>11</td>
<td>0.067 ± 0.005</td>
<td>0.067 ± 0.004</td>
</tr>
</tbody>
</table>

Compared to the SEFDs used to calibrate the data released for M87* and 3C 279 (M87“ Paper III), we have updated several a priori calibration parameters. We are using the Butler (2012) planet models (updated for the year 2017) for the gain calibration of the APEX, PV, and SMT telescopes, instead of the previously used GILDAS165 models. Additionally, we have used 107\( ^* \) instead of 85\( ^* \) as an updated estimate for the beam size of the LMT and subsequently fitted for the variable station gain on a per-day basis (Table 1).

Data from SMA were reanalyzed, using the intra-SMA interferometric data to derive new SEFD estimates for the phased-array data. Inversion efficiencies were calculated using observations of the solar system objects Callisto, Ganymede, and Titan and the brightness temperature models from Butler (2012) and derived separately for low and high band. Amplitude gain solutions were derived using two quasars—NRAO 530 and J1924–2914—that were observed periodically during the observations of Sgr A*. Phase-only self-calibration was applied to the SMA interferometer data of Sgr A*, assuming a point-source model and excluding baselines shorter than 15 k\( \lambda \) in length, due to the presence of large-scale emission features. The resultant gain solutions were used to rederive phasing efficiencies for the beamformed data used for VLBI analysis. More details about the SMA data reduction are given in Wielgus et al. (2022, Section 2.3).

Typical SEFDs used to calibrate the Sgr A* flux density are shown in Figure 3. For the time-averaged SED data gathered in Table 2, we calculate a flux density of 2.4 ± 0.2 Jy between 213 and 229 GHz.

#### 3.2.1. Light Curves of Sgr A* and ALMA-VLBI Amplitude Calibration

The ALMA Phasing System is designed to construct a summed, formatted VLBI signal without interrupting the data stream of each individual antenna, thus allowing the ALMA correlator to compute all of the intra-ALMA visibilities at the same time (Matthews et al. 2018). The calibration information related to these intra-ALMA visibilities is needed for the correct polarimetric processing of the ALMA-VLBI signal (Martí-Vidal et al. 2016; Goddi et al. 2019, 2021).

At the spatial scales sampled by the intra-ALMA baselines, the Sgr A* field consists of the sum of two components: a point-like source located at the field center and with a time-dependent flux density (i.e., the active galactic nucleus), and an extended structure that covers several arcseconds, with a total flux of about 1.1 Jy and a surface brightness of about 0.12 Jy beam\(^{-1}\) (Wielgus et al. 2022). This extended component is known as the “minispiral,” and its emission is related to ionized gas and dust in the Galactic center (e.g., Lo & Claussen 1983).

---

163 Note that the M87* HOPS data presented in M87* Paper III were obtained with multisource, multiday calibration of the polarimetric gain ratios (Steel et al. 2019). While the aim of this method was to preserve the Stokes \( V \) structure of the resolved images, it indicated underfitting of the instrumental effects, potentially increasing the resulting systematic errors.
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The use of the intra-ALMA self-calibration gains to compute the corrections for the VLBI amplitudes of the ALMA-related baselines provides a very accurate determination of the relative changes in ALMA’s VLBI amplitude gains (Goddi et al. 2019). However, this approach has important limitations for the correct calibration of a time-variable source like Sgr A* (see also Section 4). In particular, the use of an a priori (constant) model for the amplitude self-calibration of the Sgr A* intra-ALMA visibilities results in an incorrect estimate of the phased-ALMA amplitude scaling. To overcome this limitation, we calibrate the Sgr A* ALMA gains with the source’s light curve, which is computed under the assumption that the flux density distribution of the minispiral remains stable across the extent of the observations (Wielgus et al. 2022).

We note that, even though the minispiral modeling allows us to calibrate relative ALMA gains at the ∼ 1% level, a constant ∼ 10% calibration uncertainty remains for the overall gain of the phased array, which is tied to the estimated flux density of Ganymede (the source used as primary calibrator; Goddi et al. 2019).

We perform a time-dependent variant of the network calibration (M87* Paper III) of the EHT VLBI data to a merged light curve from ALMA and the SMA (presented alongside the MWL light curves in Section 4). The ALMA light curve is computed through the minispiral method described above, and a description of the SMA light curve is given in Wielgus et al. (2022). These show small offsets at the level of a few percent between the two raw light curves, within the absolute flux calibration uncertainty. The two light curves are combined by leveling the median amplitudes in the overlapping time between ALMA and SMA and a smoothing spline interpolation in time, which corrects for these offsets. The network calibration procedure leverages the presence of colocated baselines, constraining gains of telescopes with a colocated partner by assuming that intrasite baselines (ALMA–APEX and JCMT–SMA; see Figure 1) observe a point source with a time-dependent flux density, corresponding to the light curve.

3.2.2. Calibrator Gain Transfer

Ensembles of opacity-corrected antenna temperature ($T_a^*$) measurements are used to fit for gain curves and DPFUs (Janssen et al. 2019a; Issaoun et al. 2017). For the gain curve, we fit

$$g_c(E) = 1 - B(E - E_0)^2$$  (3)

to normalized $T_a^*$ values from quasars tracked over a wide range of elevations $E$. The parameters $B$ and $E_0$ describe the peak and shape of the gain curve, respectively. For the DPFU, we typically fit a constant value for the entire observing track to $T_a^*$ measurements of solar system objects to estimate the constant aperture efficiency $\eta_{ap}$. A statistical $T_a^*$ scatter translates into uncertainties of the fitted $B$, $E_0$, and $\eta_{ap}$ parameters of the gain curve and DPFU, respectively. The uncertainty of the planet model brightness temperature is added in quadrature for the DPFU fitting. For the Butler (2012) models, we have a 10% uncertainty for Saturn and 5% for Mars, Jupiter, and Uranus. The error contribution from $T_a^*$ measurements is negligible. Finally, ALMA and SMA exhibit an additional calibration uncertainty from the phasing efficiency. The performance of ALMA has been determined in the quality assurance stage 2 (QA2) ALMA interferometric reduction of data (Goddi et al. 2019). The final calibration method is described in Section 3.2.1, for which we have estimated a global 10% flux density calibration uncertainty. The small SMA dishes are well characterized. Here the phasing efficiency dominates the overall calibration uncertainty, which ranges between 5% in optimal observing conditions and 15% when the phasing efficiency is low. The a priori flux calibration parameters are summarized in Table 3. The reported uncertainties provide a good upper limit for residual gain errors. Compared to our 2017 M87* data (M87* Paper III), the DPFU values are slightly updated, which does not affect our previous results, while the gain curves stayed the same.

However, there are several loss factors that are not captured in our a priori calibration framework, most notably imperfect pointing and focus solutions of individual telescopes. The case is most severe for the large LMT dish, where the measured DPFU varies from day to day. In order to provide a conservative estimate of the gain uncertainties, a bootstrap approach was applied to the DPFU measurements on 2017 April 6 and 7. With 10,000 medians drawn from the bootstrapped samples, we are able to derive the median absolute deviation, which is then scaled to an equivalent sigma. With this method we find a ∼ 35% uncertainty on the LMT DPFU.

Figure 3. Example of SEFD values during a single night of the 2017 EHT observations (2017 April 7, high-band RCP). Values for Sgr A* are marked with filled circles, values for J1924–2914 are marked with open diamonds, and values for NRAO 530 are marked with open circles. ALMA SEFDs have been multiplied by 10 in this plot for visualization purposes.
Table 2
Values for the Sgr A* SED Observed by Coordinated Ground-based and Space-based Observatories during the EHT 2017 Run

<table>
<thead>
<tr>
<th>Observatory</th>
<th>Frequency (GHz)</th>
<th>νFν (×10⁻¹² erg s⁻¹ cm⁻²)</th>
<th>Flux (Jy)</th>
<th>νLν (×10⁻³³ erg s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EAVN</td>
<td>22</td>
<td>0.24 ± 0.02</td>
<td>1.07 ± 0.11</td>
<td>0.19 ± 0.02</td>
</tr>
<tr>
<td>EAVN</td>
<td>43</td>
<td>0.58 ± 0.06</td>
<td>1.35 ± 0.14</td>
<td>0.48 ± 0.05</td>
</tr>
<tr>
<td>GMVA</td>
<td>86</td>
<td>1.63 ± 0.17</td>
<td>1.9 ± 0.2</td>
<td>1.3 ± 0.1</td>
</tr>
<tr>
<td>GMVA</td>
<td>88</td>
<td>1.67 ± 0.18</td>
<td>1.9 ± 0.2</td>
<td>1.4 ± 0.1</td>
</tr>
<tr>
<td>GMVA</td>
<td>98</td>
<td>1.96 ± 0.20</td>
<td>2.0 ± 0.2</td>
<td>1.6 ± 0.2</td>
</tr>
<tr>
<td>GMVA</td>
<td>100</td>
<td>2.10 ± 0.20</td>
<td>2.1 ± 0.2</td>
<td>1.67 ± 0.2</td>
</tr>
<tr>
<td>ALMA/SM A</td>
<td>213–229</td>
<td>5.28 ± 0.44</td>
<td>2.4 ± 0.2</td>
<td>4.3 ± 0.4</td>
</tr>
<tr>
<td>VLT</td>
<td>1.38 × 10⁵</td>
<td>&lt;4.12</td>
<td>&lt;0.003</td>
<td>&lt;3.4</td>
</tr>
<tr>
<td>Chandra/NuSTAR</td>
<td>5.68 × 10⁸</td>
<td>0.70 ± 0.015</td>
<td>1.23 ± 0.25 × 10⁻⁷</td>
<td>0.57 ± 0.13</td>
</tr>
<tr>
<td>Chandra/NuSTAR</td>
<td>7.84 × 10⁸</td>
<td>0.49 ± 0.016</td>
<td>6.27 ± 0.35 × 10⁻⁸</td>
<td>0.40 ± 0.05</td>
</tr>
<tr>
<td>Chandra/NuSTAR</td>
<td>1.08 × 10⁹</td>
<td>0.31 ± 0.011</td>
<td>3.09 ± 0.14 × 10⁻⁸</td>
<td>0.27 ± 0.01</td>
</tr>
<tr>
<td>Chandra/NuSTAR</td>
<td>1.49 × 10⁹</td>
<td>0.25 ± 0.056</td>
<td>1.71 ± 0.17 × 10⁻⁸</td>
<td>0.21 ± 0.01</td>
</tr>
<tr>
<td>Chandra/NuSTAR</td>
<td>2.06 × 10⁹</td>
<td>0.068 ± 0.002</td>
<td>0.39 ± 0.041 × 10⁻⁸</td>
<td>0.06 ± 0.02</td>
</tr>
<tr>
<td>Chandra b</td>
<td>1.57 × 10⁹</td>
<td>5.63 ± 0.36</td>
<td>3.6 ± 0.22 × 10⁻⁷</td>
<td>4.61 ± 0.15</td>
</tr>
<tr>
<td>NuSTAR b</td>
<td>9.55 × 10⁹</td>
<td>0.78 ± 0.013</td>
<td>8.3 ± 0.78 × 10⁻⁹</td>
<td>0.64 ± 0.08</td>
</tr>
</tbody>
</table>

Notes. Frequencies for X-ray observatories reflect the central frequency of the keV energy band within the observation bin.

a Mean measurement across 213–229 GHz. The spectral index at these frequencies was observed to be close to zero (Wielgus et al. 2022).
b 2017 April 11 X-ray flare.

Table 3
EHT Flux Density Calibration Parameters and Their Uncertainties

<table>
<thead>
<tr>
<th>Station(Code)</th>
<th>RCP DPFU (K Jy⁻¹)</th>
<th>LCP DPFU (K Jy⁻¹)</th>
<th>B</th>
<th>E₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALMA(AA) a</td>
<td>1.03 ± 10%</td>
<td>1.03 ± 10%</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>APEX(AP)</td>
<td>0.0245 ± 11%</td>
<td>0.0250 ± 11%</td>
<td>0.00002 ± 3.6%</td>
<td>36.6 ± 1%</td>
</tr>
<tr>
<td>IRAM 30 m(PV) b</td>
<td>0.034 ± 10%</td>
<td>0.035 ± 10%</td>
<td>0.00018 ± 5.3%</td>
<td>43.7 ± 1.3%</td>
</tr>
<tr>
<td>JCMT(OC) c</td>
<td>(0.026 ± 14%–0.033 ± 11%)</td>
<td>(0.026 ± 14%–0.033 ± 11%)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LMT(LM) d</td>
<td>0.061 ± 35%</td>
<td>0.064 ± 35%</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SMA(SM) e</td>
<td>0.046 ± (5–15)%</td>
<td>0.046 ± (5–15)%</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SMT(AZ)</td>
<td>0.01683 ± 7%</td>
<td>0.01681 ± 7%</td>
<td>0.000082 ± 10.4%</td>
<td>57.6 ± 2.0%</td>
</tr>
<tr>
<td>SPT(SP) f</td>
<td>0.0061 ± 15%</td>
<td>0.0061 ± 15%</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Notes. For phased arrays (ALMA and SMA), the DPFUs represent the combined sensitivity of all phased dishes. The gain curve parameters as a function of elevation E are given based on a gc(E) = 1 – B(E – E₀)² parameterization (Equation (3)).

a The ALMA DPFU uncertainty is based on the overall 10% uncertainty estimated by the QA2 team.
b The PV DPFU has been scaled down by a factor of 3.663 to account for the known maser instability in 2017.
c For the JCMT DPFU, a range between the smallest daytime value and the nighttime value is given.
d The LMT has an unparameterized 10% uncertainty on the gain curve, which has been added to the DPFU uncertainty. The DPFU values shown here from 2017 April 7. The uncertainty is the most conservative value from April 6.
e The SMA DPFU uncertainty is based on the dominant 5%–15% uncertainty on the phasing efficiency.
f The gain curve of the SPT is uncharacterized, as normalized antenna temperature values cannot be obtained from sources that remain at a constant elevation when observed from the South Pole.

Additionally, the antenna gains can be characterized by amplitude self-calibration, which solves the empirical corrections for time-variable instrumental or environmental factors that cannot be measured directly. In order to avoid any variability from Sgr A* that could contaminate the antenna gain estimations, the scan-averaged visibility data of calibrators (J1924–2914 and NRAO 530) are utilized by assuming their stationarity in both source structure and flux density. For both calibrators, the fiducial images independently produced with different imaging pipelines (i.e., eht-imaging, SMILI, Difmap and DMC; Papers III and IV) are employed to improve the statistics on the gains (for more details, see S. Jorstad et al. 2022, in preparation; S. Issaoun et al. 2022, in preparation). We use the mean values of the gains obtained from each imaging pipeline. As an example, the resultant antenna gains derived by amplitude self-calibration for the low-band data sets for both calibrators are shown in Figure 4. The results were obtained after performing a gain alignment procedure meant to minimize the offset between the gains from the two calibrators within the overlapping time and flagging the data points lying beyond 3σ from the mean value. The procedure is as follows: (1) we first derive a mean gain value for each calibrator by only using the gains in the overlapping times; (2) from these gain mean values for the two calibrators, in the overlapping times, we derive an average gain value and rescale the two calibrators’ mean gains with this average value; (3) the scaling factors thus obtained are then applied to the gains over the entire time range. The mean gains for each station (reported on top of each panel in the Astrophysical Journal Letters, 930:L13 (31pp), 2022 May 10 Event Horizon Telescope Collaboration et al.)
Figure 4. Low-band antenna gains of NRAO 530 (blue curve) and J1924–2914 (green curve) by amplitude self-calibration. The two-letter station codes are taken from Table 3. The colored bands indicate $\sigma$ uncertainties of the gains. The open crosses represent the flagged data points lying beyond $3\sigma$ from the mean value. The PV telescope observed Sgr A* only on April 7.

Figure 4) are within their corresponding a priori DPFU error budgets (Table 3). We can therefore assume that the calibrator self-calibration method captures the known gain uncertainties that enter into our a priori flux density calibration error budget. At this point, we linearly interpolate the fiducial gains obtained from the calibrators to the Sgr A* time stamps and apply them to the Sgr A* data.

3.3. Systematic Error Budget

We compute $S/N > 7$ closure phases ($\psi_C$) and log closure amplitudes ($\ln A_C$), which are reasonably well described by a normal distribution (Blackburn et al. 2020), to estimate the amount of systematic noise present in the EHT data following M87 Paper III and Wielgus et al. (2019). We have augmented these “traditional” closure phases and closure amplitude tests with novel closure trace quantities, $T_i$ described in Broderick & Pesce (2020). Closure traces are complex composite data structures, which characterize by their phase and log amplitude. The closure traces are produced from parallel- and cross-hand correlation products, and they are insensitive to all linear station-based corruptions of the data, including both baseline and polarization leakage. The uncertainty $\sigma_i$ of a data product $X$ follows from the a priori estimated thermal noise $\sigma_{\text{th}}$ from our calibration pipelines and a constant systematic nonclosing error $s_i$ as

$$\sigma_i^2 = \sigma_{\text{th}}^2 + s_i^2. \tag{4}$$

We estimate $s_i$ based on the criterion that the median absolute deviation of $X/\sigma_x$ becomes unity for the following data quantities:

1. RR – LL closure phases ($X = \psi_{C, \text{RR}} - \psi_{C, \text{LL}}$) and log closure amplitudes ($X = \ln A_{C, \text{RR}} - \ln A_{C, \text{LL}}$), which should be zero in the absence of significant circular source polarization and instrumental polarization leakage.

2. Low-band – high-band closure phases ($X = \psi_{C, \text{lo}} - \psi_{C, \text{hi}}$), log closure amplitudes ($X = \ln A_{C, \text{lo}} - \ln A_{C, \text{hi}}$), closure trace phases ($X = \arg (T_{\text{lo}}) - \arg (T_{\text{hi}})$), and log closure trace amplitudes ($X = \ln |T_{\text{lo}}| - \ln |T_{\text{hi}}|$), all of which should be close to zero in the absence of significant variations of source structure and flux over the observed EHT bandwidth. The phase shift due to the small frequency difference between the two bands is negligible.

3. Closure phases of small, trivial triangles ($X = \psi_{C, \text{trivial}}$) and log closure amplitudes of small, trivial quadrangles ($X = \ln A_{C, \text{trivial}}$), which should be zero in the absence of significant instrumental polarization leakage as they probe the symmetric large-scale source structure. Additionally, trivial closure phases will be affected by large-scale source structures.

4. Closure trace phases ($X = \arg (T_{\text{trivial}})$) and closure trace log amplitudes ($X = \ln |T_{\text{trivial}}|$) on trivial boomerang quadrangles, in which a site is repeated so that the area of the quadrangle vanishes. Both sets of quantities should be zero in the absence of nonlinear station-based or baseline-based errors.

We studied the magnitude of systematic error budgets on different coherent averaging timescales and found the systematics to be minimized for a time-averaging of 120 s. At shorter times, low-$S/N$ biases occur. At longer times, decoherence from residual atmospheric phase turbulence becomes pronounced. Therefore, we construct all closure quantities $X$ from visibilities that have been coherently averaged over 120 s and apply the $S/N > 7$ threshold; we subsequently average the constructed closure traces on scan-length intervals.

The systematic error budgets derived for Sgr A*, NRAO 530, and J1924–2914 are shown in Table 4. These are estimated using only data on days when ALMA was observing, i.e., 2017 April 6, 7, and 11. However, we exclude Sgr A* data from 2017 April 11 owing to flaring activity—these will be the subject of a forthcoming study (see also Wielgus et al. 2022). The underlying distributions of the various data quantities, with and without added systematic error, are shown in Figure 5.

From the combined data on all baselines, an excess in systematic errors of RR – LL closure quantities can be seen for Sgr A* compared to the observed NRAO 530 and J1924–2914 calibrator sources. These offsets may be indicative of intrinsic source polarization in Sgr A*. However, the overall offsets are just at the level of thermal noise for scan-averaged data. It is likely for source polarization to be significant on particular baselines only. Horizon-scale polarization signatures in the 2017 Sgr A* EHT data will be analyzed in future work.

The systematic error budgets agree between the traditional closure quantities and the novel closure traces. It is therefore unlikely for large-scale source structure and uncorrected polarization leakage effects to be the dominant sources of systematic uncertainties.

There are several EHT data issues affecting Sgr A* observations that require special care. These are described in detail in M87 Paper III and briefly summarized below.

1. The JCMT and SMA used an identical frequency setup derived from a shared frequency standard in 2017. Radio frequency interference (RFI) is not washed out due to low fringe rate. Both stations are therefore never chosen as the reference station for the correction of atmospheric phase...
fluctuations. Resultant amplitude errors on this baseline are mostly mitigated by flagging channels affected by RFI and network calibration.

2. An instability in the maser used in 2017 for PV caused a decorrelation over the 0.4 s correlator accumulation period, which was corrected by up-scaling the SEFD.

3. Partial data dropouts due to a misconfiguration of the maser at APEX have been accounted for by adjusting the amplitudes and data weights accordingly during the recording period, which was corrected by up-scaling the SEFD. Furthermore, a small SEFD correction factor has been applied to the APEX data to correct for an amplitude loss from an interfering one-pulse-per-second signal.

4. High-band SMA SEFDs on the first three observing days have been up-scaled to correct for occasionally corrupted frequency channels in the beamformer system.

5. A negligible 0.1% amplitude loss due to a periodic ALMA correlator glitch occurring every 18.192 s was left uncorrected. Moreover, a baseline-dependent ~0.67% signal loss due to finite fast Fourier transform lengths over the full 2048 MHz band on non-ALMA baselines has not been corrected.

The systematic error studies presented in Figure 5 and Table 4 reflect a comparable level of data quality and internal self-consistency for the CASA and HOPS data products. All data distributions are well behaved, and the different amounts of estimated systematic noise are balanced, being sometimes higher in one or the other data set. Small differences in the number of recorded visibilities are due to the effects of thresholding near the detection limit, as well as slight differences in flagging between the two pipelines.

As indicated also by the scatter in the s measurements, optimal systematic error budgets depend on the exact baselines and data quantities used. A crude recommendation for data averaged in 120 s bins is to adopt 2°/s for closure phases and 9% for log closure amplitudes.

### 4. Multiwavelength Observing Campaign

In addition to the ALMA and SMA millimeter light curves collected as a part of the EHT observations (Figure 6; see also Wielgus et al. 2022), the 2017 Sgr A* EHT campaign includes observations from elite ground-based facilities (Section 4.1).
including the East Asian VLBI Network, the Global 3 mm VLBI Array, and the Very Large Telescope, as well as space-based telescopes (Section 4.2) including the Neil Gehrels Swift Observatory, the Chandra X-ray Observatory, and the Nuclear Spectroscopic Telescope. Figure 2 shows coverage of Sgr A* for each of these instruments during the campaign. These coordinated observations provide (quasi-)simultaneous wave-length coverage and enable detailed MWL variability studies that place broadband constraints on models (see Papers V and VI). We describe these observations briefly here and place...
them in the broader EHT and Sgr A* historical context in Section 5.2.

4.1. Supplementary Ground-based Observations

4.1.1. East Asian VLBI Network

The East Asian VLBI Network (EAVN; e.g., Wajima et al. 2016; An et al. 2018; Cui et al. 2021) consists of the seven telescopes of KaVA (KVN166 and VERAs167 Array; e.g., Lee et al. 2014; Niinuma et al. 2015), and additional telescopes of the Japanese VLBI Network (JVN; e.g., Doi et al. 2006) and the Chinese VLBI Network (CVN; e.g., Zheng 2015). During the EHT 2017 window, four EAVN observations were carried out at 22 and 43 GHz (Figure 2). A single, symmetric Gaussian model was found to describe the intrinsic structure of Sgr A* at both wavelengths. The measured flux densities from Sgr A* at these frequencies are 1.07 ± 0.11 Jy and 1.35 ± 0.14 Jy, respectively (Table 2). Two of the observations on 2017 April 3 and 4 are (quasi-)simultaneous with the Global 3 mm VLBI Array observations (Section 4.1.2), as well as the EHT sessions (Cho et al. 2022). These measurements provide an estimated size and flux density of Sgr A* at 1.3 mm via extrapolation of power-law models (i.e., the intrinsic size scales with observing wavelength as a power law with an index of ~1.2 ± 0.2).

4.1.2. Global 3 mm VLBI Array

VLBI observations of Sgr A* at 86 GHz were conducted on 2017 April 3 with the Global Millimeter VLBI Array (GMVA).168 Eight Very Long Baseline Array antennas equipped with 86 GHz receivers, the Robert C. Byrd Green Bank Telescope (GBT), the Yebes 40 m telescope, the Effelsberg 100 m telescope, PV, and 37 phased-ALMA antennas participated in the observation (project code MB007, published in Issaoun et al. 2019b).

The data were recorded with a bandwidth of 256 MHz for each polarization, and fringes were detected out to 2.3 G. The total on-source integration time on Sgr A* was 5.76 hr over a 12 hr track, with ALMA co-observing for 8 hr. The results of the experiment rule out jet-dominated radio emission models of Sgr A* with large viewing angles (> 20°) and provide stringent constraints on the amount of refractive noise added by the interstellar scattering screen toward the source (Issaoun et al. 2019b), discussed in more detail in Section 5.1.2. The total flux density measured at 86 GHz is 1.9 ± 0.2 Jy (Table 2).

4.1.3. Very Large Telescope

The Paranal Observatory’s Nasmyth Adaptive Optics System (NAOS) and Near-Infrared Imager and Spectrograph (CONICA) instrument on the VLT, also known as VLT/NACO, measured a K-band NIR upper limit of 3 mJy during the 2017 April 7 EHT observing run (courtesy of the MPE Galactic Center Team). Ongoing observations with the new Very Large Telescope Interferometer GRAVITY instrument (VLTI/GRAVITY; Gravity Collaboration et al. 2017) indicate that Sgr A*’s typical flux distribution in the NIR K band changes slope at a median flux density of 1.1 ± 0.3 mJy, characteristic of Sgr A*’s quiescent NIR emission (Gravity Collaboration et al. 2020).

4.2. Coordinated Space-based Observations

4.2.1. Neil Gehrels Swift Observatory

Observations from the Swift X-ray Telescope (XRT; Gehrels et al. 2004; Burrows et al. 2005) were reprocessed with the latest calibration database files and the Swift tools contained in HEASOFT v6.20. Source flux in the 2–10 keV energy band is extracted from a 10″ radius circle centered on the position of Sgr A*. Count rates are reported as measured (e.g., Degenaar et al. 2013), i.e., without any correction for the known significant absorption along the line of sight (N_h ∼ 9 × 10²² cm⁻²).

There are 48 Swift observations of the Galactic center between 2017 April 5 and 12, with a total exposure time of 26.3 ks (Figure 2). These observations include a dedicated dense sampling schedule to coincide with the EHT observing window and two observations from the regular Galactic center monitoring program (Degenaar et al. 2013, 2015; van den Eijnden 2021). The average exposure time of the dense sampling was ~500 s, with an average interval between observations of ~3.5 hr.

In the 2017 April 7 Swift observation that overlaps the EHT window (Figure 6), a 2–10 keV flux is detected (0.023 counts s⁻¹) in excess of the 2017 2σ trend line (0.018 counts s⁻¹), as measured from the cumulative flux distribution observed from Sgr A*. None of the Swift observations are simultaneous with the 2017 April 11 Chandra flare described in the following section.

4.2.2. Chandra X-Ray Observatory

A series of Chandra X-ray Observatory (Weisskopf et al. 2002) exposures of Sgr A* were acquired on 2017 April 6, 7, 11, and 12 using the ACIS-S3 chip in Faint mode with a 1/8 subarray (observations IDs 19726, 19727, 20041, 20040; PI: Garmire), for a total of ~133 ks coordinated with the EHT campaign (Figure 2). The small subarray mitigates photon pileup during bright Sgr A* flares, as well as contamination from the magnetar SGR J1745−2900, which peaked at X-ray wavelengths in 2013 and has faded over the more than 6 yr since (Mori et al. 2013; Rea et al. 2013, 2020; Coti Zelati et al. 2015, 2017). It also achieves a frame rate of 0.44 s versus Chandra’s standard rate of 3.2 s.

Chandra data reduction and analysis are performed with the CIAO v4.13 package169 (Fruscione et al. 2006), CALDB v4.9.4. We use the chandra_repro script to reprocess the level 2 events files, update the WCS coordinate system (wcs_update), and apply barycentric corrections to the event times (axbary). The 2–8 keV light curves are then extracted from a circular region of radius 1″ centered on the radio position of Sgr A*. Light curves for 2017 April 6, 7, and 11 are shown in Figure 6. Using the Bayesian Blocks algorithm (Scargle 1998; Scargle et al. 2013; Williams et al. 2017), we search these light curves for flares and robustly detect one on 2017 April 11, with a second weaker detection on April 7 (orange histograms overplotted on the Chandra light curves in Figure 6).

166 Korean VLBI Network: three 21 m telescopes in Korea (Yonsei, Ulsan, and Tama).

167 VLBI Exploration of Radio Astrometry: four 20 m telescopes in Japan (Mizusawa, Iriki, Ogasawara, and Ishigakijima).

168 https://www3.mpifr-bonn.mpg.de/div/vlbi/globalmm/
We use `specextract` to extract X-ray spectra and response files from a similar 1\textdegree 25 region, centered on Sgr A*. Since our primary interest for this data set is the flare emission, we do not extract background spectra from a separate spatial region. Instead, spectra of the quiescent off-flare intervals play the role of our background spectra.

The flare and off-flare intervals are identified by analyzing the X-ray light curves of each observation. For the easily detectable flare on 2017 April 11 (observation ID 20041), we use the direct Gaussian fitting method presented in Neilsen et al. (2013). For 2017 April 7 (observation ID 19727), we use the Bayesian Blocks decomposition (Scargle 1998; Scargle et al. 2013; Williams et al. 2017); this method is better suited to detecting the sustained low-level activity apparent toward the end of the observation.

### 4.2.3. Nuclear Spectroscopic Telescope Array

X-ray observations from the Nuclear Spectroscopic Telescope Array (NuSTAR; Harrison et al. 2013) performed three Sgr A* observations from 2017 April 6 to 11 (observation IDs: 30302006002, 30302006004, 30302006006). These provide a total exposure time of \( \sim 103.9 \) ks and were coordinated with the EHT campaign. We reduced the data using the NuSTAR Data Analysis Software NuSTARDAS-v.1.6.6\(^{170}\) and HEASOFT-v.6.19, filtered for periods of high instrumental background due to South Atlantic Anomaly (SAA) passages and known bad detector pixels. Photon arrival times were corrected for onboard clock drift and processed to the solar system barycenter using the JPL-DE200 ephemeris. We used a source extraction region with 50" radius centered on the radio position of Sgr A* and extracted 3–79 keV light curves in 100 s bins with dead time, point-spread function, and vignetting effects corrected (see Zhang et al. 2017, for further details on NuSTAR Sgr A* data reduction). For all three observations we made use of the data obtained by both focal plane modules FPMA and FPMB.

For flare spectral analysis, we used `nuproducts` in HEASOFT-v.6.19 to create spectra and responses from 30" circular regions (as recommended for faint sources to minimize the background) centered on the coordinates of Sgr A*. As explained in Section 4.2.4, NuSTAR only partially detected a flare from Sgr A* on 2017 April 11 (observation ID 30302006004); hence, we focus on this observation alone in the present work. The source spectrum was extracted from the NuSTAR good time intervals (GTIs) that overlap with the Chandra flare duration. The background spectrum was extracted from off-flare time intervals in the same observation.

### 4.2.4. X-Ray Flare Spectral Analysis

To obtain the best constraint on the spectrum of Sgr A* during its faint and moderate X-ray flares, we performed joint Chandra/NuSTAR spectral analysis of the two flares described in Section 4.2.2. The following analysis was performed in ISIS v1.6.2-43 and made use of Remeis ISISscripts.\(^{171}\) Chandra flare spectra were binned to a minimum of four channels and an S/N of 3 above 0.5 keV, while off-flare spectra were combined and binned to a minimum of two channels and an S/N of 3; we fit bins contained within the interval 1–9 keV. The NuSTAR FPMA/FPMB spectra of the 2017 April 11 flare were binned to a combined minimum S/N of 2 and a minimum of three channels above 3 keV. We ignored all bins not fully contained within the interval 3–79 keV. The resulting spectra are shown in Figure 7.

Given the relatively small numbers of counts, we opted for simple absorbed power-law models for the flare spectra and compared our model to our data with Cash statistics (Cash 1979). We used the `TBvarabs` model with Wilms abundances and Verner cross sections (Verner et al. 1996; Wilms et al. 2000) and assumed a shared spectral index for both flares. (There is no conclusive evidence for a relationship between X-ray flare luminosity and X-ray spectral index; Neilsen et al. 2013; Zhang et al. 2017; Haggard et al. 2019.) Because a portion of the 2017 April 11 flare fell within a gap in the NuSTAR light curve, we included a cross-normalization constant between our NuSTAR and Chandra spectra (as well as between the FPMA and FPMB spectra).

For NuSTAR, we simply defined the spectrum of the off-flare interval as the background file for the 2017 April 11 flare spectrum, but we had to treat the Chandra spectra differently because they are susceptible to pileup during flares (e.g., Nowak et al. 2012), though fainter flares like those described here are not likely to be impacted. In particular, because pileup depends on the total count rate, not the background count rate, it is necessary to model the background spectrum and treat the flare emission as the sum of the background model and the absorbed power law. We fit the quiescent (off-flare) emission with a single `vapec` model; see Nowak et al. (2012) for more details.

Once we had a satisfactory fit to the joint flare spectra, we used the `emcee` Markov Chain Monte Carlo (MCMC) routine to find credible intervals for our fit parameters. For our MCMC runs, we used 10 walkers (i.e., 10 members of the ensemble) for each of our 10 free parameters and allowed them to evolve for 10,000 steps (a total of 1 million samples). These runs appear to converge within the first several tens of steps, so we

---

\(^{170}\) https://heasarc.gsfc.nasa.gov/docs/nustar/analysis

\(^{171}\) This research has made use of a collection of ISIS functions (ISIScripts) provided by ECAP/Remeis observatory and MIT (http://www.sternwarte.uni-erlangen.de/isis).
Table 5
Chandra/NuSTAR Joint Spectral Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>N\textsubscript{H}</td>
<td>$17.8^{+3.5}_{-2.5}$</td>
<td>$10^{22}$ cm\textsuperscript{-2}</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>$2.1^{+0.5}_{-0.4}$</td>
<td>...</td>
</tr>
<tr>
<td>N\textsubscript{FPMB}</td>
<td>$1.2^{+0.4}_{-0.4}$</td>
<td>...</td>
</tr>
<tr>
<td>$K\textsubscript{vpec}$</td>
<td>$0.0012^{+0.0008}_{-0.0005}$</td>
<td>...</td>
</tr>
<tr>
<td>$K\textsubscript{Tvpec}$</td>
<td>$2.0^{+0.4}_{-0.2}$</td>
<td>keV</td>
</tr>
<tr>
<td>$F_{0704.2-10}$</td>
<td>$0.3^{+0.2}_{-0.1}$</td>
<td>$10^{-12}$ erg s\textsuperscript{-1} cm\textsuperscript{-2}</td>
</tr>
<tr>
<td>$F_{0704.3-79}$</td>
<td>$0.5^{+0.5}_{-0.4}$</td>
<td>$10^{-12}$ erg s\textsuperscript{-1} cm\textsuperscript{-2}</td>
</tr>
<tr>
<td>$F_{1104.2-10}$</td>
<td>$7.8^{+3.9}_{-2.4}$</td>
<td>$10^{-12}$ erg s\textsuperscript{-1} cm\textsuperscript{-2}</td>
</tr>
<tr>
<td>$F_{1104.3-79}$</td>
<td>$15.4^{+7.3}_{-5.9}$</td>
<td>$10^{-12}$ erg s\textsuperscript{-1} cm\textsuperscript{-2}</td>
</tr>
<tr>
<td>$F_{Q,2-10}$</td>
<td>$0.5^{+0.2}_{-0.1}$</td>
<td>$10^{-12}$ erg s\textsuperscript{-1} cm\textsuperscript{-2}</td>
</tr>
<tr>
<td>$F_{Q,3-79}$</td>
<td>$0.31^{+0.08}_{-0.01}$</td>
<td>$10^{-12}$ erg s\textsuperscript{-1} cm\textsuperscript{-2}</td>
</tr>
</tbody>
</table>

Note. $N\textsubscript{H}$ is the X-ray absorbing column density. $\Gamma$ is the flare photon index. $\text{N}\textsubscript{FPMB}$ is the cross-normalization of the NuSTAR FPMB relative to the FPMA. $K\textsubscript{vpec}$ and $K\textsubscript{Tvpec}$ are the normalization and temperature of the quiescent vpec component. $N\textsubscript{ACIS}$ is the cross-normalization of the Chandra ACIS spectrum relative to NuSTAR. Flare ($F_{0704.2}/F_{1104.2}$) and quiescent fluxes ($F_{Q}$) are quoted for the intervals 2–10 keV and 3–79 keV—the X-ray quiescent and flare fluxes presented in Table 2 are $F_{0}$, in units of erg s\textsuperscript{-1} cm\textsuperscript{-2}, and so they differ slightly from the integrated values quoted here. See Sections 4.2.4 and 5.2.2 for further details.

discard the first 500 steps. We estimate an autocorrelation time for our parameter chains between ~200 and 400 steps, indicating that we have 2500–5000 independent samples of each parameter.

Finally, we calculate the minimum width 90% credible interval for each parameter. We compute the cumulative distribution function for the samples for each parameter and select the smallest interval that contains 90% of the samples. The results are given in Table 5. Sgr A* flares are highly correlated, with a column density of $N\textsubscript{H} = 17.8^{+3.5}_{-2.5}$ cm\textsuperscript{-2}; this is a bit higher than the values found by Nowak et al. (2012) and Wang et al. (2013), but the differences are within 1σ in both cases. The photon index of the flare is $\Gamma = 2.1^{+0.5}_{-0.4}$, which is not well constrained but is consistent with other analyses of X-ray flares (Porquet et al. 2008; Nowak et al. 2012; Neilsen et al. 2013; Haaggard et al. 2019). The 2017 April 7 flare is only detected at 99% confidence but has an unabsorbed 2–10 keV flux of $F_{0704.2-10} = (0.3^{+0.2}_{-0.2}) \times 10^{-12}$ erg s\textsuperscript{-1} cm\textsuperscript{-2} and a 3–79 keV flux $F_{0704.3-79} = (0.5^{+0.5}_{-0.4}) \times 10^{-12}$ erg s\textsuperscript{-1} cm\textsuperscript{-2}. The 2017 April 11 flare has an unabsorbed 2–10 keV flux of $F_{1104.2-10} = (7.8^{+3.6}_{-2.4}) \times 10^{-12}$ erg s\textsuperscript{-1} cm\textsuperscript{-2}, which rises to $F_{1104.3-79} = (15.4^{+7.5}_{-5.9}) \times 10^{-12}$ erg s\textsuperscript{-1} cm\textsuperscript{-2} over the interval 3–79 keV.

As reported in Neilsen et al. (2015), the quiescent X-ray flux ($F_{Q,2-10}$) results from an admixture of two components. At the faint end of Sgr A*’s flux distribution, there are both variable and steady components, with the variable component likely arising from unresolved faint flares that contribute ~10% of the apparent quiescent flux (see also Neilsen et al. 2013). Adopting the 2–10 keV flux from this joint fit (Table 5) and allowing a generous ~1/3 contribution from unresolved X-ray flares, we estimate an upper limit on the median luminosity of $\sim 10^{33}$ erg s\textsuperscript{-1}. Larger flare contributions would be inconsistent with estimates that approximately 90% of the quiescent emission from Sgr A* is in fact associated with spatially resolved emission.

5. Final Data Products and Features

5.1. Event Horizon Telescope Data

In this section, we describe the properties of the 2017 Sgr A* EHT VLBI data. In particular, we detail the $(u, v)$-coverage, correlated flux densities, systematic error budgets, estimations for residual antenna-based gain errors, the influence of interstellar scattering on the measured visibilities, conservative estimates for the size of Sgr A* at 1.3 mm, and an assessment of the source variability.

5.1.1. Data Content

The observing schedules and $(u, v)$-coverages of our April 6 and 7 Sgr A* observing days are shown in Figures 1 and 8, respectively. Correlated flux densities as a function of baseline length are shown in Figure 9. The measurements show a good agreement between the products of our processing pipelines.

The amplitude data presented in Figure 9 are broadly consistent with the Fourier signature of a blurred ring, indicating the presence of two minima at ~3 and ~6.5 GA. The ring model is a simple description of the data, used primarily to guide the eye in Figure 9. More complex best-fitting geometric models and image reconstructions are presented in Papers III and IV.

The calibrated Stokes I VLBI data of Sgr A* are made publicly available through the EHT data portal\(^ {172} \) under the 2022-D02-01 code (DOI: https://doi.org/10.25739/m140-ct59). The past validation history leading up to this data release is described in M87 Paper III. The calibration procedures applied to the Sgr A* data are described in Section 3. These procedures are agnostic to the source structure and encompass the signal stabilization with the automated EHT-HOPS and rPACARD data reduction pipelines, the flux density calibration based on a priori telescope metadata, the network gain calibration of colocated stations using measured 1.3 mm light curves of Sgr A*, and the bootstrapped telescope gain calibration from the analysis of the NRAO 530 and J1924−2914 calibrator sources. The Stokes I data provided are time-averaged over 10 s intervals and frequency-averaged over 1875 MHz for the 227.1 GHz low band and 229.1 GHz high band. All common radio interferometric software packages can be used to further average the data in time, depending on the needs of the data analysis method used. As described in Section 3.3, a coherent average within 120 s intervals is recommended to minimize systematics. The accompanying telescope metadata used for the flux density calibration are provided in the standard ANTAB format\(^ {173} \) and the visibilities are provided in the standard UVFITS format\(^ {174} \), as well as simple text files, where the visibilities are given as comma-separated values (Table 6).

5.1.2. Interstellar Scattering

Interstellar scattering is a long-known extrinsic effect on the observed radio structure of Sgr A* (Davies et al. 1976). The scattering of radio waves from Sgr A* is predominantly caused by foreground stochastic turbulent electrons along the line of\(^ {172} \)https://eventhorizon telescope.org/for-astronomers/data

\(^ {173} \)The generic definition of the flexible ANTAB text file format is given in http://www.aips.nrao.edu/cgi-bin/ ZXHL/PLATANTAB. The specific format convention adopted by the EHT is described in Janssen et al. (2019a).

\(^ {174} \)The UVFITS file format is described in ftp://ftp.aoc.nrao.edu/pub/software/aips/TEXT/PUBL/AIPS MEM117.PS.
the sight located far from the Galactic center (Bower et al. 2014; Dexter et al. 2017). At long observing wavelengths, the most dominant effect on the source structure is angular broadening, a chromatic effect arising from diffractive scattering (see, e.g., Narayan 1992), resulting in a Gaussian image with a size proportional to the squared wavelength for wavelengths \( \lambda \gtrsim 1 \) cm (Davies et al. 1976; van Langevelde et al. 1992; Bower et al. 2004; Shen et al. 2005; Bower et al. 2006; Johnson et al. 2018; Lu et al. 2018). Furthermore, the scattering is anisotropic, with stronger angular broadening along the east–west direction compared to the north–south direction (Frail et al. 1994; Jauncey et al. 1989). The angular broadening has an FWHM of \( (1.380 \pm 0.013) \lambda^{-1} \) mas along the major axis and \( (0.703 \pm 0.013) \lambda^{-1} \) mas along the minor axis, with the major axis at a position angle \( 81.9° \pm 0.2° \) east of north (Johnson et al. 2018). The intrinsic source angular size is also chromatic, with a \( \theta_{\text{rr}} \propto \lambda \) dependence (Johnson et al. 2018). Consequently, observations at 1.3 mm, where historical measurements of Sgr A* determined the size to be \(~50–60\) \( \mu \)as (Doeleman et al. 2008; Fish et al. 2011; Johnson et al. 2018; Lu et al. 2018), are in the regime where the intrinsic source structure is no longer subdominant to scattering and becomes the dominant structure in the image. Angular broadening can be described by a convolution of an unscattered image with a scattering kernel, or equivalently by a multiplication of the unscattered, intrinsic interferometric visibilities by the appropriate Fourier-conjugate kernel (Goodman & Narayan 1989). More background information and reviews on interstellar scattering can be found in Rickett (1990), Narayan (1992), and Thompson et al. (2017).

Secondary effects arise from density irregularities in the interstellar medium, causing stochastic variations in the scattering, as well as diffraction effects. These variations introduce substructure in the image that is not intrinsic to the source (Goodman & Narayan 1989; Johnson & Gwinn 2015; Johnson & Narayan 2016; Psaltis et al. 2018). Scattering-induced substructure was first discovered in images of Sgr A* at 1.3 cm by Gwinn et al. (2014) and later observed at other wavelengths (Johnson et al. 2018; Issaoun et al. 2019b, 2021; Cho et al. 2022), giving additional constraints on the scattering properties of Sgr A*.

The refractive substructure is likely also not dominant in Sgr A* at 1.3 mm. In Figure 10(b), we show typical refractive substructures along with the major and minor axes of the anisotropic scattering kernel expected for a reference model, adopted in Paper III, computed with eht-imaging based on the Psaltis et al. (2018) and Johnson et al. (2018) scattering model (see Paper III, Section 4.1 for details). While the rms noise levels due to the refractive substructure are dependent on the source size and shape (see, e.g., Johnson & Narayan 2016), the variations due to the deviation of the intrinsic source

**Figure 8.** (\( u, v \))-coverages from fringe detections of Sgr A* on 2017 April 6 and 7 plotted from scan-averaged data. Colocated stations are identified by location for clarity (Chile for ALMA and APEX, Hawai‘i for JCMT and SMA). Fringe spacings of 25 and 50 \( \mu \)as are indicated with dashed circles.
structure from the reference model are expected to be within a factor of a few (Paper III). Consequently, the effects of the refractive structure remain only a few percent of the total flux density at the maximum regardless of the source structure, hardly affecting the measured visibilities except for data points around the second null and/or at baselines longer than $\sim 6 \lambda$, which are in the low-S/N regime. A more detailed analysis of the scattering properties on the observed visibilities and source structure is provided in Paper III. For the purposes of the current paper, we conclude that an estimate of the size of Sgr A* drawn from visibility data will be dominated by the intrinsic structure of the source rather than scattering.

5.1.3. Source Size and Fractional Compact Flux Density

The 1.3 mm source structure of Sgr A* has been reported to have FWHMs of several tens of microarcseconds from early EHT observations in the past decade (Doeleman et al. 2008; Fish et al. 2011; Johnson et al. 2015; Lu et al. 2018), consistent with our 2017 observations (Figure 8). The SMT–LMT baseline is the shortest intersite VLBI baseline provided in EHT observations, covering $\sim 0.6–1.5 \lambda$ corresponding to a fringe spacing of $\sim 140–370 \mu\lambda$. For a fringe spacing much larger than the source size, the visibility amplitude is well approximated by a quadratic function solely governed by the size along the baseline direction and the compact total flux density of the source (Issaoun et al. 2019a). Along with the direction of the SMT–LMT baseline, the EHT array has the
ALMA–LMT baseline with intermediate baseline lengths of 2.6–4.2 Gλ (see Figure 8). The visibility amplitudes on these baselines are useful to constrain the compact total flux density and source size on VLBI scales along the directions of these baselines, together with the intrasite short baselines tracing the total flux density on arcsecond scales (see M87* Paper IV, Appendix B.1).

Here, we derive constraints on the total compact flux density and the source size in a similar manner to M87* Paper IV by making use of these baselines. Compared with M87* data presented in M87* Paper III, Sgr A* data are further calibrated using interpolated gain solutions from calibrators (Section 3.2.2). We therefore modify the equations in M87* Paper IV and derive the three constraints outlined below.

**Constraint 1.** The first constraint is based on the fact that the visibility amplitudes fall approximately quadratically with baseline length on short baselines, (Issaoun et al. 2019a). The intermediate to long baselines tend to measure larger correlated flux density than what is expected for a Gaussian source with equivalent quadratic amplitude behavior on short baselines. While localized visibility-domain features such as “nulls” may give lower flux densities than the equivalent Gaussian, the presence of image substructure will tend to increase the average flux density. On short baselines, we can thus express the visibility amplitudes in terms of an equivalent circular Gaussian visibility function,

\[ V_c(u; l_0, \theta) = l_0 e^{-\frac{\text{FWHM}^2}{4u^2}}, \]

where \( l_0 \) is the total flux density of the Gaussian source, \( |u| \) is the length of the baseline, and \( \theta \) is its FWHM in radians. We can deduce that the measured amplitude ratio of the ALMA–LMT over SMT–LMT baselines will be larger than the corresponding ratio from a circular Gaussian source model. Consequently, the FWHM size of a circular Gaussian determined by the amplitude ratio between SMT–LMT and ALMA–LMT baselines provides an estimate of the minimum compact source size \( \theta_{\text{cpt}} \) that is not significantly affected by the intrinsic fine-scale source structure:

\[ \theta_{\text{cpt}} \gtrsim \sqrt[4]{\frac{4 \ln 2 \ln \left( \frac{|V_{\text{SMT–LMT}}|}{|V_{\text{ALMA–LMT}}|} \right)}{\pi^2(|u|_{\text{ALMA–LMT}}^2 - |u|_{\text{SMT–LMT}}^2)}}, \]

Here \( V_{i-j} \) denotes the true visibility on the baseline \( i-j \). The ratio of the true visibility amplitudes is lower-bounded by

\[ \frac{|V_{\text{SMT–LMT}}|}{|V_{\text{ALMA–LMT}}|} \geq \left( 1 - \sqrt{\frac{\Delta g_{\text{ALMA}}^2 + \Delta g_{\text{SMT}}^2}{|V_{\text{ALMA–LMT}}|}} \right), \]

where \( V_{i-j} \) and \( \Delta g_i \) denote the calibrated measured visibility and the deviation of its residual station gain from unity, respectively, after gain calibration using calibrators. \( \Delta g_{\text{ALMA}} \) and \( \Delta g_{\text{SMT}} \) are estimated to be 0.05 and 0.06, respectively, corresponding to the standard deviation of gain solutions from calibrator data across multiple imaging methods described in Section 3.2.2. We take the median of the visibility amplitude ratio from the collection of constraints derived for each single VLBI scan to derive a robust estimate of the minimum source size. With this method, we are able to derive a conservative constraint, which is agnostic to the assumed source structure (e.g., the presence of a null from a ring-like structure).

**Constraint 2.** The second constraint comes from the curvature of visibility amplitudes between the intrasite baselines and the LMT–SMT baseline. Since the compact flux density should not exceed the total flux density measured with the intrasite baselines, the amplitude fall from the intrasite to LMT–SMT baselines gives the maximum limit of that from the compact flux density to LMT–SMT baseline. Therefore, it gives the maximum limit of the source FWHM size with an
equivalent circular Gaussian as

$$\theta_{\text{cpt}} \leq \frac{2\sqrt{\ln 2}}{\pi a} \sqrt{\ln \frac{F_{\text{tot}}}{|\nu_{\text{LMT-SMT}}|}}.$$  

(8)

With the residual gain uncertainty, this maximum limit is upper-bounded by

$$\frac{1}{|\nu_{\text{LMT-SMT}}|} \leq 1 + \frac{\Delta g_{\text{LMT}}^2 + \Delta g_{\text{SMT}}^2 + \Delta g_{\text{tot}}^2}{|\nu_{\text{LMT-SMT}}|}.$$  

(9)

In the same manner as with other stations, $\Delta g_{\text{LMT}}$ is estimated to be 0.12 after calibrator gain transfer. The fractional uncertainty in the light curve, is estimated to be at most 0.2 based on the consistency of light curves obtained with different instruments / reduction pipelines (see Wielgus et al. 2022). Similarly to Constraint 1, the median of the ratio is adopted to mitigate the effects of statistical errors.

**Constraint 3.** The minimum compact flux density can be derived by the maximum amplitudes of the LMT–SMT baseline, since the visibility amplitudes are maximum at zero baseline length, as given by

$$F_{\text{cpt}} \geq |\nu_{\text{LMT-SMT}}|$$

$$\geq (1 - \frac{\Delta g_{\text{LMT}}^2 + \Delta g_{\text{SMT}}^2}{|\nu_{\text{LMT-SMT}}|}).$$  

(10)

We note that the upper and lower limits on the source size obtained from Constraints 1 and 2 are along the directions of LMT–SMT and LMT–ALMA baselines. Using synthetic data from general relativistic magnetohydrodynamics (GRMHD) and semianalytic geometric models in Paper III, we have verified that these size constraints remain valid for various morphologies sharing similar profiles of visibility amplitudes with EHT Sgr A* data (see Paper III for details). The variability of the GRMHD models is often in excess of our observational measurements (Paper V). Therefore, our size constraints are also validated against a changing source structure over the course of our observations.

The derived constraints are summarized in Table 7 and Figure 11(a) for each observing day and for both days combined. As shown in Figure 11(b), the equivalent Gaussians with the minimum and maximum sizes reasonably give the upper and lower bounds of the visibility amplitudes, respectively, on short baselines. Either of the source size constraints indicates that the 2017 EHT Sgr A* data resolve compact emission of several tens of microarcseconds, consistent with the early EHT observations (Doeleman et al. 2008; Fish et al. 2011; Johnson et al. 2015, 2018; Lu et al. 2018).

The estimated minimum fractional compact flux density is $\sim$70%–90%, indicating that the vast majority of the radio emission from Sgr A* arises from the horizon-scale emission resolved with the EHT. The maximum limit on the extended emission resolved out on the shortest VLBI baselines is indeed much less than for M87*, 3C 279, and Centaurus A—all of which are known to have a prominent extended jet (M87* Paper IV; Kim et al. 2020; Janssen et al. 2021)—as expected by the nondetection of an extended jet in longer-wavelength VLBI observations across many decades (see Section 5.1.2 and references therein) and early EHT observations.

### 5.1.4. Source Variability

Studies of the variability of Sgr A* light curves at 230 GHz in 2005–2017 (e.g., Marrone et al. 2008; Dexter et al. 2014; Bower et al. 2018) indicate that on long timescales (from a few days to years) the source fluctuates between 2.0 and 4.5 Jy. During the 2017 EHT observations, Sgr A* was in a low-luminosity state with a mean flux density of $\sim$2.4 ± 0.2 Jy between 213 and 229 GHz (Table 2). The 2 days for which VLBI data analysis is presented in this series of papers exhibit a low degree of variability that is typical for this source, characterized by the modulation index (standard deviation divided by mean) $\sigma/\mu < 10%$. The power spectral density has a red-noise character on timescales from 1 minute to several hours, with a transition to white noise for longer timescales. On 2017 April 11 the millimeter flux rises by over 50%, following the X-ray flare maximum with a delay of $\sim$8 hr. The data on this day appear significantly more variable. An analysis of the 2017 April 11 VLBI data will be presented in a separate future publication. A detailed analysis of the full data set of Sgr A* light curves contemporaneous with the EHT 2017 observations is presented in the companion paper Wielgus et al. (2022).

The Q-metric (Roelofs et al. 2017) quantifies the variability of a compact source resolved on VLBI baselines in a series of closure phases as a function of time on a specific baseline triangle. The metric compares the observed closure phase variations $(\hat{\sigma}^2)$ to those expected from thermal noise $(\hat{\tau}^2)$, after detrending the data to account for slow variations due to the evolution of baselines as Earth rotates (see Roelofs et al. 2017, for details):

$$Q = \frac{\hat{\sigma}^2 - \hat{\tau}^2}{\hat{\tau}^2}.$$  

(12)

A static source is expected to give a Q-metric value close to 0, and a variable source can give a Q-metric value up to 1.

Figure 12 shows the Q-metric for M87* and Sgr A* data. First, we have averaged the visibilities within bins of 120 s to accumulate S/N. These averaged data are used to compute closure phases. Then, we have divided the closure phases into 2 hr segments and performed the detrending with a third-order polynomial within each segment. Our analysis is therefore sensitive to structural source variability occurring on timescales between 120 s and 2 hr. The Q-metric is generally higher for Sgr A* than for M87*, which does not necessarily indicate that Sgr A* varies more strongly because of the different error budgets for the two sources. However, the different Q-metric values do indicate that intrinsic variability is detected with higher significance for Sgr A* than for M87*. The high sensitivity to thermal noise can lead to different Q-values on redundant triangles.

Because of imperfections in the detrending procedure (a third-order polynomial does not generally capture any static source structure) and the particular realization of the thermal noise, a static source may also give nonzero Q-metric values. In order to determine on which triangles we detect significant variability, the measured Q-metric values are therefore
compared to those simulated for a range of static source models for Sgr A*.

Shown in Figure 12 are 1σ upper limits of the distributions of Q-metric values obtained from synthetic data generated from different single static GRMHD-GRRT snapshots (Paper V), with different realizations of either a static or moving scattering screen. We have applied random position angle rotations to 12 random frames drawn from MAD/SANE models with spins of ±0.94, ±0.5, 0; \( R_{\text{high}} = 10, 40 \); and inclination angles of 10°, 30°, 50°, 70° (a description of these models and their parameters is given in Paper V). For these 960 different source structures, we have generated synthetic data using 100 different thermal noise realizations for each observing day and the low- and high-frequency bands. We applied the same procedure to 11 frames of each of the source models used to calibrate the imaging methods in Paper III, which were chosen to match the measured visibility amplitudes of Sgr A*. The resulting Q-metric values were bootstrapped to obtain the same number of values as those from the GRMHD models.

Scattering-screen variability generally has a small effect on the Q-metric. Comparing the measured and simulated Q-metric values, we see a significant excess for Sgr A* on ALMA–LMT–SMA, ALMA–SMT–SMA, and ALMA–SMT–LMT. For these triangles, the observed closure phase variability cannot be explained by variability due to interstellar scattering or imperfections in the detrending procedure. The excess variability in degrees \( \hat{Q} = \sqrt{\hat{r}^2 - \bar{r}^2} \) is 16.4°, 6.8°, and 3.1° for these triangles, respectively. Hence, although the Q-metric does indicate intraday closure phase variability in the Sgr A* data, it only does so on a few triangles, and the variability amplitude is small.

More detailed discussions of the source variability based on static and time-dependent reconstructions of the underlying Sgr A* source model, as well as examples of typical closure phase trends, are given in Papers III and IV. Effects of phase decoherence, low S/N near interferometric nulls, residual time-dependent gain errors, stochastic interstellar scattering effects, and changing baseline vectors due to Earth rotation introduce additional scatter in the correlated flux densities shown in Figures 9, 10, and 11. Paper IV presents a model that takes these effects into account and provides a clear detection of intrinsic flux density variability on horizon scales.

### 5.2. Multil wavelength Data

#### 5.2.1. Millimeter, NIR, and X-Ray Data Products

The supplementary ground- and space-based data products leveraged here are published in original works and/or are available in public archives.

EAVN observations of Sgr A* at 22 and 43 GHz are available in Cho et al. (2022), GMVA 86 GHz observations are published in Issaoun et al. (2019b), and a detailed discussion of the VLT/GRAVITY NIR flux distribution can be found in Gravity Collaboration et al. (2020).

Chandra, Swift, and NuSTAR data products are available via NASA archives175,176,177 and are collected in the EHT data portal178 under the 2022-D02-03 code (DOI: https://doi.org/10.25739/26fq-k306). The repository contains the following data products:

1. Description of observations and data processing (format: text).
2. Fluxes from Swift-XRT observations (format: CSV).
3. Fluxes from Chandra observations (format: CSV).
4. Fluxes from NuSTAR observations (format: CSV).
5. Scripts, spectral, and response files for modeling Chandra and NuSTAR data (format: standard X-ray data formats).

The EHT data portal also contains the broadband spectrum presented in Table 2 (see also Section 5.2.2 below) with frequency, flux density, its uncertainty, and instrument index (format: CSV).

#### 5.2.2. Time-averaged Spectral Energy Distribution

Figure 13 displays the SED for Sgr A* during the 2017 EHT campaign (open black circles) overplotted on the historically observed broadband spectrum (colored points). The SED illustrates Sgr A*’s wide range of variable and nonvariable states. Larger shaded swaths mark regions of the SED where the source is particularly variable; their bounds mark characteristic quiescent emission and high flux states, which can last for timescales of minutes to hours. (A time-binned historic SED representative of states without extreme variability is presented in Paper VI.) We do not plot a typical quiescent value for NuSTAR frequencies (3–79 keV) since upper limits are complicated by contributions from non-Sgr A* sources in the Galactic center. The flux and luminosity values from each observatory coordinating during the EHT campaign are listed in Table 2. The quiescent and flare X-ray luminosities in the SED are \( \nu L_\nu \) in units of erg s\(^{-1}\); their equivalent \( \nu F_\nu \) values in erg s\(^{-1}\) cm\(^{-2}\) (Table 2) differ slightly from the integrated flux values in Table 5.

During the EHT run, Sgr A*’s SED is consistent with historical observations of the black hole in the radio, millimeter, NIR, and X-ray, as outlined in the Introduction and Section 5.2.3. For example, the moderately bright X-ray flare detected with Chandra and NuSTAR on 2017 April 11 falls within the range of previously observed X-ray flares (see

---

175 The Chandra Data Archive: https://cxc.harvard.edu/cda/
176 The Swift Data Archive: https://swift.gsfc.nasa.gov/archive/
177 The NuSTAR Data Archive: https://heasarc.gsfc.nasa.gov/docs/nustar/nustar_archive.html
178 https://eventhorizontelescope.org/for-astronomers/data
Figure 11. Joint constraints on the size and total compact flux density of the 1.3 mm emission in Sgr A* shown in Table 7. See Section 5.1.3 for details. (a) Numbered constraints correspond to (1) the LMT–SMT/LMT–ALMA amplitude ratio, (2) LMT–SMT amplitudes coupled with the requirement $F_{\text{SMT}} \leq F_{\text{LMT}}$, and (3) the maximum LMT–SMT amplitude. The position angles of the LMT–SMT and LMT–ALMA baselines range from 125° to 164°. (b) Fractional visibility amplitudes of circular Gaussian sources with FWHMs corresponding to the minimum (green line) and maximum (red line) size constraints for the April 6 and 7 data sets. Flux-normalized calibrated amplitudes are overlaid, where those of the LMT–SMT and ALMA–LMT baselines used to derive these size constraints are colored in purple and brown, respectively. The dotted line denotes the ring model shown in Figure 9 for comparison.

Figure 12. Q-metric values (12) indicating intrinsic closure phase variability on baseline triangles with mutual visibility of both M87* and Sgr A* in ascending order of the Sgr A* variability. The two-letter station codes are taken from Table 3. Only closure phase tracks with more than 10 data points after averaging down to 120 s were used. The closure phase tracks were detrended within 2 hr segments by subtracting a third-degree polynomial before computing the Q-metric. The plotted values are averages across days (2017 April 5, 6, 10, and 11 for M87*, 2017 April 6 and 7 for Sgr A*) and bands, with the error bars indicating the 1σ spread across the days and bands. The Q-metrics for the M87* and Sgr A* data are shown in red and blue, respectively. The gray points show 1σ upper limits of the distributions of Q-metric values obtained from synthetic data generated from intrinsically static source models, with either a static or moving scattering screen with parameters from Johnson et al. (2018), but with an enlarged power-law index of $\alpha = 1.5$ for the interstellar turbulence to obtain more conservative upper limits of scattering-induced variability. The static source models are a mix of models from the GRMHD library, which contains a large range of source structures, and the models used to calibrate the imaging methods in Paper II. Upper limits are computed based on the maximum Q-metric values from independent realizations of possible source models and thermal noise on each triangle.

Section 4.2 and Figure 13). Since Sgr A* is not in an exceptional state during the 2017 EHT campaign, these observational constraints on the broadband SED offer valuable priors on theoretical models aiming to constrain GR, for example, the Kerr metric investigation presented in Paper VI.

Paper V in this series also uses these (quasi-)simultaneous EHT 1.3 mm and MWL constraints (on both luminosity and degree of variability) to aid in model selection and to provide a physical interpretation for these data, for example, by testing aligned, tilted, and stellar wind-fed scenarios using time-dependent GRMHD models. They compare specifically to three MWL bands, 86 GHz, 2.2 μas, and X-ray, which are relatively independent and thus probe different physics, and find that no one existing model can meet all of the EHT and MWL constraints. These challenges motivate improvements to the GRMHD model suites and encourage additional, joint EHT and MWL campaigns to fully characterize Sgr A*’s short- and long-term variability.

5.2.3. Characteristic Multiwavelength Variability

Sgr A*’s MWL variability has been studied in detail for more than two decades. Substantial obscuration in the plane of the Galaxy blocks our view of its optical and UV emission, but observations at other wavelengths show flickering, flares, and other stochastic processes on long and short timescales (e.g., Baganoff et al. 2001; Dodds-Eden et al. 2009; Nowak et al. 2012; Witzel et al. 2012; Bower et al. 2015; Neilsen et al. 2015; Do et al. 2019b; Haggard et al. 2019; Gravity Collaboration et al. 2020). Theoretical models also anticipate that observations at different wavelengths will probe different size scales and resolutions (e.g., Falcke & Markoff 2013). We briefly describe Sgr A*’s characteristic MWL variability, to put the X-ray flares (Section 4.2.4) and the broadband spectrum (Section 5.2.2) observed in 2017 into this broader context.

Sgr A*’s X-ray flux distribution can be decomposed into a steady quiescent component described by a Poisson process and a variable power-law component attributed to nonthermal flares that appear approximately once per day (Neilsen et al. 2015). Sgr A*’s quiescent NIR light curves show a red-noise process and a nonlinear, non-Gaussian flux density distribution, skewed to higher flux densities, which changes slope near a median flux density of $1.1 \pm 0.3$ mJy (flux densities below 0.1 mJy are rarely observed; e.g., Witzel et al. 2012;

Do et al. 2019b; Gravity Collaboration et al. 2020. Thus, the NIR flux can also be attributed to separate quiescent and variable components.

The X-ray and NIR variability timescales are both typically several hours, consistent with Sgr A*’s ISCO period of approximately 4–30 minutes for prograde orbits (vs. 5 days to 1 month for M87*; for further discussion of this comparison, see Paper I). Recently, the orbital motion of a compact polarized hot spot just outside of the ISCO has been offered as an explanation for high-resolution, time-resolved interferometric NIR observations (Gravity Collaboration et al. 2018), reinforcing the notion that this may be a horizon-scale phenomena.

Correlations between the X-ray and NIR flux peaks (e.g., Dodds-Eden et al. 2009; Ponti et al. 2017; Boyce et al. 2019; GRAVITY Collaboration et al. 2021; Michail et al. 2021; Boyce 2022) and similarities in their statistical properties and flux density distributions (Witzel et al. 2012, 2018; Neilsen et al. 2015) point to a physical connection between the emission at these wavelengths, though the X-ray structure function seems to have less power at short timescales than the NIR structure function (Witzel et al. 2012, 2018; Neilsen et al. 2015; Witzel et al. 2021).

At submillimeter and radio wavelengths Sgr A* also shows a quiescent state superposed with almost continuous variability (e.g., Miyazaki et al. 2004; Macquart & Bower 2006; Yusef-Zadeh et al. 2011; Brinkerink et al. 2015). These longer-duration flares may be delayed by a few hours relative to the X-ray/NIR flares, but simultaneous observations are sparse and the correlations remain tenuous (Capellupo et al. 2017). Some submillimeter flares have also been associated with NIR flares, while others show no correlation (Marrone et al. 2008; Morris et al. 2012; Fazio et al. 2018; Michail et al. 2021; Boyce 2022).

Iwata et al. (2020) pursued a detailed study of Sgr A*’s flux density distribution at 217.5, 219.5, and 234.0 GHz, finding variability on timescales of ~tens of minutes to hours that is likely to arise near the ISCO. They find no lag between 217.5 and 234.0 GHz.

Analysis by Wielgus et al. (2022) based on the ALMA and SMA data associated with this 2017 EHT campaign shows Sgr A* mostly in a quiescent state at 213, 220, and 229 GHz (Figures 6 and 13), though the 2017 April 11 observations following the X-ray flare show enhanced millimeter-wave-length variability. The millimeter light curves are consistent with a red-noise process with the power spectral density slope between −2 and −3 on timescales between 1 minute and several hours. In an independent study, Bower et al. (2018) detect both linear and circular polarization in Sgr A*’s millimeter emission. They find a mean RM of about −5 × 10⁵ rad m⁻² and variability on timescales of hours to months. Long-term variability in the RM (of order weeks to months) is likely due to turbulence in the accretion flow, while short-term variability seems to arise from complex emission and propagation effects near the black hole. They also detect circular polarization with a mean value of −1.1% ± 0.2% that is variable on timescales of hours to months (Bower et al. 2018). EHT polarimetric measurements of Sgr A* will be the subject of future works in this series.

These and other MWL observations have led to broad consensus that near Sgr A*’s event horizon there are two components: (1) a relatively stable quiescent accretion flow, and (2) flares or bright flux excursions that vary on shorter
timescales. Accretion models for Sgr A* suggest that the system may drive a jet, and some data support this possibility. For example, an observed increase of variability amplitude with frequency and persistent time lags in the 18–43 GHz band may be indicative of a jet outflow (Brinkerink et al. 2021). Yet despite this and other tentative claims at γ-ray, X-ray, and radio wavelengths (e.g., Su & Finkbeiner 2012; Yusef-Zadeh et al. 2012; Li et al. 2013; Zhu et al. 2019; Rauch et al. 2016), a jet has not yet been conclusively confirmed. The accretion flow and the jet base are both candidates to drive Sgr A*’s variability (e.g., the base of the jet very likely dominates the emission near M87*), yet while their timescales may be distinct, the base of a jet and a variable RIAF remain difficult to tell apart (see Paper V).

Interstellar scattering may induce additional variable signals over timescales similar to (or longer than) those from the quiescent accretion flow. For example, one explanation for the detectability of the GC magnetar was a variable scattering screen (Eatough et al. 2013; Bower et al. 2014). Meanwhile, interactions with orbiting objects may cause additional variability, e.g., disruptions of ~kilometer-sized rocky bodies, gaseous structures, or other interlopers (Cadež et al. 2008; Kostić et al. 2009; Gillessen et al. 2012; Zubovas et al. 2012; Ciurlo et al. 2020; Peišker et al. 2021). Contemporaneous observations with EHT and MWL facilities, particularly simultaneous capture of serendipitous events like flares, continue to offer the best opportunity for disentangling these contributions to Sgr A*’s variable emission.

6. Summary and Conclusions

Sgr A* and M87* are the primary targets of the EHT, for which the 2017 April observing campaign provided the required resolution and sensitivity to obtain horizon-scale images of these SMBHs. M87* total-intensity and polarization results from the 2017 data have been published earlier (M87* Papers I–VIII). In this new series of papers (Papers I–VI), we present the imaging, analysis, and interpretation of the 2017 Sgr A* EHT and accompanying data at X-ray, NIR, and millimeter wavelengths from EAVN, GMVA, VLT/NACO, Swift, Chandra, and NuSTAR. Sgr A* was observed by the EHT on 2017 April 5, 6, 7, 10, and 11. In this series of papers, we focus our analysis on the days with the best (u, v)-coverage, 2017 April 6 and 7; a detailed analysis of the full set of Sgr A* millimeter light curves can be found in the companion paper by Wielgus et al. (2022).

We use the two independent pipelines EHT-HOPS (Blackburn et al. 2019) and rPICARD (Janssen et al. 2018, 2019b) for the calibration of the EHT data. By utilizing the data from both pipelines, we obtain scientific results in a robust manner, independent of assumptions made for the data calibration. With various jackknife tests, we estimate the amount of systematic noise present in the EHT data and verify that data issues are mitigated.

We present updates to the a priori gain calibration for several EHT stations. Additionally, we perform a network calibration (Blackburn et al. 2019) based on the total flux of the source to correct the gains of the colocated EHT stations. To account for the rapid flux variability of Sgr A* in this process, we use light curves obtained at a short intrascan cadence from the ALMA and SMA connected element interferometers. Finally, we transfer gain solutions from self-calibration solutions of the co-observed J1924–2914 and NRAO 530 calibrator sources. With the time-dependent network calibration and calibrator gain transfer, it is possible to partially correct for time-variable station gain errors that are difficult to solve for using the Sgr A* data along owing to intrinsic source variability.

The calibrated visibility amplitudes can be described by a blurred ring with a diameter of ~50 μas (a deeper discussion of the source size and morphology can be found in Papers III and IV). The majority of the total flux measured in our VLBI experiment arises from horizon scales in Sgr A*. Using MWL constraints on the interstellar scattering screen toward Sgr A*, we show that the scattering-induced angular broadening of the source is subdominant to the intrinsic source structure uncovered by the EHT. The refractive noise added by the scattering screen is only relevant for data at baseline lengths \( \geq 6 \text{ Gλ} \).

Without making strong assumptions about the source structure, we find a compact source size of 39–87 μas for Sgr A*, which is in agreement with earlier 1.3 mm VLBI observations of the source. A more precise modeling-based estimation of the source size is given in Paper III. On 2017 April 6 and 7, the source was in a low-luminosity state, where the total flux fluctuates around 2.4 Jy with a modulation index of less than 10%. The Sgr A* closure phases show clear intrinsic structural variability on timescales of a few minutes to a few hours that is further investigated in Papers III and IV.

MWL observations show that Sgr A* was in a mostly quiescent state, with broadband flux levels consistent with historical measures. We detect two X-ray flares: one very faint flare on 2017 April 7, and a brighter flare on 2017 April 11. The fainter 2017 April 7 flare is detected at low significance by Swift and Chandra, and the brighter 2017 April 11 flare is detected more confidently by Chandra and NuSTAR. ALMA and SMA 2017 April 11 observations begin immediately after the bright X-ray flare and show enhanced millimeter-wave-length variability (Wielgus et al. 2022). These MWL data offer important constraints for theoretical models; indeed, no one of the GRMHD models presented in Paper V can match the full suite of MWL constraints. These unprecedented EHT and MWL data thus provide a rich opportunity to improve models of Sgr A* and to advance our understanding of the physics near the SMBH event horizon. The high-quality, nearly simultaneous MWL SED is additionally valuable for understanding the priors for sophisticated tests of GR (see Paper VI). Looking ahead, future detailed analysis of the EHT and MWL observations on 2017 April 11 holds great promise for understanding the underlying mechanisms that drive Sgr A*’s flares and other variability.

We thank an anonymous referee for their insight and helpful suggestions that have improved this paper.

The Event Horizon Telescope Collaboration thanks the following organizations and programs: the Academia Sinica; the Academy of Finland (projects 274477, 284495, 312496, 315721); the Agencia Nacional de Investigación y Desarrollo (ANID), Chile via NCU19_058 (TITANs) and Fondecyt 1221421, the Alexander von Humboldt Stiftung; an Alfred P. Sloan Research Fellowship; Allegro, the European ALMA Regional Centre node in the Netherlands, the NL astronomy research network NOVA and the astronomy institutes of the University of Amsterdam, Leiden University and Radboud University; the ALMA North America Development Fund; the Black Hole Initiative, which is funded by grants from the John
Templeton Foundation and the Gordon and Betty Moore Foundation (although the opinions expressed in this work are those of the author(s) and do not necessarily reflect the views of these Foundations); Chandra DD7-18089X and TM6-17006X; the China Scholarship Council; China Postdoctoral Science Foundation fellowship (2020M671266); Consejo Nacional de Ciencia y Tecnología (CONACYT, Mexico, projects U0004-246083, U0004-259839, F0003-272050, M0037-279006, F0003-281692, 104497, 275201, 263365); the Consejería de Economía, Conocimiento, Empresas y Universidad of the Junta de Andalucía (grant P18-FR-1769); the Consejo Superior de Investigaciones Científicas (grant 2019AEP112); the Delaney Family via the Delaney Family John A. Wheeler Chair at Perimeter Institute; Dirección General de Asuntos del Personal Académico-Universidad Nacional Autónoma de México (DGAPA-UNAM, projects IN112417 and IN112820); the Dutch Organization for Scientific Research (NWO) VICI award (grant 639.043.513) and grant OCENW.KLEIN.113; the Dutch National Supercomputers, Cartesius and Snellius (NWO Grant 2021.013); the EACOA Fellowship awarded by the East Asia Core Observatories Association, which consists of the Academia Sinica Institute of Astronomy and Astrophysics, the National Astronomical Observatory of Japan, Center for Astronomical Mega-Science, Chinese Academy of Sciences, and the Korea Astronomy and Space Science Institute; the European Research Council (ERC) Synergy Grant “BlackHoleCam: Imaging the Event Horizon of Black Holes” (grant 610058); the European Union Horizon 2020 research and innovation programme under grant agreements RadioNet (No 730562) and M2FINDERS (No 101018682); the Generalitat Valenciana postdoctoral grant APOSTD/2018/177 and GenT Program (project CIDEGENT/2018/021); MICINN Research Project PID2019-108995GB-C22; the European Research Council for advanced grant “JETSET: Launching, propagation and emission of relativistic jets from binary mergers and across mass scales” (Grant No. 884631); the Institute for Advanced Study; the Istituto Nazionale di Fisica Nucleare (INFN) sezione di Napoli, iniziative specifiche TENGRAV; the International Max Planck Research School for Astronomy and Astrophysics at the Universities of Bonn and Cologne; DFG research grant “Jet physics on horizon scales and beyond” (Grant No. FR 4069/2-1); Joint Princeton/Flatiron and Joint Columbia/Flatiron Postdoctoral Fellowships, research at the Flatiron Institute is supported by the Simons Foundation; the Japan Ministry of Education, Culture, Sports, Science and Technology (MEXT; grant JPMXP1020200109); the Japanese Government (Monbukagakusho: MEXT) Scholarship; the Japan Society for the Promotion of Science (JSPS) Grant-in-Aid for JSPS Research Fellowship (JP17J00829); the Joint Institute for Computational Fundamental Science, Japan; the Key Program of Frontier Sciences, Chinese Academy of Sciences (CAS, grants QYZDJ-SSW-SLH057, QYZDJSSW-SYS008, ZDBS-LY-SLH011); the Leverhulme Trust Early Career Research Fellowship; the Max-Planck-Gesellschaft (MPG); the Max Planck Partner Group of the MPG and the CAS; the MEXT/JSPS KAKENHI (grants 18KK0090, JP21H01137, JP18H03721, JP18K13594, 18K03709, JP19K14761, 18H01245, 25120007); the Malaysian Fundamental Research Grant Scheme (FRGS) FRGS/1/2019/STG02/UM/02/6; the MIT International Science and Technology Initiatives (MISTI) Funds; the Ministry of Science and Technology (MOST) of Taiwan (103-2119-M-001-010-MY2, 105-2112-M-001-025-MY3, 105-2119-M-001-042, 106-2112-M-001-011, 106-2119-M-001-013, 106-2119-M-001-027, 106-2923-M-001-005, 107-2119-M-001-017, 107-2119-M-001-020, 107-2119-M-001-041, 107-2119-M-110-005, 107-2923-M-001-009, 108-2112-M-001-048, 108-2112-M-001-051, 108-2923-M-001-002, 109-2112-M-001-025, 109-2124-M-001-005, 109-2923-M-001-001, 110-2112-M-003-007-MY2, 110-2112-M-001-033, 110-2124-M-001-007, and 110-2923-M-001-001); the Ministry of Education (MoE) of Taiwan Yushan Young Scholar Program; the Physics Division, National Center for Theoretical Sciences of Taiwan; the National Aeronautics and Space Administration (NASA, Fermi Guest Investigator grant 80NSSC20K1567, NASA Astrophysics Theory Program grant 80NSSC20K0527, NASA NuSTAR award 80NSSC20K0645); NASA Hubble Fellowship grant HST-HF2-51431.001-A awarded by the Space Telescope Science Institute, which is operated by the Association of Universities for Research in Astronomy, Inc., for NASA, under contract NAS5-26555; the National Institute of Natural Sciences (NINS) of Japan; the National Key Research and Development Program of China (grant 2016YFA0400704, 2017YFA0402703, 2016YFA0400702); the National Science Foundation (NSF, grants AST-0906454, AST-0352953, AST-0521233, AST-0705602, AST-0905844, AST-0922984, AST-1126433, AST-1140030, DGE-1144085, AST-1207704, AST-1207730, AST-1207752, MRI-1228509, OPP-1248097, AST-1310896, AST-1440254, AST-1555365, AST-1614868, AST-1615796, AST-1715061, AST-1716327, AST-1716536, OISE-1743774, AST-1816420, AST-1935980, AST-2034306); NSF Astronomy and Astrophysics Postdoctoral Fellowship (AST-1903847); the Natural Science Foundation of China (grants 11650101427, 10625314, 11721303, 11725312, 11873028, 11933007, 11991052, 11991053, 12192220, 12192223); the Natural Sciences and Engineering Research Council of Canada (NSERC, including a Discovery Grant and the NSERC Alexander Graham Bell Canada Graduate Scholarships-Doctoral Program); the National Youth Thousand Talents Program of China; the National Research Foundation of Korea (the Global PhD Fellowship Grant; grants NRF-2015H1A2A1033752, the Korea Research Fellowship Program; NRF-2015H1D3A1066561, Brain Pool Program; 2019H1D3A10110254, Basic Research Support Grant 2019R1F1A1059721, 2021R1A6A3A01086420, 2022RIC1C1005255); Netherlands Research School for Astronomy (NOVA) Virtual Institute of Accretion (VIA) postdoctoral fellowships; Onsala Space Observatory (OSO) national infrastructure, for the provisioning of its facilities/observational support (OSO receives funding through the Swedish Research Council under grant 2017-00648); the Perimeter Institute for Theoretical Physics (research at Perimeter Institute is supported by the Government of Canada through the Department of Innovation, Science and Economic Development and by the Province of Ontario through the Ministry of Research, Innovation and Science); the Spanish Ministerio de Ciencia e Innovación (grants PGC2018-098915-B-C21, AYA2016-80889-P, PID2019-108995GB-C21, PID2020-117404GB-C21); the University of Pretoria for financial aid in the provision of the new Cluster Server nodes and SuperMicro (USA) for a SEEDING GRANT approved towards these nodes in 2020; the Shanghai Pilot Program for Basic Research, Chinese Academy of Science, Shanghai Branch (JCYJ-SHFY-2021-013); the State Agency for Research of the Spanish
MCIU through the “Center of Excellence Severo Ochoa” award for the Instituto de Astrofísica de Andalucía (SEV-2017-0709); the Spinoza Prize SPI 78-409; the South African Research Chairs Initiative, through the South African Radio Astronomy Observatory (SARAO, grant ID 77948), which is a facility of the National Research Foundation (NRF), an agency of the Department of Science and Innovation (DSI) of South Africa; the Toray Science Foundation; Swedish Research Council (VR); the US Department of Energy (USDOE) through the Los Alamos National Laboratory (operated by Triad National Security, LLC, for the National Nuclear Security Administration of the USDOE (Contract 89233218CNA000001); and the YCAA Prize Postdoctoral Fellowship.

We thank the staff at the participating observatories, correlation centers, and institutions for their enthusiastic support. This paper makes use of the following ALMA data: ADS/JAO.ALMA#2016.1.01154.V. ALMA is a partnership of the European Southern Observatory (ESO; Europe, representing its member states), NSF, and National Institutes of Natural Sciences of Japan, together with National Research Council (Canada), Ministry of Science and Technology (MOST; Taiwan), Academia Sinica Institute of Astronomy and Astrophysics (ASIAA; Taiwan), and Korea Astronomy and Space Science Institute (KASI; Republic of Korea), in cooperation with the Republic of Chile. The Joint ALMA Observatory is operated by ESO, Associated Universities, Inc. (AUI)/NRAO, and the National Astronomical Observatory of Japan (NAOJ). The NRAO is a facility of the NSF operated under cooperative agreement by AUI. This research used resources of the Oak Ridge Leadership Computing Facility at the Oak Ridge National Laboratory, which is supported by the Office of Science of the U.S. Department of Energy under Contract No. DE-AC05-00OR22725. We also thank the Center for Computational Astrophysics, National Astronomical Observatory of Japan. The computing cluster of Shanghai VLB1 correlator supported by the Special Fund for Astronomy from the Ministry of Finance in China is acknowledged.

APEX is a collaboration between the Max-Planck-Institut für Radioastronomie (Germany), ESO, and the Onsala Space Observatory (Sweden). The SMA is a joint project between the SAO and ASIAA and is funded by the Smithsonian Institution and the Academia Sinica. The JCMT is operated by the East Asian Observatory on behalf of the NAOJ, ASIAA, and KASI, as well as the Ministry of Finance of China, Chinese Academy of Sciences, and the National Key Research and Development Program (No. 2017YFA0402700) of China and National Science Foundation of China grant 11873028. Additional funding support for the JCMT is provided by the Science and Technologies Facility Council (UK) and participating universities in the UK and Canada. The LMT is a project operated by the Instituto Nacional de Aeronáutica, Óptica, y Electrónica (Mexico) and the University of Massachusetts at Amherst (USA). The IRAM 30-m telescope on Pico Veleta, Spain is operated by IRAM and supported by CNRS (Centre National de la Recherche Scientifique, France), MPG (Max-Planck-Gesellschaft, Germany) and IGN (Instituto Geográfico Nacional, Spain). The SMT is operated by the Arizona Radio Observatory, a part of the Steward Observatory of the University of Arizona, with financial support of operations from the State of Arizona and financial support for instrument development from the NSF. Support for SPT participation in the EHT is provided by the National Science Foundation through award OPP-1852617 to the University of Chicago. Partial support is also provided by the Kavli Institute of Cosmological Physics at the University of Chicago. The SPT hydrogen maser was provided on loan from the GLT, courtesy of ASIAA.

This work used the Extreme Science and Engineering Discovery Environment (XSEDE), supported by NSF grant ACI-1548562, and CyVerse, supported by NSF grants DBI-0735191, DBI-1265383, and DBI-1743442. XSEDE Stampede2 resource at TACC was allocated through TG-AST170024 and TG-AST080026N. XSEDE JetStream resource at PTI and TACC was allocated through AST170028. This research is part of the Frontera computing project at the Texas Advanced Computing Center through the Frontera Large-Scale Community Partnerships allocation AST20023. Frontera is made possible by National Science Foundation award OAC-1818253. This research was carried out using resources provided by the Open Science Grid, which is supported by the National Science Foundation and the U.S. Department of Energy Office of Science. Additional work used ABACUS2.0, which is part of the eScience center at Southern Denmark University. Simulations were also performed on the SuperMUC cluster at the LRZ in Garching, on the LOEWE cluster in CSC in Frankfurt, on the HazelHen cluster at the HLRS in Stuttgart, and on the Pi2.0 and Siyuan Mark-I at Shanghai Jiao Tong University. The computer resources of the Finnish IT Center for Science (CSC) and the Finnish Computing Competence Infrastructure (FCCI) project are acknowledged. This research was enabled in part by support provided by Compute Ontario (http://computeontario.ca), Calcul Quebec (http://www.calculquebec.ca) and Compute Canada (http://www.computecanada.ca).

The EHTC has received generous donations of FPGA chips from Xilinx Inc., under the Xilinx University Program. The EHTC has benefited from technology shared under open-source license by the Collaboration for Astronomy Signal Processing and Electronics Research (CASPER). The EHT project is grateful to T4Science and Microsemi for their assistance with Hydrogen Masers. This research has made use of NASA’s Astrophysics Data System. We gratefully acknowledge the support provided by the extended staff of the ALMA, both from the inception of the ALMA Phasing Project through the observational campaigns of 2017 and 2018. We would like to thank A. Deller and W. Brisken for EHT-specific support with the use of DiFX. We thank Martin Shepherd for the addition of extra features in the Difmap software that were used for the CLEAN imaging results presented in this paper. We acknowledge the significance that Maunakea, where the SMA and JCMT EHT stations are located, has for the indigenous Hawaiian people.

The scientific results reported here are also based in part on observations made by the East Asian VLBI Network (EAVN), the Global 3 mm VLBI Array (GMVA), the Very Large Telescope (VLT), the Neil Gehrels Swift Observatory, the Chandra X-ray Observatory, and the Nuclear Spectroscopic Telescope (NuSTAR). We thank the scheduling, data processing, and archive teams from these facilities for making these observations possible. IMV acknowledges the use of LLuis Vives HPC resources of the University of Valencia.

Facility: EHT, ALMA, APEX, IRAM:30 m, JCMT, LMT, SMA, ARO:SMT, SPT, Chandra, EAVN, GMVA, NuSTAR, Swift, VLT.
