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Abstract. We characterize T- and B-lymphocytes from several donors, determining cell diameter, ratio of nucleus to cell diameter, and refractive index of the nucleus and cytoplasm for each individual cell. We measure light-scattering profiles with a scanning flow cytometer and invert the signals using a coated sphere as an optical model of the cell and by relying on a global optimization technique. The main difference in morphology of T- and B-lymphocytes is found to be the larger mean diameters of the latter. However, the difference is smaller than the natural biological variability of a single cell. We propose nuclear inhomogeneity as a possible reason for the deviation of measured light-scattering profiles from real lymphocytes from those obtained from the coated sphere model. © 2009 Society of Photo-Optical Instrumentation Engineers. [DOI: 10.1117/1.3275471]
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1 Introduction

Mononuclear cells, lymphocytes, and monocytes form an important part of blood leukocytes.1 Lymphocytes constitute about 20 to 30% of leukocytes. Approximately one third of all lymphocytes have a lifespan of 10 to 20 days, whereas the remainder can live from hundreds of days to many years. B-lymphocytes take part in antibody production, whereas T-lymphocytes are the mediators of cellular immunity (cytotoxic T-cell responses, delayed-type hypersensitivity, graft-versus-host reactions, and so forth).

Over the last few decades substantial progress has been achieved in flow cytometry immunophenotyping procedures.2 Nevertheless, morphological analysis and automatic cell sizing remain one of the key points in studying, diagnosing, and classifying lymphoproliferative disorders.3,4 It is well known that the average size of lymphocytes decreases and density changes (generally increasing) in leukemia.5,6 The cytoplasmic refractive index of circulating lymphocytes remains invariant among normal human individuals and is elevated for patients bearing malignant tumors.7 This refractive index also increases significantly in active rheumatoid arthritis, in the immune reaction to a kidney transplant, and pregnancy, especially during the 10 days preceding parturition.
Modern commercial cell counters have reached their limit of analytical potential in cell identification and have a weak performance in cell characterization, i.e., in determination of physical characteristics of cells. In particular, blood platelet volume and refractive index, red blood cell volume, and hemoglobin concentration are the only physical characteristics that can be measured reliably with automatic hematology analyzers. Cellular and nuclear size of mononuclear leucocytes and densities of their cytoplasm and nucleus are still out of scope of routine hematological analysis.

Over the last decade we have, however, developed an advanced flow cytometer that is capable of acquiring more physical characteristics of individual particles by measuring detailed light scattering profiles and inverting them by relying on dedicated optical models. This sensitivity offers the opportunity to determine individual cell characteristics from a solution of the inverse light-scattering problem. Unfortunately, the inverse light-scattering problem has been solved only for a few shapes and structures of individual particles, namely homogeneous spheres, coated spheres (determining only diameters and reference therein), and biconcave disks. Mathematical optimization is a common approach in the solution of inverse problems. This approach utilizes an iterative procedure with multiple evaluations of the direct problem and can be effectively applied, for instance, for characterization of a spherical particle using Mie theory as a solution of the direct light-scattering problem. Neukammer et al. used a flow cytometer together with an intensified charge-coupled device (ICCD) camera to record 2-D patterns of the light scattered by single lymphocytes. Experimental data were fitted with simulations of light scattering from homogeneous spheres with fixed refractive indexes. The refractive index was taken from a typical value of cytoplasm (1.37), and the mean diameter of lymphocytes as estimated by these authors was found to be ~7.6 μm.

In a previous paper, we described the measurement of light scattering of human mononuclear blood cells, and proposed an appropriate optical model and a solution of the inverse light-scattering problem for those cells. A multilayered sphere was tested as an optical model for mononuclear blood cells, and a five-layer model gave the best agreement between theoretical light-scattering profiles (LSP) and the measured absolute differential cross sections and determined distributions of cell characteristics (nucleus and cell sizes and refractive indices) for samples of T-lymphocytes of seven donors and samples of B-lymphocytes of two donors. For that we developed a method to characterize the sample based on individual measurements with different errors. We also compared morphological characteristics of T- and B-lymphocytes of the same donors.

2 Materials and Methods

2.1 Sample Preparation

Blood samples were taken from healthy donors by venipuncture with EDTA as an anticoagulant. Preparation of lymphocyte samples was carried out by a density-gradient separation procedure. This procedure consists of diluting 2 ml of whole anticoagulated blood in 6 ml of phosphate buffered saline (PBS) and centrifuging at 800 × g for 20 min through a Ficoll®-sodium metrizoate solution with a density of 1.077 g/ml. Then a thin layer of mononuclear cells from the plasma/Ficoll interface was aspirated, washed with PBS in a centrifuge, and stained with immunofluorescence markers. Blood samples were taken from healthy donors by venipuncture with EDTA as an anticoagulant. Preparation of lymphocyte samples was carried out by a density-gradient separation procedure. This procedure consists of diluting 2 ml of whole anticoagulated blood in 6 ml of phosphate buffered saline (PBS) and centrifuging at 800 × g for 20 min through a Ficoll®-sodium metrizoate solution with a density of 1.077 g/ml. Then a thin layer of mononuclear cells from the plasma/Ficoll interface was aspirated, washed with PBS in a centrifuge, and stained with immunofluorescence markers.

In conventional flow cytometry, identification of lymphocytes can be performed using forward and side scattering, with intensities plotted on the well-known “side scattering versus forward scattering” (SSC × FSC) map. Analogously, in SFC we used absolute values of the integrated whole light-scattering trace instead of the side scattering. Dot plots of these two integral parameters were verified to be similar to and display the same population percentages as ones obtained by the standard flow cytometer Coulter Epics (Beckman Coulter, Fullerton, California) (data not shown). Then T- and B-lymphocytes subsets from this cluster were distinguished by specific fluorescence using the CD3 × CD19 map.

2.2 Scanning Flow Cytometer and Confocal Microscopy

The schematic layout of the SFC’s optical system is presented in Fig. 2. The SFC was assembled on the bench of a FACStar...
An argon-ion laser (laser, 488 nm, 60 mW) was used for generation of the scattering pattern, for excitation of fluorescence, and for triggering the electronic unit. The laser beam split by mirror 1 is directed coaxially with the stream by mirrors 2 and 3, and a lens (lens 1, f=45 mm) through a hole in the mirror (mirror 4). The hydrofocusing head (not shown) produces two concentric fluid streams: a sheath stream without particles and a probe stream that carries the particles. The fluidics system directs a probe stream with a 12 μm diam into the optical cell (Fig. 2). The operational function of the optical cell was previously described in detail.13,27 The light scattered by a single cell is reflected by mirror 4 to the photomultiplier tube (PMT 2). The other portion of the laser beam is focused by objective lens 1, NA=0.2 into the capillary of the optical cell. The light scattered in the forward direction is collected by objective 1 (NA=0.2) and detected by PMT 1. The beam stop prevents illumination of PMT 1 by the incoming laser beam. The fluorescence of specific dye molecules linked at the single cell is collected by objective 3 (NA=0.4) and detected by PMT 3. The bandpass optical filter provides measurement of the specific fluorescence with an appropriate signal-to-noise ratio.

This optical setup of the SFC (PMT 2 in Fig. 2) measures the following combination of scattering matrix elements:13

\[
I(\theta) = \frac{1}{2\pi} \int_0^{2\pi} \left[ S_{11}(\theta, \varphi) + S_{12}(\theta, \varphi) \cos(2\varphi) - S_{11}(\theta, \varphi) \sin(2\varphi) \right] d\varphi,
\]

where \(S_{ij}\) are the elements of the Mueller matrix, and \(\theta\) and \(\varphi\) are polar and azimuth scattering angles, respectively. For spherically symmetric scatterer, Eq. (1) becomes:21

\[
I(\theta) = \frac{1}{2\pi} \int_0^{2\pi} S_{11}(\theta, \varphi) d\varphi.
\]

In general, experimental data have a different signal-to-noise ratio over regions measured that assume a multiplication of theoretical data with a weighting function to reduce an effect of the noise on the fitting results. In the current study we propose

\[
w(\theta) = \frac{1 \text{ deg}}{\theta} \exp\left[ -2 \ln^2(\theta/54 \text{ deg}) \right],
\]

which is an approximate description of the normalizing coefficient of the SFC transfer function15 by a log-normal function.

The operation angular range of the SFC is limited by geometrical parameters of the optical cell and alignment of the laser beam. We determined the operation range from analysis of polymer microspheres. The angular range, where experimental weighted LSP \(w(\theta)I(\theta)\) is perfectly fitted by weighted LSP calculated from Mie theory, constitutes the operational range of the SFC for measurement of the light-scattering properties of blood cells. The result of a representative result is shown in Fig. 3, where the inset shows the measured light-scattering trace of a single microsphere. Note that for microspheres in the size range of 0.5 to 10 μm and refractive index range of 1.56 to 1.59, such excellent results are obtained routinely with SFC.13 The comparison of experimental and theoretical weighted LSPs allows us to set the operation region of the current SFC setup to the range from 12 to 50 deg.

A Carl Zeiss LSM 510 META confocal microscope was used to develop our optical model of lymphocytes. The typical parameters of the microscopy used in this work were as follows: objective—Plan-Apochromat 100×1.4 Oil DIC; wavelength—543 nm and 405 nm; filters—BP 560–615 nm and LP 420 nm; scaling—30 nm (Δx, Δy, Δz).

### 2.3 Discrete Dipole Approximation

The discrete dipole approximation (DDA) is a general method to compute scattering and absorption of electromagnetic

![Fig. 1](image_url) 2-D cytograms used in identification of T- and B-cells.

![Fig. 2](image_url) Schematic layout of the optical system of the scanning flow cytometer.
waves by particles of arbitrary geometry and composition.\textsuperscript{28} The ADDA computer code is an efficient DDA implementation on a cluster of computers, parallelizing a single DDA computation.\textsuperscript{29} ADDA’s source code and documentation is freely available.\textsuperscript{30} Simulations of light scattering by the nonsymmetric optical model of a lymphocyte (see Sec. 3.2) were performed with ADDA v0.78.2. For each particle, we computed the LSP [see Eq. (1)] for \( \theta \) from 12 to 50 deg with steps of 0.5 deg, using steps of 5.6 deg for integration over \( \varphi \).

All simulations were run on the Dutch compute cluster Lisa.\textsuperscript{31}

\subsection*{2.4 Global Optimization}

The solution of the inverse problem is performed by a least-squares method, i.e., by minimizing the weighted sum of squares:

\[
S(\mathbf{\beta}) = \sum_{i=1}^{N} z_i^2, \quad z_i = w(\theta_i)[I_{\text{th}}(\theta_i, \mathbf{\beta}) - I_{\text{exp}}(\theta_i)],
\]

where \( \mathbf{\beta} \) is a vector of \( p \) model parameters, and \( I_{\text{th}} \) and \( I_{\text{exp}} \) are theoretical and experimental LSP, respectively. In this work we use \( N=160 \) (in the range of \( \theta \) from 12 to 50 deg) and \( p=4 \) (described later). For lymphocytes, the LSP calculated from Eq. (2) has a strong oscillating structure, and hence, the function \( S(\mathbf{\beta}) \) possesses multiple local minima (data not shown), which may present problems for straightforward (local) optimization algorithms. To solve this problem, we use the DIRECT algorithm,\textsuperscript{25} which performs an extensive search over the parameter space, described by a 4-D rectangular parallelepiped \( \mathbf{B} \), requiring a lot of computational time (a few minutes per lymphocyte). However, in addition to finding the global minimum of \( S(\mathbf{\beta}) \), i.e., the best estimate \( \mathbf{\beta}_g \), it provides an approximate description of the whole least-square surface, which we further use to estimate the parameter errors.

We use the following cellular characteristics: cell diameter \( D_c \), ratio of nucleus and cell diameters \( D_n/D_c \), refractive indices of cytoplasm \( m_c \), and nucleus \( m_n \). The region \( \mathbf{B} \) is defined by their boundary values: \( D_c \in [4.5, 10] \mu m, \) \( D_n/D_c \in [0.7, 0.95], \) \( m_c \in [1.34, 1.41], \) and \( m_n \in [1.41, 1.58] \), excessively covering the range of lymphocyte morphological characteristics as reported in recent literature.\textsuperscript{7,32–34}

\subsection*{2.5 Errors of Parameter Estimates}

Many textbooks on nonlinear regression deal with errors of parameter estimates (see e.g., Refs. 35 and 36). However, most of the theory is worked out for the case of normally distributed and independent experimental errors. Unfortunately, there is significant dependence between residuals \( z_i \) in our case, which can be characterized by a sample autocorrelation function \( \rho_k \).\textsuperscript{35} A typical example of this function for a lymphocyte is shown in Fig. 4. The correlation is caused by: 1. finite angular resolution of the SFC, causing dependence between nearby \( \theta_i \), and 2. model errors, i.e., systematic difference between lymphocyte shape and a coated sphere (see Sec. 3.2). The correlation due to angular resolution (about 0.5 deg\textsuperscript{13}) may extent only up to approximately \( k=3 \); therefore, a major cause for correlation is model errors. These errors are definitely not purely random, but they are determined by a number of parameters, such as, e.g., an offset of nucleus from the cell center or its inhomogeneity, which have large biological variability in the sample and hence can be considered random for any particular lymphocyte. There are also certain errors associated with imperfect alignment of SFC and noncentral positions of the particle in the flow.\textsuperscript{31} However, we consider these errors as part of model errors, since the exact structure and cause of the latter is not important for our characterization method, nor can they be distinguished from real model errors.

Rigorous methods to deal with correlated residuals exist,\textsuperscript{35} but they are quite cumbersome. Here we propose to use an approximate but much simpler approach. It is known that the sum of squares of correlated residuals can be approximately described by a \( \chi^2 \) distribution, if correlations can be described by a stationary Gaussian process, i.e., if it is fully characterized by \( \rho_k \). The number of effective degrees of freedom of the resulting \( \chi^2 \) distribution is
Intuitively, one may think of \( n \) as \( N \) divided by the decay length of \( \rho_0 \). We assume that for the purpose of statistical inference, our \( N \) correlated residuals are equivalent to \( n \) independent residuals. Although this is certainly an approximation, it satisfies the limiting values: fully independent residuals \( \rightarrow n = N \), fully dependent \( \rightarrow n = 1 \). Moreover, this approach tracks the main effect of residual correlations—larger probability of large sum of squares, and hence, wider confidence regions. We determine \( n \) for each lymphocyte; its typical distribution over a sample is shown in Fig. 5.

Next, we apply a Bayesian inference method with standard noninformative (or homogeneous) prior \( P(\alpha, \beta) \sim \sigma^{-1} \). The posterior probability density of \( \beta \) given a specific experimental LSP is then

\[
\kappa[S(\beta)]^{-n/2},
\]

where \( \kappa \) is a normalization constant obtained as

\[
\kappa = \left( \int_{B} [S(\beta)]^{n/2} d\beta \right)^{-1}.
\]

To calculate integrals involving \([S(\beta)]^{-n/2}\) over \( B \), we use the output of the DIRECT algorithm—a partition of \( B \) into \( M(\sim 10^4) \) parts with volumes \( V_i \) and centers \( \beta_i \), with values \( S_i = S(\beta_i) \) also known. Since this partition is fine where \( S \) is small and coarse where \( S \) is large (due to the internal structure of DIRECT), such integrals can be approximated by a sum with good accuracy. This is used to calculate averages of any quantity \( f(\beta) \):

\[
\langle f(\beta) \rangle = \int_{B} f(\beta) [S(\beta)]^{-n/2} d\beta = \sum_{i=1}^{M} f(\beta_i) S_i^{n/2} V_i,
\]

\[
\kappa = \left( \sum_{i=1}^{M} S_i^{n/2} V_i \right)^{-1}.
\]

Since we know the complete probability distribution of model parameters for any measured particle, we can infer any statistical characteristics of this distribution. In this work, we calculate the expectation value \( \bar{\mu} = \langle \beta \rangle \) and the covariance matrix \( C = \langle (\beta - \bar{\mu})(\beta - \bar{\mu})^T \rangle \) using Eq. (7), since in most cases the probability distribution is well described by a multidimensional normal distribution (data not shown). Other quantities of interest are the highest posterior density (HPD) confidence regions, defined as

\[
B_{\text{HPD}}(P_0) = \{\beta | f(\beta | \exp) > P_0 \}. \]

Its confidence level is

\[
\alpha = \kappa \int_{B_{\text{HPD}}(P_0)} [S(\beta)]^{-n/2} d\beta.
\]

We use these confidence regions to assess the influence of parameter space boundaries on the results. Although \( B \) is quite large, its boundaries cut off tails of the distribution, causing bias in determination of both \( \mu \) and \( C \). The bias increases with relative weight of the cut tail, so we define a confidence level \( \alpha \) of the particle (more precisely, of associated probability distribution over \( \beta \)) as the confidence level of the HPD region touching the boundary of \( B \). It is important to note that in 4-D parameter space, \( 1 - \alpha \) is much larger than the weight of the tail cut by the boundary. Therefore, choosing, e.g., \( \alpha = 0.8 \) implies a small bias of \( \mu \) and \( C \).

The main purpose of \( \alpha \) is to assess biases of \( \mu \) and \( C \). It can also be used as a measure of goodness of fit but only approximately, because it depends on the position of \( \mu \) relative to the boundary of \( B \). Relative goodness of fit is better assessed by the matrix \( C \).

### 2.6 Sample Characterization

Having determined characteristics of each lymphocyte with certain errors (i.e., \( \mu_i \) and \( C_i \), \( i = 1, \ldots, N_t \), where \( N_t \) is the number of cells analyzed), we propose the following method to estimate population mean and variances. General normal distributions are assumed for both the measurement results of individual particles and the true distribution of characteristics over a sample, the latter being described by a mean value \( \mathbf{h} \) and covariance matrix \( \mathbf{A} \). We use an estimator proposed by Fuller,\(^{35,38} \) whose first step is based on means of \( \mu_i \) and \( C_i \) and a sample covariance matrix based on \( \mu_i \):

\[
\bar{\mu} = \frac{1}{n} \sum_{i} \mu_i, \quad \bar{C} = \frac{1}{n} \sum_{i} C_i,
\]

\[
\bar{M} = \frac{1}{n-1} \sum_{i} (\mu_i - \bar{\mu})(\mu_i - \bar{\mu})^T.
\]

\( \bar{M} - \bar{C} \) is an unbiased estimator of \( \mathbf{A} \), but it should be modified to ensure positive semidefiniteness: \( \mathbf{A}^{(0)} = \mathbf{F}(\bar{M}, \bar{C}) \), where the transformation \( \mathbf{F} \) is defined as

\[
\mathbf{F}(\mathbf{X}, \mathbf{Y}) = \mathbf{X}^{1/2} \mathbf{Q}^T \mathbf{Q} \mathbf{Y}^{1/2}, \quad \text{where} \quad \mathbf{I} - \mathbf{X}^{-1/2} \mathbf{Y}^{-1/2} = \mathbf{D} \mathbf{Q}^T \mathbf{D}' = \max(0, \mathbf{D}).
\]

In other words, \( \mathbf{Q} \) and \( \mathbf{D} \) are orthogonal and diagonal matrices, respectively, obtained by diagonalizing \( \mathbf{I} - \mathbf{X}^{-1/2} \mathbf{Y}^{-1/2} \), and \( \mathbf{D}' \) is \( \mathbf{D} \) with negative values replaced by zeroes (maximum is considered element-wise).
The second step is the following:

\[
X_i = \left[ \frac{n-1}{n} (A^{(0)} + C_i) + \frac{1}{n} M \right]^{-1}, \quad Z = \left( \sum_i X_i \right)^{-1},
\]

\[
\mu_0 = Z \sum_i X_i \mu_i,
\]

\[
M_i = G(\{X_i, \mu_i - \mu_0\}(\mu_i - \mu_0)^T),
\]

\[
C_0 = G(\{X, C\}), \quad A^{(1)} = F(M_0, C_0),
\]

where \( G(\{X_i, Y_i\}) \) is a solution of the matrix equation

\[
\sum_i X_i (Y_i - G) X_i = 0,
\]

which is straightforward, e.g., by considering symmetric matrices as vectors of \( p(p+1)/2 \) elements (ten in our particular case). Fuller\(^{38}\) proved asymptotic equivalence to maximum likelihood estimators, and noted that the second step may be iterated to further improve the estimator. In this work, we iterate Eq. (11) to convergence. The resulting \( \mu_0 \) is an estimate for \( h \), whose covariance matrix ("error of mean") is \( Z \)

\(^{38}\) and \( A^{(k)} \) is an estimate of \( A \).

The advantage of this procedure is the automatic decrease of importance of measurements with large errors. Therefore, we can seamlessly include all measurements into the estimation of cell characteristics, even those that seem unreliable due to large sums of squares and/or standard deviations of the characteristics. However, doing so is not the best option because of the bias due to the region boundaries, which are especially important for particles with small confidence level \( \alpha \). We also found that the iterative procedure fails to converge when certain cells with large estimate errors are included in the processed sample (data not shown). In the current study, we excluded such cells—they all had \( \alpha < 0.35 \) and their total amount was less than 0.7% of all cells in each sample.

Therefore, we consider only particles with \( \alpha \geq \alpha_0 \) for characterization of the samples. To choose the threshold \( \alpha_0 \), we plot the resulting parameter estimates versus \( \alpha_0 \). Such a plot for mean cell diameter over sample including errors of mean is shown in Fig. 6, together with the fraction of processed cells (those above the threshold). One can see that there are a number of cells, for which \( \alpha \) equals exactly zero. That is because the maximum of the probability distribution is reached at the boundary of the parameter space. With decreasing \( \alpha_0 \), the error of mean first decreases due to the increasing number of processed cells (better statistics). Then it stabilizes, however, since new accepted measurements have relatively large errors and hence contribute very little new information. The mean value, on the contrary, shows a systematic trend with decreasing \( \alpha_0 \) (at least after a certain value), which is due to the "boundary" biases discussed before. As a compromise, we chose a round value \( \alpha_0 = 0.8 \) for this work; however, we stress that moderate variation of \( \alpha_0 \) does not significantly change the results. Plots for other parameters and samples support this choice (data not shown).

For 4-D normal distributions without correlations, a confidence level of 0.8 corresponds to a distance between mean and boundary equal to roughly 2.5 standard deviations. Using a confidence level threshold does introduce a certain bias, because measurements close to the boundary are less likely to pass the threshold, but we estimate it to be within errors of mean for samples studied in this work. However, it makes sense to broaden the parameter space in future studies to remove such biases altogether, especially when studying samples from nonhealthy donors.

It is important to note that we estimate a full covariance matrix of the sample of individual lymphocytes as well, including correlations between different characteristics. However, we have shown and analyzed only the diagonal elements of the matrices \( A \) and \( Z \), i.e., variances of the characteristics over the sample and errors of mean values. Correlations are significant, e.g., the correlation between \( D_c \) and both \( m_t \) and \( m_c \) are generally between −0.6 and −0.8, but we leave this interesting and potentially biologically significant observation for future study.

3 Results and Discussion

3.1 Differential Light-Scattering Cross Section of Lymphocytes

The essential feature of the SFC is the ability to measure the absolute differential light-scattering cross section of single particles of any shape and structure. This feature is realized by measurement of a mixture of unknown particles and polymer microspheres.\(^{39}\) The LSP of the polymer microsphere, measured with the SFC, gives a high accuracy agreement with the Mie theory.\(^{40}\) This allows calibration in absolute scattering units. The differential cross section was calculated from the following equation:

\[
\frac{d\sigma}{d\theta} = I(\theta) \left( \frac{\lambda}{2\pi m_0} \right)^2,
\]

where \( I \) is the LSP from the SFC [Eq. (1)], \( \lambda \) is the wavelength of the incident light, and \( m_0 \) is the refractive index of the surrounding medium. In our calculations of the cross section, we used a wavelength of 488 nm and the refractive index of the medium was 1.337.
To determine the differential cross section for lymphocytes, we simultaneously analyzed blood leukocytes and polystyrene microspheres with a size of 1.8 μm. 20 LSPs of individual T-lymphocytes and one microsphere are presented in Fig. 7. The experimental LSP of the microsphere, which provides the scale for the y axis of the figure, is the same as shown in Fig. 3. The LSPs of lymphocytes demonstrate substantial variations in their intensity and structure over the sample. Following our analysis of confocal 3-D images of the cells, we suggest that variations in the LSP structure are caused by inhomogeneity and irregular shape of the nucleus. The variations in the LSP intensity result from differences in effective refractive index of the nucleus and cellular volumes.

3.2 Lymphocyte Optical Model

A lymphocyte has a nearly spherical shape and a single nucleus. 3-D images of a few cells were obtained from confocal microscopy, and one slice of them is presented in the left part of Fig. 8. One can see that the coated sphere is an adequate first-order model, and this model was used for the solution of the inverse light-scattering problem. However, it is also clear that the nucleus is certainly not perfectly homogeneous. To study the effect of such nuclear inhomogeneity on the light scattering, we enhanced the optical model by introducing an oblate spheroid into the nucleus (Fig. 8, right). This model was used to mimic the effect that nuclear inhomogeneity may have on the LSPs and to verify the results of global

<table>
<thead>
<tr>
<th>Donor</th>
<th>Sample size</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>225</td>
<td>356</td>
<td>322</td>
<td>243</td>
<td>288</td>
<td>330</td>
<td>205</td>
</tr>
<tr>
<td>(\langle D_n \rangle, \mu m)</td>
<td>6.31</td>
<td>6.36</td>
<td>6.35</td>
<td>6.48</td>
<td>6.34</td>
<td>6.38</td>
<td>6.45</td>
<td></td>
</tr>
<tr>
<td>(\sigma(\langle D_n \rangle), \mu m)</td>
<td>0.50</td>
<td>0.55</td>
<td>0.63</td>
<td>0.60</td>
<td>0.67</td>
<td>0.57</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>(\sigma(\langle D_n \rangle), \mu m)</td>
<td>0.04</td>
<td>0.03</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>(\langle D_n/D_c \rangle)</td>
<td>0.901</td>
<td>0.901</td>
<td>0.903</td>
<td>0.906</td>
<td>0.903</td>
<td>0.903</td>
<td>0.905</td>
<td></td>
</tr>
<tr>
<td>(\sigma(\langle D_n/D_c \rangle))</td>
<td>0.003</td>
<td>0.006</td>
<td>0.007</td>
<td>0.006</td>
<td>0.005</td>
<td>0.007</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\sigma(\langle D_n/D_c \rangle))</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\langle m_n \rangle)</td>
<td>1.3759</td>
<td>1.3755</td>
<td>1.3764</td>
<td>1.3756</td>
<td>1.3774</td>
<td>1.3765</td>
<td>1.3768</td>
<td></td>
</tr>
<tr>
<td>(\sigma(\langle m_n \rangle))</td>
<td>0.0026</td>
<td>0.0020</td>
<td>0.0027</td>
<td>0.0030</td>
<td>0.0030</td>
<td>0.0026</td>
<td>0.0030</td>
<td></td>
</tr>
<tr>
<td>(\sigma(\langle m_n \rangle))</td>
<td>0.0005</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0004</td>
<td>0.0006</td>
<td></td>
</tr>
<tr>
<td>(\langle m_n \rangle)</td>
<td>1.4479</td>
<td>1.4436</td>
<td>1.4464</td>
<td>1.4411</td>
<td>1.4515</td>
<td>1.4476</td>
<td>1.4486</td>
<td></td>
</tr>
<tr>
<td>(\sigma(\langle m_n \rangle))</td>
<td>0.0080</td>
<td>0.0084</td>
<td>0.0086</td>
<td>0.0088</td>
<td>0.0091</td>
<td>0.0080</td>
<td>0.0091</td>
<td></td>
</tr>
<tr>
<td>(\sigma(\langle m_n \rangle))</td>
<td>0.0007</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0007</td>
<td>0.0007</td>
<td>0.0006</td>
<td>0.0008</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 Results of characterization of T-lymphocytes of seven donors. \(\langle \rangle\), \(\sigma(\rangle\), and \(\sigma(\langle \rangle)\) denote estimated mean, standard deviation, and standard error of mean, respectively.
optimization algorithms in the presence of model errors. We stress once more that our global optimization is based on the simpler coated sphere model, while the more complicated model was only used for a few simulations.

3.3 Characterization of Mononuclear Cells from Light Scattering

We measured leucocytes of seven donors, identifying T- and B-cells using the procedures described in Sec. 2.1. The global optimization algorithm described in Secs. 2.4 and 2.5 was applied to each cell. Results of this procedure for four typical cells from a sample of T-cells of one donor are shown in Fig. 9, together with the confidence level $\alpha$ (see Sec. 2.5). Characterization of the sample is performed according to Sec. 2.6. The ratio of LSPs that passed the confidence level threshold varied from 10 to 20% from sample to sample. The results of characterization are presented in Table 1 (shown sample size is after applying the threshold). We characterized samples of B-cells only for two donors because of the small amount of B-lymphocytes above the threshold for the other donors. Results for these two donors comparing B- and T-lymphocytes are shown in Table 2.

We tested the effect of applying the confidence level threshold by processing all data without it. For illustration, sample parameters related to cell diameter are shown in Table 3. Comparing it with Tables 1 and 2, one can see that for all samples the standard deviation is about 1.5 times larger and the standard error of mean is about two times smaller. This can be explained by the acceptance of values close to the parameter space boundary and larger sample size, respectively. Moreover, the mean value is significantly shifted (es-

Table 2 Comparison of model characteristics of T- and B-lymphocytes of two donors. $\langle \rangle$, $\sigma(\cdot)$, and $\sigma'(\cdot)$ denote estimated mean, standard deviation, and standard error of mean, respectively. Results for T-lymphocytes duplicate corresponding columns of Table 1.

<table>
<thead>
<tr>
<th>Donor 1</th>
<th>Donor 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T</td>
</tr>
<tr>
<td>Sample size</td>
<td>225</td>
</tr>
<tr>
<td>$\langle D_c \rangle$, $\mu m$</td>
<td>6.31</td>
</tr>
<tr>
<td>$\sigma(D_c)$, $\mu m$</td>
<td>0.50</td>
</tr>
<tr>
<td>$\sigma'(D_c)$, $\mu m$</td>
<td>0.04</td>
</tr>
<tr>
<td>$\langle D_d/D_c \rangle$</td>
<td>0.901</td>
</tr>
<tr>
<td>$\sigma(D_d/D_c)$</td>
<td>0.005</td>
</tr>
<tr>
<td>$\sigma'(D_d/D_c)$</td>
<td>0.001</td>
</tr>
<tr>
<td>$\langle m_a \rangle$</td>
<td>1.3759</td>
</tr>
<tr>
<td>$\sigma(m_a)$</td>
<td>0.0026</td>
</tr>
<tr>
<td>$\sigma'(m_a)$</td>
<td>0.0005</td>
</tr>
<tr>
<td>$\langle m_s \rangle$</td>
<td>1.4479</td>
</tr>
<tr>
<td>$\sigma(m_s)$</td>
<td>0.0080</td>
</tr>
<tr>
<td>$\sigma'(m_s)$</td>
<td>0.0007</td>
</tr>
</tbody>
</table>
Table 3: Results of characterization of all lymphocyte samples using no confidence level threshold. Only parameters related to cell diameter are shown. These results are expected to be significantly biased by parameter space boundaries.

<table>
<thead>
<tr>
<th>Donor</th>
<th>T-lymphocytes</th>
<th>B-lymphocytes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>(\langle D_c \rangle, \mu m)</td>
<td>6.32</td>
<td>6.27</td>
</tr>
<tr>
<td>(\sigma(D_c), \mu m)</td>
<td>0.85</td>
<td>0.79</td>
</tr>
<tr>
<td>(\sigma(\langle D_c \rangle), \mu m)</td>
<td>0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Especially for T-lymphocytes of donors 5 and 7, showing larger variability between different donors. However, as discussed in Sec. 2.6, these results are systematically biased. Therefore, we consider them less reliable and stick to results obtained with confidence level thresholds in further discussions.

The mean values of lymphocyte diameter reported in the literature for normal donors as determined by the Coulter principle were 6.7 \(\mu m\) and 7.3 \(\mu m\), by electron microscopy were 6.5 \(\mu m\) and 5.4 \(\mu m\), and by optical microscopy a range from 7.68 to 7.88 \(\mu m\) was obtained (for six donors, samples contained 4 to 8% monocytes), from 6 to 8.3 \(\mu m\) (for 12 donors), and from 6.6 to 8.2 \(\mu m\) (for six donors). Standard deviations of \(D_c\) are 0.6 \(\mu m\), from 0.4 to 1.2 \(\mu m\) (12 donors), and from 0.4 to 0.8 \(\mu m\) (six donors), showing no significant difference between different methods. Mean diameter ratios \(D_n/D_c\) as determined by electron microscopy were 0.78 and 0.56, and as determined by optical microscopy varied from 0.82 to 0.90 (three donors).

Data specific to T-lymphocytes are also available for two donors. \(D_n=7.8 \pm 0.7\) and 8.3 \(\pm 0.8\) \(\mu m\) (mean \pm standard deviation), and \(D_n/D_c\)=0.80 and 0.85.

To summarize, there is disagreement between different methods, and our results for cell and nucleus diameter fall within the broad range of literature data. However, our data there are unusually small variations in mean size of T-cells and their nucleus from donor to donor (even accounting for error of mean). This fact disagrees with recent microscopic measurements and currently we cannot explain this. There seems to be no reason for our processing algorithm to decrease the natural variability of mean T-cell sizes between the donors, e.g., by somehow concentrating it to 6.4 \(\mu m\). This is also supported by the fact that mean sizes of B-cells are significantly different. Therefore, we can only hypothesize that either donors studied in this work are more uniform than in previous studies, or the fact that real lymphocytes are not perfect coated spheres. To better understand these errors, we performed a limited set of DDA simulations. First, we tried to shift the nucleus inside the coated sphere model, but that showed no considerable effect on the structure of the LSP, except for scattering angles larger than 40 deg. Such LSPs are successfully processed, with the global optimization resulting in a confidence level above 0.95 and accurate estimation of the model parameters (data not shown). This is partly due to the large nucleus diameter used \((D_n/D_c=0.9)\), which is why it may seem to contradict earlier simulations using smaller nucleus diameters, e.g., Ref. 47.

Second, we tested the enhanced model including nucleus inhomogeneity (see Sec. 3.2 and right part of Fig. 8). The estimated mean parameters of the T-cells of donor 6 were used in simulation of light scattering for the cell model (see corresponding column of Table 1): \(D_n=6.38\) \(\mu m\), \(D_n/D_c=0.903\), \(m_n=1.3765\), and average \(m_n=1.4476\). Since now the nucleus consists of two domains, we chose for the inner spheroid the same refractive index as the cytoplasm (to maximize the contrast) and a larger refractive index (1.457) for the rest of the nucleus. Then the average (effective medium) refractive index of the nucleus equals the one specified before. The spheroid has axis ratios 1:2:2, its volume is 0.108 of the whole nuclear volume, its center coincides with the center of the cell, and the orientation of the symmetry axis with a respect to the light incidence direction \(\theta_0\) was varied from 0 to 90 deg with a step of 30 deg. Results of processing the simulated LSPs with the global optimization are shown in Fig. 10.

One can see that the nuclear inhomogeneity (with volume fraction of only 10%) significantly distorts the LSPs, resulting in large errors of parameter estimates. Therefore, the proposed nuclear inhomogeneity may be a significant part of optical model errors for lymphocytes. But, of course, more simulations are required to make any definite conclusions. On the other hand, the global optimization performs reliably on these distorted LSPs, i.e., the real values of the initial model are significantly lower than values obtained in the current study. This is because our method determines the integral (effective) refractive index of the whole cytoplasm, including all granules and other inclusions, while index matching yields the value for the ground substance of the cytoplasm.
well inside the confidence intervals (although the latter may be large). From the obtained confidence levels, we can suggest that using the threshold \( \alpha_0 = 0.8 \) leaves only cells with a relatively homogeneous nucleus but possibly shifted from the center of the cell. We may suggest that these cells are in G1-phase of a cell cycle.

### 3.4 Comparison of Cellular Characteristics for T- and B-Cells

Comparing the results of the global optimization for characterization of T- and B-lymphocytes (Table 2), one can see that the main difference in T- and B-cell morphology is the mean cell size \( D_c \). Although the difference in \( D_c \) of about 5% is statistically significant, it is smaller than the estimated biological variability \( \sigma(D_c) \) inside each sample. Hence, at present we cannot reliably classify a single lymphocyte as being T- or B-, using only its morphological characteristics determined from LSP. However, one may try to estimate the relative count of T- to B-lymphocytes in a sample, processing the distribution of all lymphocytes over morphological characteristics as a bimodal distribution (e.g., a sum of two multidimensional normal distributions). A similar method was proposed by Terstappen et al.\[49\] using the distribution of lymphocytes over the side scattering signal. However, further research is required to assess the accuracy of such relative count estimates.

Another way of looking at differences between T- and B-lymphocytes is studying average LSPs. First, we averaged 100 experimental LSPs from the samples of T- and B-lymphocytes for donor 6, resulting in Fig. 11(a). There is a difference in intensity for scattering angles from

![Graph](image1.png)

**Fig. 11** The LSPs of T- and B-lymphocytes for donor 6 (in logarithmic scale): (a) experimental averaged over a sample; and (b) simulated using the estimates of the mean values of model characteristics over sample.
15 to 35 deg. However, this difference is much smaller than the natural variability of LSPs inside each sample (see Fig. 7). Second, we simulated LSPs of lymphocytes specified by estimates of the mean values of model characteristics, resulting in Fig. 11(b). The structure of these LSPs in the angular range from 20 to 27 deg is different from the rest of the interval, because it contains almost no oscillations. Moreover, in this range, the LSP of the average T-lymphocyte has smaller intensity than that of the average B-lymphocyte, which agrees with Fig. 11(a). This is explainable, since oscillations smooth out during averaging over the sample, while differences in monotonous parts of the LSP are more likely to persist. It will be interesting to identify which morphological characteristics are responsible for this angular interval in the LSP. But currently we can only conclude that the difference in mean diameter at least partly explains the difference in averaged LSPs.

We also note that B-cells are generally better fitted by the coated sphere model than T-cells. An example is presented in Fig. 12, showing that standard deviations of estimated \( D_c \) for donor 6 are on average smaller for B-lymphocytes. Results for other characteristics and donor 1 are similar (data not shown). We hypothesize that this fact can be caused by smaller deviation of the shape of B-lymphocytes from the coated sphere, in particular a relatively smaller inhomogeneity of the nucleus.

4 Conclusion

We describes a method for the solution of the inverse light-scattering problem for individual mononuclear cells. Our method is based on fitting experimental light-scattering patterns (LSPs) by a coated sphere model using the global optimization algorithm DIRECT. The deviation of real lymphocyte morphology from the model is considered a quasirandom error. This causes residuals of the best fit to be correlated, which is accounted for approximately by using a reduced number of degrees of freedom. Errors of parameter estimates are determined by Bayesian inference using the description of the sum of squares surface provided by the DIRECT algorithm. The distribution of model characteristics over sample (its mean and covariance matrix) is estimated, accounting for different reliability of parameter estimates for different particles.

We use this method to characterize lymphocytes of several donors, determining cell diameter, ratio of nucleus to cell diameters, nucleus, and cytoplasm refractive indices. The main difference in morphology of T- and B-lymphocytes is found to be the larger mean diameters of the latter. However, the difference is smaller than the biological variability of diameters for both T- and B-lymphocytes of a single donor.

We also perform preliminary simulations using a more complicated model derived from confocal images of real lymphocytes. The results suggest that deviations of real lymphocyte LSPs from the best-fit LSP of the coated sphere model may be due to nuclear inhomogeneity. Moreover, this inhomogeneity is probably slightly less pronounced for B- than for T-lymphocytes, resulting in generally smaller errors of parameter estimates of the former. However, much more detailed study is required to make any definite conclusion about the exact shape of nuclear inhomogeneity of lymphocytes and its effect on their LSPs. In particular, differentiating T- and B-lymphocytes from light-scattering data clearly requires a more sophisticated lymphocyte model.

Currently, processing one LSP with the proposed method takes approximately 150 sec with a modern desktop PC (1.8 GHz). Up to five local minima are identified on the least-square surface, depending on a particular LSP. For now we concentrated on the robustness of the algorithm (reaching global minima and sufficiently detailed description of the least-square surface), and did not pursue its numerical efficiency. Two orders of magnitude in the decrease of processing time is required to make incorporation of this method into a routine blood cell analysis feasible. This is an important goal for future research.
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