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Methods for causal inference from gene perturbation experiments and validation

Nicolai Meinshausen, Alain Hauser, Joris M. Mooij, Jonas Peters, Philip Versteeg, and Peter Bühlmann

In this article, we discuss statistical methods for causal inference from perturbation experiments. As this is a rather general topic, we focus on the following problem: based on data from observational and perturbation settings, we want to predict the effect and outcome of an unseen and new intervention or perturbation. Taking applications in genomics as an example, a typical task is as follows: based on observational data from wild-type organisms and interventional data from gene knockdown or knockdown experiments, we want to predict the effect of a new gene knockdown or knockdown on a phenotype of interest. For example, the organism is the model plant Arabidopsis thaliana, the gene knockouts correspond to mutant plants, and the phenotype of interest is the time it takes until the plant is flowering (1).

From a methodological viewpoint, the prediction of unseen future interventions belongs to the area of causal inference where one aims to quantify presence and strength of causal effects among various variables. Loosely speaking, a causal effect is the effect of an external intervention (or say the response to a “What if I do?” question). The corresponding theory, e.g., using Pearl’s do-operator (2), provides a link between causal effects and perturbations or randomized experiments. We mostly assume here that all of the variables in the causal model (for inferring causal effects) are observed: the case with hidden variables is mentioned only briefly in a later section, although it is an important theme in causal inference (due to the problem of hidden confounding variables) (cf. refs. 2 and 3).

A popular and powerful route for causal modeling is given by structural equation models (SEMs) (2, 4). We consider a set of random variables $X_1, \ldots, X_p, X_{p+1}$, and we often denote by $Y = X_1$, emphasizing that $Y$ is our response variable of interest (e.g., a phenotype of interest). The main building blocks of a SEM are as follows: (i) an underlying true causal influence diagram for the random variables $X_1, \ldots, X_p, X_{p+1}$, formulated with a directed graph $D$ whose nodes correspond to the variables, most often with a directed acyclic graph (DAG); (ii) each of the random variables is modeled as a function of their parent variables, given by the graph $D$, and an error term. The system of structural equations is then as follows:

$$X_j \leftarrow f_j(X_{pa(j)}, e_j) \ (j = 1, \ldots, p+1),$$  \hspace{1cm} [1]$$

where $pa(j)$ denotes the set of parents of node $j$ in the underlying graph or DAG $D$ and $e_j$ are error terms that are jointly independent. Furthermore, for $S \subseteq \{1, \ldots, p+1\}$, $X_S$ denotes the variables $\{X_j : j \in S\}$, and the arrow “$\leftarrow$” is emphasizing that $X_j$ is caused (or influenced) by $X_{pa(j)}$, which is a stronger statement than an algebraic equality.

The most commonly used model for an intervention at one or several variables has been pioneered by Pearl (cf. ref. 2): the do-operation $do(X_j = x)$ is setting the single variable $X_j$ to a deterministic value $x$, which corresponds to replacing the structural equations [1] for $X_j$ with $X_j \leftarrow x$. Analogously, the do-operation can be applied to several variables simultaneously. The distribution $p(y | do(X_j = x))$ of $Y$ when doing an intervention $do(X_j = x)$ can be derived via the truncated Markov factorization (2, 3, 5) or by the backdoor adjustment formula, and we can then consider quantities like the expected response $E[y | do(X_j = x)]$ when having done an intervention at $X_j$ putting its value to $x$:

$$E[Y | do(X_j = x)] = \int yp(y | do(X_j = x)) dy.$$  \hspace{1cm} [2]$$

For more details, we refer to ref. 2. The do-operation has been generalized to probabilistic “soft” interventions where the intervention value (little $x$ in the notation above) becomes a random variable (6). Furthermore, a so-called “mechanism change” with an intervention at variable with index $j$ is replacing the conditional probability distribution $p(X_j | X_{pa(j)})$ corresponding to the $j$th equation in the SEM [1], by another distribution $q(X_j | X_{pa(j)})$ (7). In addition, “fat-hand” interventions (8) (with uncertain intervention targets) and activity interventions (9) (simultaneous mechanism changes of all children of a variable) have been used to model interventions in molecular biology. For the do-interventions, it is sufficient to know the SEM because the intervention $do(X_j = x)$ itself is fully specified by the known quantities $j$ and $x$. We will discuss in a section below that do-interventions can be too simple for certain applications.
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Identifiability and Estimation from Data
One of the major challenges is the estimation of the SEM [1] from observational or a mix of observational and interventional data. We are particularly interested in high-dimensional settings where the number of variables \( p + 1 \) can be much larger than sample size, as in many applications from, e.g., genomics and genetics.

A first complication concerns identifiability: the data-generating probability distribution(s) might be represented by different structures (acyclic directed graphs) \( D \) and corresponding different functions in the SEM [1]. The different graph structures \( D \) that can generate the data-generating distribution(s) build an equivalence class \( D \). Situations where this equivalence class is large (and hence the degree of identifiability is low) occur when the data-generating distribution is observational and the SEM in [1] is either fully non-parametric with no specified additional structure or when the functions \( f_j(\cdot) \) are linear and the error terms are Gaussian (cf. ref. 2).

More identifiability is possible when the data-generating distribution corresponds to a mix of observational and interventional data (7–12) or when the SEM has additional structure. Regarding the latter, it is possible to identify from the observational data distribution \( P \) the single underlying causal DAG: the most prominent examples are linear, non-Gaussian, acyclic models (LiNGAM) where the functions \( f_j \) are linear but all error terms are non-Gaussian (13), the functions are nonlinear and the error terms are additive (14, 15), or the functions \( f_j \) are linear with Gaussian error terms that all have the same variances (16).

Algorithms and Methods. Given data, we want to estimate the SEM in [1] (its equivalence class if it is not identifiable), and based on this, we often aim to estimate the total causal average effect \( \bar{d}/dx[E[Y|do(X_i=x)]] \) (see also [2]) or its generalization when intervening at more than one variable. If the underlying causal DAG \( D \) is not identifiable from the distributions, we can only obtain bounds for \( d/dx[E[Y|do(X_i=x)]] \).

For linear Gaussian SEMs, estimation of the Markov equivalence class based on observational data can be done by penalized maximum-likelihood estimation (17) or by constraint-based methods with the PC-algorithm using conditional independence testing (3, 18). Based on the estimated Markov equivalence class, lower bounds for the absolute value of the parameter \( \alpha_{i,j} = d/dx[E[Y|do(X_i=x)]] \) can be derived using a computationally efficient strategy (19). The setting with a mix of observational and interventional data and estimation of the corresponding smaller Markov equivalence class is discussed in ref. 20. Bayesian methods for structure and parameter estimation include those in refs. 8, 9, 21, and 22. Theoretical performance guarantees in the high-dimensional setting with underlying sparse DAGs have been given in refs. 19, 23, and 24.

For identifiable models, some other estimation strategies have been proposed. For linear SEMs with non-Gaussian errors (LiNGAM), one can make use of independent component analysis (13), and for additive SEMs, proposals include independence testing of residuals (15) or penalized nonparametric maximum-likelihood estimation (25). Based on an estimated causal graph, the quantity \( E[Y|do(X_i=x)] \) in [2] can be nonparametrically inferred using marginal integration for the backdoor formula adjustment (26).

Sometimes, the direct (instead of total) causal effects are of interest. They are typically given by the parameters of a graphical or SEM. For example, the edge function \( f_j(\cdot) \) in [1] encodes all of the direct effects from \( X_{p(j)} \) to \( X_j \), or the parameter \( P_j \) in [4] describes the direct effect of \( X_j \) to \( Y \).

Challenges and Validation. There are a number of difficulties that occur, implying that estimation of a causal graph or influence diagram or of a total causal effect is a very ambitious goal, particularly in the high-dimensional context where \( p \) is much larger than sample size. Even with simulated data from a specific model under consideration, one often needs a substantial sample size to ensure that the estimated (equivalence class of) graphs or causal effects are fairly accurate. The supporting mathematical theory is often of crude asymptotic nature as sample size tends to infinity and does not advance more detailed understanding; for an exception, presenting some more refined convergence rates, see ref. 24. Furthermore, the faithfulness assumption can become rather severe for moderate dimensions already (27, 28). (A distribution \( P \) is faithful with respect to a DAG \( D \) if all conditional and marginal dependencies among the variables can be derived from the DAG \( D \).)

Quantifying uncertainty. When using methods based on estimating first a causal graph or an equivalence class thereof and subsequently inferring the direct or total causal average effect, it seems difficult to accurately quantify uncertainty in terms of confidence bounds. Confidence regions based on sample-splitting procedures are rather unreliable and much worse than for inferring association in regression models (29). Thus, in absence of “error bars,” one cannot draw reliable confirmatory conclusions. We will discuss later a recently proposed methodology that provides confidence intervals for direct causal effects, in the setting with not only observational but also additional, rather general kind of interventional data.

Validation. Because (asymptotic or not) sample size tend to infinity) correctness of causal inference relies on strong assumptions, with some of them being uncheckable in practice, a central point is their empirical validation with new interventional data. Perhaps best posed is the validation of the “total causal effect.” A total causal effect of \( X \) to \( Y \) measures the overall effect on \( Y \) when doing a perturbation at \( X \). Its expected value (as a function of \( x \)) is defined in ref. 2. This can be done by holding out some interventional test data. Mathematically, we aim to predict the expected value \( E[Y|do(X_i=x)] \) in [2]. The prediction error is then a measure between the estimated quantity of \( E[Y|do(X_i=x)] \), based on the training data, and the actual value of the variable \( Y \) under the perturbation \( do(X_i=x) \) in a new (test data) intervention experiment. Instead of this qualitative measure, we can also test for the existence of a total causal effect. Mathematically, this is the case if \( E[Y|do(X_i=x)] \) is different from \( E[Y] \) for some \( x \); see [2]. To validate this in empirical data, we define below a notion of “total” “strong intervention effect” (SIE); it is a binary event and allows to validate whether a method (based on training data) was successful in correctly predicting the binary outcome of a SIE being present or absent in new test data.

We note that a procedure that is estimating direct causal effects, as most causal prediction methods do, can also be used to predict total (strong) intervention effects; for more details, see SI Appendix. Validation of estimated lower bounds of the total causal effects in a large-scale gene deletion experiment for yeast has been performed in ref. 30; however, the result depends in a rather sensitive way on how a true positive finding is defined. We thus suggest next a conservative notion for validation of total causal effects.

We propose here the criterion of SIE, which is well suited for validation with large-scale interventions having one measurement each, such as gene knockdowns or depletions. It conservatively classifies total intervention (causal) effects as being strong or not. Consider a variable \( X_j \) that is intervened on and a response variable \( Y \) of interest.

SIE. The intervention of variable \( X_j \) on the response \( Y \) is strong if both of the following events occur:

i) the intervened variable \( X_j \) has a value that is below or above all values of variable \( X_j \) seen in other interventional/observational data (with no intervention on \( X_j \));
ii) the response variable \( Y \) has a value below or above the range of values of \( Y \) in all other interventional/observational data (with no intervention on \( Y \)).

Thus, the definition of an SIE is based on a given dataset. An SIE of \( X_j \) to \( Y \) corresponds to an event with corresponding extreme behavior of the realized values of the two variables. It is an estimate of presence or absence of a strong total causal effect. We note that, for a given \( Y \), there can only be at most one \( X_j \) that fulfills the
Causal Inference Based on Invariance Across Experiments

We outline here a recently published method (31) that exploits the fact that the data arise from different experimental conditions or perturbations. In the advent of big-data scenarios, the latter setting with heterogeneous data sources becomes more common. The method has a few crucial benefits addressing some of the difficulties mentioned in the previous section: (i) an “automatic identifiability” property (see the discussion after [5]); (ii) some confidence bounds for inferring causal variables (see [5]); (iii) the flexibility that the interventions and perturbations do not need to be exactly specified; and (iv) avoiding some typically unstable and complicated estimation of a graph (or an equivalence class of graphs) from data.

The method is based on invariance of conditional distributions across intervention experiments from a rather general type. The role of invariance in causal inference has received some attention in the literature (2, 32–34). To the best of our knowledge, however, the work in ref. 31 is the first of its kind that exploits invariance of conditional distributions for statistical estimation and confidence statements.

As before, we consider a response or target variable of interest, denoted by $Y$, and a $p$-dimensional predictor variable $X = (X_1, \ldots, X_p)$. We assume a setting with data $(Y^e, X^e)$ for different experimental settings $e \in \mathcal{E}$. For example, with $\mathcal{E} = \{1,2\}$ in the context of gene perturbation experiments, the experimental settings could correspond to observational data ($e = 1$) and data from unspecified interventions ($e = 2$). We could also consider a larger set of experimental settings $\mathcal{E} = \{1,2,3,4\}$ when having in addition data from say two gene-specific interventions, encoded in addition by $e = 3$ and $e = 4$. Thereby, $Y^e$ is a $n \times 1$ vector of the response variable and $X^e$ an $n \times p$ design matrix, containing the $n$ different data points in the setting $e$. It is important to point out that we have more than say observational data only (assuming that $\mathcal{E}$ does contain more than one element of experimental settings). We use a linear model for the response or target variable:

$$Y^e = X^e \gamma^e + \epsilon^e,$$

where the error or noise term $\epsilon^e$ has mean zero. We note that the regression vector $\gamma^e$ and the noise term $\epsilon^e$ are unknown or unobservable, respectively. An intercept that is constant across environments could be added, but we will not do so here for notational simplicity.

We refer to SI Appendix for some potential violations of the assumed linearity in [3].

The response variables in [3] are assumed to correspond to a linear SEM:

$$Y \leftarrow \sum_{e \in \mathcal{E}} \gamma^e X_e + \epsilon_Y,$$

where $\epsilon_Y$ is a noise term that is independent from $X_e$, and $S^e = \text{pa}(Y)$ is unique and equals the parental set of $Y$ and $\gamma^e$ corresponds to the coefficients (edge weights) in such a SEM. The variables $Y^e$ and $X^e$ are generated from a rather general class of interventions on $X$. We require that these interventions, or the corresponding experimental settings, are such that the following invariance assumption holds. (The invariance assumption will be exploited in the next section: the main idea will be to look for components of the regression vector that are invariant among experimental settings.)

**Invariance Assumption.** For $S^e$ and $\gamma^e$ from [4], define a $p \times 1$ vector $\gamma$ such that $\gamma_i = \gamma^e_i (j \in S^e)$ and $\gamma_j = 0$ ($j \not\in S^e$). Then:

- For all $e \in \mathcal{E}$: $Y^e = X^e \gamma + \epsilon^e$,
- $\epsilon^e$ has the same distribution for all $e \in \mathcal{E}$ and $\epsilon^e$ is independent of $X^e_i$ for all $e \in \mathcal{E}$.

We note that $S^e = \text{pa}(Y)$ are the causal variables for $Y$ (sometimes called the direct causes of $Y$) and the distribution for $\epsilon^e$ (for all $e \in \mathcal{E}$) is equal to the one of $\epsilon_Y$ in [4].

As an example, consider experimental settings $\mathcal{E}$ that arise from do-interventions (2) at variables different from $Y$ in a SEM as in [4]; then the invariance assumption holds.

We give in the following a simple example under noise interventions. Assume the SEM for a target of interest $Y$ and two potentially causal variables $X_1, X_2$ is given by the following (to improve readability, we omit the superscript “$e$” and write $X_1, X_2, Y$ instead of $X^e_1, X^e_2, Y^e$):

$$Y \leftarrow X_2 + \epsilon_1$$
$$X_1 = 2Y + \sigma(e)\epsilon_1$$
$$X_2 = \sigma(e)\epsilon_2,$$

where $\epsilon_1, \epsilon_1, \epsilon_2$ are independent with mean zero and unit variance and the strength of the noise $\sigma(e)$ is a function of the environment. The true causal parent of $Y$ is just the second variable $S^* = \{2\}$. A simple regression from $Y$ on the two variables $X_1, X_2$ will put a nonzero regression coefficient on both variables (even though $X_1$ is a child of $Y$ in the causal graph and hence not causal for $Y$, it has predictive power for the outcome $Y$). For the causal discovery, we propose, intuitively speaking, to look through all possible subsets $S$ of $\{1,2\}$. For each subset $S$, we ask whether it is possibly a parental set of the outcome of interest by checking an invariance property across different environments. For the true causal parents, the regression coefficients when regressing $Y$ on $X_S$ and the residual variance will be identical across environments. Let $\gamma_{S^*}(e)$ be the optimal regression coefficient when regressing $Y$ onto $X_S$ for a given subset $S$ of predictor variables (a function of the environment $e$) and let $V_{S^*}(e)$ be the residual variance of $\text{Var}(Y - X_{S^*}(e))$. The two environments $\mathcal{E} = \{1,2\}$ are defined in this example by a change in the noise level so that $\sigma(e = 1) = 1$ and $\sigma(e = 2) = 2$ (this fact does not have to be known; the change could also consist of do-interventions or other types of interventions on $X_1, X_2$, and we do not require knowledge of the precise location or type of intervention). The regression coefficients and residual variances in the two environments are then given for all possible subsets of variables by Table 1.

We can see from Table 1 that both the optimal regression coefficient $\gamma_{S^*}$ and the residual variance $V_{S^*}$ stay constant in all environments for the true set of causal parents (here, if $S$ is equal to $S^* = \{2\}$), whereas the residual variance changes for all other subsets of variables, including the empty set $S = \emptyset$ that would correspond to $Y$ being a root node in the SEM. The invariant causal prediction
(ICP) method works by collecting all subsets \( S \) of variables for which we cannot statistically reject the hypothesis that \( \gamma(e) \) is identical in all environments \( e \in \mathcal{E} \) and can also not reject the hypothesis that \( V(e) \) is constant in all environments \( e \in \mathcal{E} \). In the population example above, only \( S = \{2\} \) satisfies this invariance. Once we have collected all subsets \( S \) of variables for which we cannot reject invariance, we take the empirical estimate \( \hat{S} \) to be the intersection across all of the subsets with the invariance property (where we cannot statistically reject the hypothesis of invariance); that is, we look for variables that are common among all invariant subsets. For sufficiently many data points, in the example this yields the answer \( \hat{S} = \{2\} \), and we thus detect that variable 2 has to be causal for the outcome \( Y \). Note that, if we just observed a single environment, we would see invariance for all subsets \( S \), including the empty set (because invariance across one environment always holds). The intersection across all invariant sets would thus be the empty set, and we could not determine that one or more of the variables is causal for the outcome of interest from observational data alone. The same phenomenon would occur if the strengths \( \sigma(e = 1) \) and \( \sigma(e = 2) \) of the noise in both environments had the same value.

**Invariant Prediction Method.** Having data as in [3] from various experimental settings, the main idea (as outlined in the example above) is to look for sets of predictor variables that leave the corresponding regression vectors and noise terms invariant across experimental settings. This is the basis of the invariant prediction method (31) (more details in SI Appendix). Here, we simply present the main result.

As with any causal inference method, one might face identifiability problems. This is a fundamental and unavoidable issue. However, assuming the invariance assumption, the ICP approach will lead to a set \( \hat{S}(\mathcal{E}) \subseteq \{1, \ldots, p\} \) (SI Appendix, formula S4), which has the following confidence property:

\[
\mathbb{P}[\hat{S}(\mathcal{E}) \subseteq S^* = \text{pa}(Y)] \geq 1 - \alpha,
\]

for some prespecified confidence level \( 1 - \alpha \) such as 0.95 or 0.99. (The set \( S(\mathcal{E}) \) depends on the data, and hence is random when interpreting the data as usual as realizations of random variables.) Thus, when applying the method many times to different datasets, we expect that in approximately \((1 - \alpha) \times 100\%\) of the cases, all of the selected variables are causal (i.e., direct causes). The main assumption for deriving the statement in [5] is the invariance assumption. As described above, it holds if the experimental settings \( \mathcal{E} \) come from a rather broad class of interventions that do not directly act on the response variable \( Y \) (SI Appendix). As an example where this assumption is plausible in practice, consider gene perturbation experiments and assume a phenotypic response \( Y \) and predictor variables corresponding to expression values of all of the genes in the genome (the columns of the matrix \( X \)). Suppose that the interventions act on some of the (possibly vaguely specified) genes, such as gene deletions or gene knockdowns. Then, these interventions do not directly target the response \( Y \), and thus, the main assumption outlined above is satisfied.

The elegance of the method and of the statement is that we do not need to know or specify whether a causal variable is identifiable from the data-generating probability distribution; the method automatically takes care about potential identifiability problems. (We do not know whether the method is complete: that is, whether all direct causal effects that are identifiable from the data-generating distribution would be correctly detected by the method.)

**Heterogeneity in Big Data.** The ICP method outlined above crucially depends on the fact that we have access to different experimental conditions from \( \mathcal{E} \). In presence of say observational data alone (\( \mathcal{E} \) consisting of one experimental setting only, i.e., \(|\mathcal{E}| = 1\)), we would not detect any causal variable. [Causal inference from observational data would require approaches based on, e.g., fitting SEMs and graphical modeling (Identification and Estimation from Data).]

With the ICP method, the degree of identifiability increases as the space of experimental settings \( \mathcal{E} \) becomes larger. Denote the causal variables that are identifiable from the invariance assumption by \( S(\mathcal{E}) \subseteq \{1, \ldots, p\} \) (SI Appendix, formula S1). We then have that

\[
S(\mathcal{E})^/ \text{ as } \mathcal{E}^/,
\]

meaning that for \( \mathcal{E}_2 \supseteq \mathcal{E}_1 \) we have \( S(\mathcal{E}_2) \supseteq S(\mathcal{E}_1) \). Sufficient conditions under which \( S(\mathcal{E}) = S^* \), that is the causal variables are uniquely identifiable, have been worked out for linear Gaussian SEMs, requiring that \( \mathcal{E} \) is sufficiently “rich” and form a certain class of interventions (31).

From [6], we conclude that with a larger amount of experimental settings (“more heterogeneity”) we have higher degree of identifiability of causal effects. Thus, in the setting of big data with a large space \( \mathcal{E} \) of experimental settings, we have an advantage to exploit invariance across a large \( \mathcal{E} \). For example, with gene perturbation experiments discussed below, it can be of interest to consider experimental settings not only from different gene interventions but also arising from change of environments from potentially different datasets.

The ICP method can deal with a general variety of experimental settings, including observational data, known interventions of a certain type at a known variable, random interventions at an unknown variable, or observational data in a changed environment. We emphasize the importance that one does not need to know what the working experimental conditions from \( \mathcal{E} \) actually mean. In practice, it is often difficult to know whether an intervention has been done at, e.g., one specified variable only, or to specify the kind of intervention that has been done, e.g., a do-intervention (2) or a “soft” intervention (6). The fact that one does not need to specify the nature of an experimental setting in \( \mathcal{E} \) contributes to robustness and generality of the procedure. The only necessary background knowledge regarding the types of interventions is that they do not target the response variable \( Y \) itself.

It has been assumed so far that \( \mathcal{E} \) is the set of the true available experimental settings, but this is not necessary. In principle, we can construct the working experimental settings \( \mathcal{E} \) as we like and still obtain [5], as long as the invariance assumption is satisfied with respect to \( \mathcal{E} \). (The data in such a constructed experimental setting has then a mixture distribution. For an experiment \( e \in \mathcal{E} \), the mixture distribution is \( \sum_{e \in \mathcal{E}} w_e f_e \), where \( \mathcal{E} \) is the entire space of all possible experimental settings, \( w_e \) are positive weights summing up to 1, and \( f_e \) are probability distributions.)

**Invariance in Presence of Hidden Variables.** The ICP method from the previous section implicitly assumes that there are no hidden confounding variables. The method can be generalized to situations where invariant effects correspond to causal effects in SEMs where the intervention or perturbation does not have an effect on the hidden variables (35). Further explanation is beyond the scope of this paper.
We use the following separation into training and validation data. We divide the 1,479 interventional data into five blocks \( B_1, B_2, B_3, B_4, B_5 \). We use as training data all 160 observational data points and four blocks \( B_r (r \in T) \) with \( T = \{1, \ldots, 5\} \) and \( \lvert T \rvert = 4 \), of interventional data, and the validation data are the remaining block \( B_5 \). Therefore, we can predict the effects from the interventions from block \( B_5 \) without having used these interventional data in the training set. By repeating the separation into training and validation data five times, each gene perturbation is held out once and we can use it to validate the predictions.

For the ICP method, we use a very simple labeling of experimental settings: \( \mathcal{E} = \{1, 2\} \), where \( e = 1 \) corresponds to observational data and \( e = 2 \) to all interventional data (regardless which gene has been targeted to be knocked down). As discussed above, when choosing a small set \( \mathcal{E} \), we might pay a price in terms of statistical power to detect significant causal variables. On the other hand, due to potential off-target effects of interventions, pooling all interventions into one experimental setting is more robust against “noisy interventions” that potentially affect many genes. As significance level, we use a level of \( \alpha = 0.01 \) corresponding to a probability greater or equal to 0.99 in the confidence statement in [5]. We repeat the experiment on subsamples of the data in the spirit of stability selection (39, 41) and rank the edges in order of decreasing selection frequency. For the ICP method, there is a directed edge from gene \( j \) to \( k \) if: gene \( k \) is the response variable and gene \( j \) is an element of the selected causal variables \( \tilde{S}(\mathcal{E}) \). For methods using directed graphical modeling, the meaning of “directed edge” is given by the corresponding DAG. Going down this list, we check whether the prediction of a directed edge from gene \( j \) to gene \( k \) is “successful” in the sense of an SIE as defined before (where gene \( j \) corresponds to the \( X \) variable and gene \( k \) to the response variable \( Y \)). Note that the SIE is an estimate of the total causal effect. Among 9,125,430 possible edges, there are 10,757 interventions (about 0.1% of all edges) that we classify as strongly successful with this criterion.

Fig. 1 shows two examples. On the left is a pair of genes YOL067C, YPR089W that was selected due to the high correlation between the two genes on observational data. When intervening on YOL067C (the gene on the \( x \) axis), the activity of gene YPR089W is

Software
Comparing different approaches for detection of causal effects is in practice often cumbersome as they use very different implementations. To address this issue, we provide a software package CompareCausalNetworks (36) for the R language (37). It provides a unified interface to the following methods: GES [Greedy Equivalence Search (17)], CAM [Causal Additive Model (25)], Lingam [Linear, Non-Gaussian, Acyclic Models (13)], rfcI (38) (really fast causal inference), and pc [PC-algorithm (3)] which are all classically applied to observational data only, as well as GIES [Greedy Interven-
tional Equivalence Search (12)], which is making explicit use of the knowledge where interventions took place. The ICP methods are implemented as ICP and hiddenICP (allowing for hidden variables in the R package InvariantCausalPrediction). They use the knowledge of the environment where an observation took place (for example, whether it is part of the observational or inter-
vention data) but are not requiring knowledge about the precise nature of the interventions. As a further benchmark, we also implement cross-validated sparse regression as a method regression and offer the option of using stability selection (39) on all implemented methods.

Validation: Gene Perturbation Experiments
We consider large-scale gene deletion experiments in yeast (Saccharomyces cerevisiae) (40). Genome-wide mRNA expression levels are measured for 6,170 genes: 160 observational data points from wild-type individuals and 1,479 interventional data arising from single gene deletions (1,479 perturbation/deletion experiments where a single gene has been deleted from a strain). The goal is to predict the expression levels of all (except the deleted) genes of a new and unseen single gene deletion intervention. More precisely, denoting the expression levels of the genes by variables \( X_1, \ldots, X_{p+1} \) with \( p + 1 = 6,170 \), we want to predict whether \( Y \in \{X_1, \ldots, X_{p+1}\} \) \( |X| \) significantly changes when deleting gene \( j \) (for each of the 6,170 different responses \( Y \)).

For this task, we aim to obtain a confidence statement from the ICP method for \( \gamma^* \neq 0 \) in [4], or to estimate \( \gamma^* \) using other methods, describing the direct causal effect of \( X_j \) on \( Y \). We then use the strong direct effects [ranked according to the proportion of times the effect gets selected/top-ranked when running each procedure on 50 random subsamples of the data (39)] as a proxy for the strong total effect of \( X_j \) to \( Y \), because we expect strong direct and strong total effects to be very similar to each other (SI Appendix).
still well within its usual range and the intervention is deemed not successful according to our criterion. The right side shows the pair YMR104C,YMR103C. The edge from the first to the second one of these genes is the most frequently selected edge by our method of ICP. It is selected because the model for observational and interventional data fits equally well to the data (and there is no other explanation using other genes that would achieve this). This is in contrast to the gene pair on the left, where the interventional data have a much broader variance around a regression fit than the observational data.

For the K most often selected edges, we can check how many of the corresponding interventions were strongly successful on the test data. Fig. 2 shows results for several methods, where gene pairs are ordered by the selection frequency for each method when fitting models on 100 random bootstrap samples of the data. In case of equal selection frequency, we compute the expected number of SIEs when breaking the ties randomly. The number of SIEs among the most frequently selected gene pairs can thus take a noninteger value in the presence of ties. As a crude benchmark, we can first look at the success of random guessing. If choosing randomly, we will with probability of at least 95% not predict a single SIE for K < 40 and the expected number of selected SIE with random guessing is just 0.029 < 1 for K = 25. With ICP (allowing for hidden variables or not), the first four top edges correspond to an SIE.

As a comparison, we show results for GES, GIES, PC, RFCI, and a regression-based estimate, where we always choose the first 25 ranked candidate genes with stability selection. These methods are fitted with the default values once on just observational data and then also (as shown here) on both observational and interventional data, but the difference between the two is very small, with the results that use interventional data (the ones shown) slightly superior. All of the considered methods yield estimates of direct effects, but we validate with SIE which is estimating the total effect (justification in SI Appendix).

Table 2 shows the runtime of used methods (with the same settings as used to produce the other results on the whole dataset) on a single core of a 2.8-GHz processor when estimating the causal graph for either the first 50, 500, or 5,000 genes. The runtimes reported here do not include the prescreening (SI Appendix), as this was a common preprocessing step for all methods.

One question is whether a mechanism is already known that links the top-scoring gene pairs. If so, this can be viewed as a validation of the SIEs one can see in the data. The question can be turned around, however. We can ask whether we could predict the SIEs just using biological background knowledge.

To this end, we extracted six scores that measure interactions between gene pairs from a bioinformatics source, the Saccharomyces Genome Database (SGD) based on ref. 42 at yeastgenome.org. This database contains over 3 \times 10^6 gene interactions collected by the BioGRID public resource from the scientific literature. Interactions are categorized as either “physical” or “genetic,” and a subset of each is labeled as manually curated. For all gene pairs, we queried the database for an interaction and interpret the “bait” to “hit” directionality of the interaction as a direct causal effect from bait to hit. [One has to keep in mind that this interpretation is questionable. The presence of an edge in the database indeed may suggest the presence of a direct causal

### Table 3. Overlap between SIEs and scores from yeastgenome.org and TF bindings

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>TF</th>
</tr>
</thead>
<tbody>
<tr>
<td>327</td>
<td>92</td>
<td>267</td>
<td>105</td>
<td>60</td>
<td>61</td>
<td>117</td>
</tr>
<tr>
<td>128.2</td>
<td>44.9</td>
<td>86.2</td>
<td>20.8</td>
<td>10.0</td>
<td>12.1</td>
<td>9.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Expected no. under independence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
</tr>
</tbody>
</table>

### Table 4. Top 20 stable results from ICP

<table>
<thead>
<tr>
<th>Rank</th>
<th>Cause</th>
<th>Effect</th>
<th>SIE</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>TF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>YMR104C</td>
<td>YMR103C</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>YPL273W</td>
<td>YMR321C</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>YCL040W</td>
<td>YCL042W</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>4</td>
<td>YLL019C</td>
<td>YLL020C</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>5</td>
<td>YMR186W</td>
<td>YPL240C</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>6</td>
<td>YDR074W</td>
<td>YBR126C</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>7</td>
<td>YMR173W</td>
<td>YMR173W-A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>8</td>
<td>YGR162W</td>
<td>YGR264C</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>9</td>
<td>YOR027W</td>
<td>YJL077C</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>10</td>
<td>YJL115W</td>
<td>YLR170C</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>11</td>
<td>YOR153W</td>
<td>YDR011W</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>12</td>
<td>YLR270W</td>
<td>YLR345W</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>13</td>
<td>YOR153W</td>
<td>YBL005W</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>14</td>
<td>YJL141C</td>
<td>YNR007C</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>15</td>
<td>YAL059W</td>
<td>YPL211W</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>16</td>
<td>YLR263W</td>
<td>YKL098W</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>17</td>
<td>YGR271C-A</td>
<td>YDR339C</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>18</td>
<td>YLL019C</td>
<td>YGR130C</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>19</td>
<td>YCL040W</td>
<td>YML100W</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>20</td>
<td>YMR310C</td>
<td>YOR224C</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
correspond to an indication of an interaction based on the scores A–F derived from the yeastgenome.org database. Just a single pair shows both an SIE and a positive interaction score. Even though the overlap is small, both results on their own are significant, if compared with random sampling of gene pairs, as shown in Table 5. As the causes from these top 20 pairs include no TFs found in the TF dataset, there is no overlap with the corresponding score.

**Application to Flow Cytometry Data**

As another example of the possible applications of invariant prediction, we consider the flow cytometry data of ref. 44. The abundance of 11 biochemical agents is measured in several different environmental conditions. The environments can be considered as observational data without external interventions. In the other environments, different reagents have been added (or stimulants have been removed) that modify the behavior of some of the biochemical agents (see refs. 44 and 9 for a more detailed description of the experiments). [The description in ref. 9 is not entirely accurate: conditions 7 and 8 (activation by PMA and β2cAMP) are abundance interventions in combination with a global intervention, as the α-CD3 and α-CD28 activators were not applied in those conditions (in contrast with all other conditions, including the baseline).] Each environment contains between 700 and 1,000 samples. Here, we only use a subset of eight environments, the same ones that ref. 9 used, to allow comparison of the results.

A naive implementation of invariant prediction would try to find an invariant regression model for each of the 11 agents in turn, where invariance is measured across all eight environments simultaneously. The ICP method does not allow interventions on the target variable itself (see the discussion after [5] and also SI Appendix). We thus follow a slightly adapted strategy by comparing all 28 possible pairs of environments. For each pair of environments, we estimate the set of causal predictors using ICP. Taking the union of all of the estimated parental sets across the 28 pairs of environments leads to the graph of edges shown in Fig. 3 when controlling the overall familywise error rate at 10−3. We give a more detailed description of the application of the ICP method to the flow cytometry data in the SI Appendix.

Allowing for hidden variables with hiddenICP allows correlation between the noise input at different variables. Under a shift mechanism for the interventions described in more detail in ref. 35, the presence of feedback loops will not invalidate the output of hiddenICP (for details, see refs. 31 and 35). Some two-cycles can be seen to be selected by the method in Fig. 3. Of the 15 edges found by invariant prediction (with or without hidden variables), 12 have been previously reported in the literature. Each of the three previously unreported edges adds a reverse link to a previously reported edge. In general, one would expect feedback loops to be present in this system. However, there seems to be no consensus yet on the exact nature of these feedback loops. Therefore, we should consider what Sachs et al. (44) call the “consensus” network to be an incomplete description of a more complicated biological reality. SI Appendix, Table S1, gives a list of all of the edges that have been found by different causal discovery methods. Our estimated network in Fig. 3 also confirms quite well with the point estimate in ref. 35, which allows for interventions on the target variables but cannot produce confidence intervals and significance testing.

**Conclusions**

The recently developed ICP method (31) for causal inference is equipped with confidence bounds for inferential statements, without the need of prespecifying whether causal effects are identifiable or not. A notable feature of the approach is that with increased heterogeneity, in terms of more experimental settings, it automatically achieves better identifiability. The underlying invariance principle (invariance assumption) can be used if data from different experimental conditions (such as observational–interventional data) are available. We provide open-source software in the R language (36), which enables an easy use of the ICP method and comparing it to some other, well-known causal inference algorithms.

We validate the statistical ICP method for Saccharomyces cerevisiae. We consider new interventional gene deletion experiments that have not been used for training the method, and we also look at additional information from the SGD at yeastgenome.org and from TF binding based on ChiP-on-chip data. The validation itself has to be set up carefully to avoid validating spurious effects: we propose here the notion of an SIE. To increase the range of validation to other applications and datasets, we also considered flow cytometry data: the validation is on less rigorous grounds without hold-out intervention experiments and SIE, but it nevertheless allows to compare with existing results in the literature. The best validation is, in our opinion, successful prediction of the effects of previously unseen interventions, as demonstrated here for the ICP method and gene knockout data.
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