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Risk-taking can fuel innovation and growth, but it can also have devastating consequences for individuals and organizations. Here we examine whether risk-taking affords social-hierarchical benefits to risk-takers. Specifically, we investigate how risk-taking influences perceived dominance, prestige, and the willingness to endorse risk-takers’ leadership. Integrating insights from costly signaling theory and the dominance/prestige framework of social rank, we theorized that risk-taking increases leadership endorsement to the degree that it fuels perceptions of prestige, but decreases leadership endorsement to the degree that it fuels perceptions of dominance. However, we also hypothesized that risk-induced perceptions of dominance do translate into leadership endorsement in competitive (rather than cooperative) intergroup settings. We tested these hypotheses in four studies involving different samples, methods, and operationalizations. In Study 1, participants performed an implicit association test (IAT) that revealed that people associate risk with leader positions, and safety with follower positions. Study 2 was a longitudinal field survey conducted during the September 2019 Israeli elections, which showed that voters’ perceptions of politicians’ risk-taking propensities prior to the elections positively predicted perceived dominance and prestige as well as voting behavior during the elections. Finally, Studies 3 and 4 demonstrated that people are willing to support risk-takers as leaders in the context of competitive (as opposed to cooperative) intergroup situations, because perceived dominance positively predicts leadership endorsement in competitive (but not cooperative) intergroup settings. We discuss implications for understanding the social dynamics of organizational rank and the perpetuation of risky behavior in organizations, politics, and society at large.
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When facing decisions, people often have a choice between more or less risky courses of action. In organizations, risky decisions can catalyze growth and profitability, but they can also backfire, with potentially devastating consequences for individuals, organizations, and society at large. Examples of risky decisions abound in organizational settings. CEOs of multinationals invest in the acquisition of firms with uncertain prospects. Bankers develop financial products that put the global economy at risk. Companies introduce revolutionary new products before having completed the testing stage. Candidates running for leadership positions announce risky political or organizational reforms. Whereas the (financial) consequences of such risks for organizations and society often become manifest, their social ramifications tend to be less apparent.

Previous research has demonstrated that risk-taking is motivated not only by expected organizational outcomes (e.g., gaining a competitive edge, making profit, establishing growth; Stewart & Roth, 2001), but also by social considerations such as the desire to impress others (Ronay & von Hippel, 2010; Wilson & Daly, 1985). Implicit in such considerations is the anticipation that taking risks may bring about beneficial social consequences by enabling risk-takers to make a certain impression on others. However, the social consequences of risk-taking are surprisingly poorly understood. It remains unclear whether risk-taking engenders favorable or unfavorable responses and what the downstream consequences are for a person’s standing in the organization. It is important to enhance understanding of such dynamics, because observers’ perceptions of and responses to risk-takers may influence risk-takers’ future behavior and thereby shape organizational and societal outcomes. In particular, to the degree that risk-takers are endorsed and afforded influence by others, they will be more likely to engage in future risk-taking (Anderson & Galinsky, 2006).

The purpose of the present research is to illuminate the social consequences of risk-taking by examining whether risk-taking affords hierarchical benefits to risk-takers. Specifically, integrating insights from costly signaling theory and the dominance/prestige framework of social rank, we investigate how risk-taking shapes observers’ perceptions of risk-takers’ dominance and prestige, and their willingness to endorse risk-takers as leaders. We propose that risk-taking can have positive or negative consequences for
leadership endorsement, depending on how risk-takers are perceived by others. We develop the argument that, generally speaking, risk-taking increases leadership endorsement to the degree that it fuels perceptions of prestige, but decreases leadership endorsement to the degree that it fuels perceptions of dominance. However, we further propose that risk-induced perceptions of dominance do translate into leadership endorsement in competitive (rather than cooperative) intergroup settings, because intergroup competition increases preferences for dominant leaders. The theoretical model that guides our research is schematically depicted in Figure 1. Below we first conceptualize risk-taking and leadership endorsement and review suggestive evidence for positive and negative effects of risk-taking on leadership endorsement. Then we turn to developing our model and hypotheses, which we test in four studies.

Risk-Taking and Leadership Endorsement

Risks are typically conceptualized in terms of variation in the distribution of possible outcomes and/or in terms of potential harm (Fox & Tannenbaum, 2011; March & Shapira, 1987; Schonberg et al., 2011). Under the former approach (which is more common in economics), risk-taking is defined as a behavioral preference for greater rewards that are obtained with less certainty, compared to smaller rewards obtained with more certainty (Schonberg et al., 2011). Under the latter approach (which is more common in psychology), risk-taking is defined as a behavioral inclination toward actions that have a high probability of resulting in some form of harm or loss to the self or others (Fox & Tannenbaum, 2011). Common instances of risk-taking in organizational settings fit both conceptualizations in that risky organizational decisions or behaviors are likely to be inspired at least in part by the prospect of greater rewards but also entail the possibility of harm or loss.

There is a rich tradition of research on risk-taking in psychology, sociology, economics, and organizational behavior. However, this literature has been concerned primarily with the antecedents of risky behavior rather than with its consequences. For instance, research focusing on individual-level antecedents has identified personality traits (Zuckerman & Kuhlman, 2000), demographic factors (Byrnes et al., 1999; Steinberg, 2008), and neural substrates (Kuhnen & Knutson, 2001; Knutson & Knutson, 2005; Steinberg, 2008) associated with risky behavior. Research focusing on social antecedents indicates that risk-taking increases when individuals are in the presence of peers rather than alone (Gardner & Steinberg, 2005; Steinberg, 2008; Wilson & Daly, 1985), when they feel socially excluded (Peake et al., 2013), and when mating goals are activated (Ronay & von Hippel, 2010). In keeping with conventional wisdom, these findings suggest that one reason why people engage in risky behavior is to impress others and stand out in social groups (McClelland & Watson, 1973). More specifically, it has been proposed that people take risks to enhance their social rank in the face of competition (Wilson & Daly, 1985). Risk-taking may thus be motivated by a desire to enhance one’s social standing, but it is unclear whether and how risk-taking actually contributes to or undermines rank ascension.

Social hierarchies tend not to be stable or fixed; they are subject to change (Anderson & Brion, 2014; Keltner et al., 2008). Individuals ascend in social hierarchies through a reciprocal process of leadership claiming and granting (DeRue & Ashford, 2010). Thus, in democratic systems, whether organizational or political, a person’s ability to attain a leadership position hinges on the support of other individuals, that is, the degree to which others endorse the focal person’s leadership. Following previous research, we define leadership endorsement as the degree to which (prospective) followers are willing to grant leadership to a current or future leader (Platow & van Knippenberg, 2001; Ullrich et al., 2009). Leadership endorsement can entail active behaviors aimed at supporting a person’s claim to a leadership position (e.g., through voting) as well as favorable evaluations of a person’s suitability for and/or performance in a leadership position (DeRue & Ashford, 2010; Platow & van Knippenberg, 2001). Questions surrounding leadership endorsement are central to organizational psychology and management (Lord et al., 2017), featuring prominently in research on, among other things, leader emergence, implicit leadership theories, leader member exchange, and the social identity approach to leadership (e.g., Epitropaki & Martin, 2005; Foti & Hauenstein,
2007; Kalish & Luria, 2016; Platow & Van Knippenberg, 2001; Ulrich et al., 2009). Although related, leadership endorsement is distinct from leader emergence, which refers to whether a person actually gravitates to a leadership position. In democratic systems, leadership endorsement is a precursor to, and often a prerequisite of, leader emergence.

A growing body of research indicates that leadership endorsement and the concomitant attainment of authority positions are predicted not only by stable characteristics such as capabilities (Judge et al., 2004), personality traits (Judge et al., 2002; Lord et al., 1986), or demographic characteristics (Berger et al., 1972), but also by fleeting behaviors that influence how actors are perceived by others, such as helping and cooperation (Flynn et al., 2006; Hardy & Van Vugt, 2006), prosocial norm violations (Van Kleef et al., 2012), proactivity (Kilduff & Galinsky, 2013; Magee, 2009), third party punishment (Gordon et al., 2014), and artistic deviance (Stamkou et al., 2018). In light of the malleability of hierarchies and the pivotal role of social perceptions in determining people’s positions within such hierarchies, it is conceivable that leadership endorsement is shaped by social perceptions engendered by risky behaviors. Given that high-ranking organization members such as leaders can, by definition, exert considerable influence on organizational processes and outcomes, it is important to understand whether and how risk-taking shapes leadership endorsement. However, to the best of our knowledge, no previous studies have examined this question, and suggestive evidence from adjacent domains is inconclusive.

On the one hand, there are reasons to believe that taking risks increases leadership endorsement. Cross-cultural research has documented that taking risks for the greater good is seen as a hallmark of effective leadership in Western societies (Chhokar et al., 2007; House et al., 2004, 2013; Stamkou et al., 2019). Along similar lines, Anderson and Galinsky (2006) speculated that taking risks can increase a person’s power because of the message it conveys to others, namely that one can afford to take risks by virtue of one’s position. Suggestive empirical evidence comes from research on norm violations. Violating norms can be seen as risky in that it may bring about negative repercussions in the form of (social) sanctions, and indeed the propensity to take risks is correlated with the propensity to violate norms (Morrison, 2006). Research has shown that people who violate norms are perceived by others as having power (Van Kleef et al., 2011) and status (Bellezza et al., 2014) and as being potentially suitable for a leadership position (Stamkou et al., 2016; Van Kleef et al., 2012). These considerations suggest that risk-taking can boost leadership endorsement.

On the other hand, there are reasons to believe that taking risks decreases leadership endorsement. Even though risks can bring great benefits and may in certain settings be necessary for creativity, innovation, and progress (Dewett, 2004; Latham & Braun, 2009; Stamkou et al., 2018), inherent in risky organizational decisions and behaviors is the possibility that the risk yields a negative outcome for the organization. Indeed, many organizations employ a variety of risk-reduction strategies to discourage risk-taking and/or curtail its possible negative consequences (Pidgeon, 1991; Power, 2004). To the degree that risk-taking is deemed undesirable, organization members with a propensity toward risk-taking may be considered unfit for a leadership role (Overbeck & Park, 2001). These considerations suggest that risk-taking undermines leadership endorsement.

In short, various theoretical arguments and empirical findings suggest that risk-taking may have repercussions for leadership endorsement, but the nature of this relationship is not evident: It is conceivable that risk-taking enhances leadership endorsement, but it is also possible that risk-taking reduces leadership endorsement. At this point the existing literature offers no means of arbitrating between these alternative predictions. Thus, we advance the following competing hypotheses:

**Hypothesis 1a:** Individuals who are more inclined to take risks are more likely to be endorsed as leaders than individuals who are less inclined to take risks.

**Hypothesis 1b:** Individuals who are more inclined to take risks are less likely to be endorsed as leaders than individuals who are less inclined to take risks.

These competing predictions present an intriguing puzzle that is as of yet unresolved. We argue that solving this puzzle requires deeper insight into underlying processes and situational contingencies that govern the relationship between risk-taking and leadership endorsement. In what follows, we draw on costly signaling theory and the dominance/prestige framework of social rank to derive predictions about how (i.e., via which mechanisms) and when (i.e., under which circumstances) risk-taking influences leadership endorsement.

### Risk-Taking as a Costly Signal

The first step in our analysis is informed by costly signaling theory (Zahavi, 1995). This theoretical framework, which has dual roots in evolutionary biology and economics, holds that any action that is potentially costly for the actor signals an underlying quality, that is, a characteristic that is relevant to observers but that is difficult or impossible to observe directly (e.g., qualities as a competitor or ally; Bliege Bird et al., 2001). For instance, conspicuous lavish contributions to public goods function as signals of the contributor’s dedication to providing the public good (Gintis et al., 2001), and the reputational benefits of such signals may translate into enhanced standing in the group (Van Vugt & Hardy, 2010). As another example, altruistic (and costly) punishment of norm violators may signal the punisher’s cooperative allegiance to the group (Nelissen, 2008) and/or serve as an advertisement for the punisher’s formidability (Gordon et al., 2014), because only those who can withstand possible backlash are likely to engage in such confrontational behavior (Sell et al., 2009).

Although most research on costly signaling in humans has focused on behaviors that directly benefit other individuals (e.g., altruistic punishment, contributions to a public good), the general notion that costly behaviors signal underlying qualities—and may thereby influence social perceptions—is pertinent to the present research. This is because risk-taking, by definition, is potentially costly. The logical implication is that risky behaviors can act as costly signals of underlying qualities. Connecting this fundamental notion to the current research question, we propose that risk-taking signals underlying qualities that are pertinent to an individual’s capacity to ascend to a leadership position.

Two qualities that are particularly relevant to the upward navigation of social hierarchies—to the degree that they are successfully
signaled and perceived—are dominance and prestige (Henrich & Gil-White, 2001). These characteristics exhibit conceptual overlap with the two broad classes of qualities implicated in the aforementioned research on human costly signaling, which revolve around the capacity to withstand backlash on the one hand, and the capacity to provide value to the group on the other hand. We therefore draw on theorizing and research on dominance and prestige to illuminate social perceptions and endorsement of risk-takers as leaders.

The Dominance/Prestige Framework of Social Rank

The dominance/prestige framework of social rank posits that social hierarchies arise from two overarching systems of rank allocation: dominance and prestige (Henrich & Gil-White, 2001). Dominance and prestige can be seen as distinct “strategies” for attaining positions of high rank in groups and organizations (Cheng et al., 2013). A typical dominance strategy involves assertiveness, coercion, intimidation, and the use of punishment and reward to gain rank and influence, whereas a typical prestige strategy involves the display of skills, abilities, and knowledge valued by the group to garner respect and, ultimately, freely conferred rank and influence (Cheng, 2020; Maner & Case, 2016). Empirical studies have demonstrated that dominance and prestige are distinct and viable pathways to attaining influential positions in social hierarchies (Cheng et al., 2013; Kakkar & Sivanathan, 2017), although there has been some debate about the relative prevalence and effectiveness of the two strategies (Anderson & Kilduff, 2009a).

An early meta-analysis identified trait dominance as a predictor of leadership emergence in groups (Lord et al., 1986). More recent studies have further linked dominance with the acquisition of power and leadership in groups and organizations (e.g., Cheng et al., 2013; de Waal-Andrews et al., 2015; Halevy et al., 2012). In a related vein, morphological features indicative of physical dominance and formidability, such as height and strength, have been associated with leadership and influence (Judge & Cable, 2004; Stulp et al., 2013). However, other studies yielded no evidence for the effectiveness of dominance as a strategy for gaining influence (Driskell et al., 1993; Lukaszewski et al., 2016; Ridgeway, 1987), perhaps because people try to avoid autocratic leaders (Van Vugt et al., 2004). Based on such findings, some scholars concluded that dominance is not a feasible rank-attainment strategy among humans (Anderson & Kilduff, 2009a). Currently, the emerging consensus in the literature is that dominant individuals may forcefully claim higher rank in organizations, but are rarely voluntarily supported as leaders because people have an aversion to dominance (Cheng, 2020). There is evidence, however, that preferences for dominant individuals as leaders can shift as a function of the social-organizational context, with dominant individuals receiving greater endorsement as allies or leaders in the face of intergroup competition rather than cooperation (De Dreu et al., 2012; Spisak, Dekker, et al., 2012).

Other work speaks to the effectiveness of prestige as a strategy for gaining rank and influence. In a range of studies, proximal prestige-related characteristics such as intelligence, competence, and expertise, and more distal yet associated characteristics such as group commitment and prosociality predict perceptions of rank and leadership as well as actual influence on group decisions (Anderson & Kilduff, 2009b; Bottger, 1984; Driskell et al., 1993; Lord et al., 1986; Ridgeway, 1987; Van Kleef et al., 2012; Willer, 2009). These studies indicate that people can attain higher rank by displaying competence and expertise (Berger et al., 1972; Cheng et al., 2013; Judge et al., 2004), thus gaining freely conferred influence by amassing prestige (Henrich & Gil-White, 2001). Indeed, a recent review supports the conclusion that prestige is a positive predictor of leadership endorsement (Cheng, 2020).

In sum, there is evidence that dominance and prestige play distinct roles in the navigation of social rank (Cheng et al., 2013; Halevy et al., 2012; Henrich & Gil-White, 2001; Kakkar & Sivanathan, 2017; Maner & Case, 2016), with findings converging to suggest that dominance is generally negatively related to leadership endorsement whereas prestige is generally positively related to leadership endorsement. Importantly, however, the effects of dominance on leadership endorsement depend on the social-organizational context (de Waal-Andrews et al., 2015), such as whether the circumstances call for a cooperative or a competitive approach (De Dreu et al., 2012; Spisak, Dekker, et al., 2012). The next question then is how risk-taking shapes perceptions of dominance and prestige and ensuing leadership endorsement.

How Risk-Taking Shapes Dominance, Prestige, and Leadership Endorsement

Integrating insights from costly signaling theory and the dominance/prestige framework, we propose that the limited understanding of how risk-taking shapes leadership endorsement can be enhanced by investigating how risk-taking influences perceptions of dominance versus prestige, and considering when such perceptions translate into (lack of) support for a person’s leadership. Theoretical arguments and suggestive evidence provide a basis for hypotheses about the effects of risk-taking on both dominance and prestige.

Risk-Taking Signals Dominance

Risky behaviors can entail negative consequences that not all people are equally capable of bearing. Besides the possibility of risks translating in financial loss or organizational unviability (Bromiley, 1991), risk-takers may face pushback from fellow organization members for threatening organizational continuity. People who take risks therefore signal that they are willing and able to withstand such confrontations. Given that the capacity to prevail in confrontations is a characteristic of dominant individuals (Fessler et al., 2014), organization members who take risks may be perceived by others as dominant. Suggestive evidence for this argument comes from research showing that individuals who engage in altruistic punishment are perceived as dominant, because people assume that only dominant individuals can bear the costs of potential backlash (Gordon et al., 2014). Thus, by virtue of the fact that risk-taking entails the possibility of negative repercussions that dominant individuals are more capable of bearing, risk-taking may fuel perceptions of dominance. Thus, we propose:

Hypothesis 2: Individuals who are more inclined to take risks are perceived by others as more dominant than individuals who are less inclined to take risks.

Risk-Taking Signals Prestige

To the degree that (successfully) enacting risky behaviors or decisions hinges on competence and skill, observes may attribute
compete and skill to risk-takers. Such attributes would in turn increase risk-takers’ prestige (Cheng et al., 2013; Maner & Case, 2016). According to the dominance/prestige framework, prestige evolved as a mechanism for identifying—and conferring rank and influence to—individuals who make valuable contributions to the group (Henrich & Gil-White, 2001). This implies that in organizational contexts, where risk-taking may be vital for innovation and growth (Latham & Braun, 2009), taking risks may be a means to accrue prestige. Indeed, in some organizations the willingness to accept and take risks is an inherent factor in employees’ promotability to higher-level roles (Hayton, 2005). For instance, in organizations with an entrepreneurial orientation, the willingness to take risks is seen as an asset, because innovating and staying ahead of the curve often require a degree of risk-taking (Miller, 1983; Stewart & Roth, 2001). Accordingly, entrepreneurial organizations tend to require comparatively greater risk acceptance from their employees, and risk-taking may also be incentivized via financial compensation or upward mobility (Balkin et al., 2000). Individuals who are prone to take risks may therefore be more likely than their risk-averse counterparts to be perceived as possessing pertinent qualifications, thus allowing them to amass greater prestige. This leads us to propose:

Hypothesis 3: Individuals who are more inclined to take risks are perceived by others as more prestigious than individuals who are less inclined to take risks.

Together, these hypothesized effects of risk-taking on perceived dominance and prestige create tension, because dominance generally decreases leadership endorsement whereas prestige increases it (Cheng, 2020). Thus, risk-taking may simultaneously increase leadership endorsement via perceived prestige and decrease leadership endorsement via perceived dominance (hence our competing Hypotheses 1a/b). We propose that this tension can be resolved by considering how the social-organizational context influences the relative adaptiveness of dominance and prestige. Given that prestige is a rather consistent positive predictor of leadership endorsement whereas dominance more often undermines leadership endorsement (Anderson & Kilduff, 2009a; Cheng, 2020), we focus our analysis on a situational factor that can be expected to shape the appeal of dominant leaders: the degree to which the broader organizational context calls for cooperation versus competition.

Evolutionary accounts of leadership and social hierarchy maintain that various forms of leadership and followership have evolved to address problems of coordination, cooperation, and conflict (Keltner et al., 2008; Van Vugt et al., 2008). The biosocial contingency model of leadership, in particular, suggests that cooperative versus competitive intergroup situations prime different leadership prototypes (see Schyns & Meindl, 2005), and that group members who more clearly embody these prototypes are more likely to be endorsed as leaders (Spisak, Homan, et al., 2012). According to this perspective, the type of leadership that is required and preferred varies with the demands of the situation (Van Vugt & Grabo, 2015), with cooperative relationships calling for leadership styles that emphasize “soft” qualities such as empathy, altruism, and concern for others, and competitive relationships (particularly with outgroups such as rivaling organizations) calling for leadership styles that emphasize “tough” qualities associated with dominance (De Dreu et al., 2012; Spisak, Dekker, et al., 2012). This suggests that any effects of risk-taking on perceptions of dominance should translate into leadership endorsement only or especially in the context of intergroup competition (as compared to cooperation). This is because having a dominant leader is particularly adaptive in the face of intergroup competition, where a leader’s dominance may increase the likelihood of one’s own group or organization prevailing over others. We therefore propose:

Hypothesis 4: Perceptions of dominance engendered by risk-taking elicit more leadership endorsement in the context of intergroup competition rather than cooperation.

Overview of the Present Studies

Our theoretical model and hypotheses are graphically depicted in Figure 1. We tested these hypotheses in four studies, which involved different methods and procedures. In Study 1, we used an implicit association test (IAT) to gain initial insight into people’s associations between risk-taking and leadership. In Study 2, we conducted a longitudinal field study to examine how voters’ perceptions of political candidates’ risk-taking propensities prior to national political elections influence perceptions of candidates’ dominance and prestige, voting intentions, and voting behavior during the elections. In Study 3, we used an experimental approach to examine causal effects of risk-taking on dominance, prestige, and leadership endorsement. Moreover, based on the idea that dominance is most adaptive in competitive intergroup settings, we investigated whether the relationship between risk-taking and leadership endorsement is modulated by the cooperative versus competitive nature of the organizational context, and we examined the mediating role of dominance and prestige. Finally, in Study 4 we used the same experimental approach as in Study 3 to examine whether the observed effects generalize from male to female risk-takers. All studies were conducted in accordance with APA regulations, and approved by the IRB of the Department of Psychology of the University of Amsterdam [IRB protocol numbers: 2014-SP-3552 (Study 1), 2019-SP-11152 (Study 2); 2016-SP-7167 (Study 3), and 2019-SP-11172 (Study 4)]. Sample sizes were determined prior to each study, and no statistical analyses were performed until all data were in. In cases where observations were dropped from the sample this is explicitly noted, and alternative analyses including these observations are reported in the online supplement to this paper.

Study 1

As a preliminary step in our empirical analysis, we examined general associations people hold between risk-taking and leader versus follower roles. An established procedure for uncovering such associations is the implicit association test (IAT), which assesses the strength of associations between different categories (Greenwald et al., 1998). In an IAT, category labels are displayed on either side of the computer screen (see Figure 2). Participants are asked to categorize target words in the middle of the screen as belonging either to the categories on the left side or to the categories on the right side as quickly and accurately as possible. A strong association between two of the categories (e.g., risk and leadership) results in
reduced reaction times and fewer errors when the categories are presented on the same side of the screen (as in the left panel of Figure 2) rather than on different sides (as in the right panel of Figure 2). Although the IAT is best known for its use in research on implicit prejudice and other valenced associations, it can be used to study any type of implicit association, including associations with leadership (Gündemir et al., 2014). Here we used the IAT to examine implicit associations between risk-taking and leadership.

Method

Participants

A total of 140 participants enrolled in the study for course credit or monetary compensation (2.50EUR, approx. 2.75USD). The vast majority of participants (n = 133) were undergraduate students from the University of Amsterdam, where the study was conducted. Four participants were excluded from the sample prior to the analyses (three of them were intoxicated and one was not a native speaker of Dutch, which is the language in which the study was administered). The final sample thus consisted of 136 participants (93 women, 43 men, M age = 22.46, range 18–47).

Stimuli

We used five words typically associated with leadership roles (boss, supervisor, executive, authority, and leader) and five words typically associated with follower roles (helper, assistant, subordinate, aid, and follower), which have been successfully used in prior IAT studies (Gündemir et al., 2014; also see Rudman & Kilinski, 2000).

Because we could not locate any previous IAT studies on risk-taking, we conducted a pilot study to inform our selection of risk-related words. Nineteen undergraduate students indicated the extent to which they felt that each of 16 risk-related words and each of 16 safety-related words retrieved from an online thesaurus is central to risk-taking and safety, respectively (1 = strongly disagree, 7 = strongly agree). Next, participants were asked to rank-order the five items that they saw as most central to the two categories. Based on participants’ average ratings and rankings, we selected five words to represent risk (risky, hazardous, daring, dangerous, and reckless) and five words to represent safety (sure, safe, careful, thoughtful, and cautious).

Procedure

The experiment was administered on computers in the university laboratory, where participants were seated in individual cubicles. The IAT was adapted from Gündemir et al. (2014), using guidelines specified by Greenwald et al. (1998, 2003). The IAT consisted of seven blocks (see Table 1), in each of which participants were asked to categorize stimulus words in the left or right categories (see Figure 2) by pressing the Q or P key on the computer keyboard. In Block 1 (20 practice trials), participants were instructed to categorize risk- and safety-related words. In Block 2 (20 practice trials), participants similarly categorized leader roles and follower roles. In Blocks 3 (20 test trials) and 4 (40 test trials), the risk- and safety-related adjectives and the leader and follower roles were combined.

Table 1

Overview of the Seven Blocks of the Implicit Association Test (IAT) Employed in Study 1

<table>
<thead>
<tr>
<th>Block</th>
<th>No. of Trials</th>
<th>Function</th>
<th>Discrimination</th>
<th>Items assigned to left key response (“Q”)</th>
<th>Items assigned to right key response (“P”)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>Practice</td>
<td>Risk versus safety</td>
<td>Risk</td>
<td>Safety</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>Practice</td>
<td>Leader versus follower role</td>
<td>Leader role</td>
<td>Follower role</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>Test</td>
<td>Combined</td>
<td>Risk + leader role</td>
<td>Safety + follower role</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>Test</td>
<td>Combined</td>
<td>Risk + leader role</td>
<td>Safety + leader role</td>
</tr>
<tr>
<td>5</td>
<td>40</td>
<td>Practice</td>
<td>Risk versus safety (reversed)</td>
<td>Safety</td>
<td>Risk</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>Test</td>
<td>Combined (reversed)</td>
<td>Safety + leader role</td>
<td>Risk + follower role</td>
</tr>
<tr>
<td>7</td>
<td>40</td>
<td>Test</td>
<td>Combined (reversed)</td>
<td>Safety + leader role</td>
<td>Risk + follower role</td>
</tr>
</tbody>
</table>

Note. Left (Q) and right (P) key assignment and the order of Blocks 3 and 4 and Blocks 6 and 7 were counterbalanced.
Participants were asked to press Q when a target word belonged to either the category risk or the category leader, and to press P when a stimulus word belonged to either the category safety or the category follower. Key responses in these blocks were combined such that the categories risk and leader shared one key, and the categories safety and follower shared the other key. In Block 5 (20 reversed practice trials), participants again discriminated between risk- and safety-related words, but now the key assignments were reversed (Q for safety and P for risk). In Blocks 6 (20 reversed combined test trials) and 7 (40 reversed combined test trials), all four categories were again combined (cf. Blocks 3 and 4), but now the categories were combined in the opposite way. That is, participants pressed Q to indicate that a stimulus word belonged to either the category safety or the category leader, and they pressed P if it belonged to either the category risk or the category follower. Left (Q) and right (P) key assignment as well as the order of Blocks 3/4 and Blocks 6/7 was counterbalanced.

Results

IAT scores were calculated using the improved D600 scoring algorithm developed by Greenwald et al. (2003). Thus, after treatment of extreme values, the difference of mean response times for leader/risk and follower/safety versus leader/safety and follower/risk trials was computed by subtracting the average response time on Block 3 from the average response time on Block 6, and subtracting the average response time on Block 4 from the average response time on Block 7 (see Table 1). Each difference was divided by its pooled standard deviation as calculated based on the response times after deletion of extreme scores, but before imputation of incorrect trials. The average of these two indices constitutes the individual IAT score, D. Positive values of D indicate stronger associations between leader roles and risk and follower roles and safety relative to leader roles and safety and follower roles and risk, whereas negative values indicate the opposite pattern. We observed a significant positive IAT score, \( D = 0.37, 95\% \text{ CI} [0.27, 0.48], n(135) = 6.94, p < .001 \). This shows that participants held stronger implicit associations between risk and leader roles and between safety and follower roles than between risk and follower roles.

Discussion

The data of this first study indicate that individuals harbor implicit associations between risk and leader roles, and between safety and follower roles. The results thus provide initial evidence of a relationship between risk-taking and leadership, lending suggestive support to Hypothesis 1a rather than Hypothesis 1b. However, the implicit associations uncovered here do not allow for conclusions about whether and when individuals may be willing to endorse risk-seeking or risk-avoiding individuals as leaders. If people generally associate risk-taking with leadership, as the data indicate, then it is conceivable that risk-takers are endorsed as leaders in real-life situations, but clearly this assumption begs empirical substantiation. Furthermore, the data of Study 1 do not speak to perceptions of dominance and prestige, which we contend are central to understanding when and why risk-takers are afforded leadership. Finally, these data do not allow for directional conclusions; they merely demonstrate associations between risk-taking and leadership. We addressed these issues in Studies 2 to 4.

Study 2

The primary goal of Study 2 was to examine whether risk-takers are more (Hypothesis 1a) or less (Hypothesis 1b) likely to be endorsed as leaders in real life. A secondary goal of Study 2 was to gain insight into the effects of risk-taking on perceived dominance (Hypothesis 2) and prestige (Hypothesis 3). To accomplish these goals, we conducted a field study in the context of the September 2019 Israeli political elections, in which we measured voters’ perceptions of the various candidates’ risk-taking propensities, dominance, prestige, and voting behavior.

Method

Participants and Design

A total of 375 adult Israeli citizens who had voted in the previous elections (held in April 2019) were recruited from the Israeli Internet Panel (iPanel), which comprises individuals from across the full spectrum of political orientations. Those who did not pass an attention check (see below) were excluded from the sample prior to the analyses, leaving a sample of 270 respondents (126 women, 144 men, \( M_{\text{age}} = 44.56, \text{ range } 18–71 \)). We collected data at two time points. At Time 1 (prior to the elections), we measured perceived risk-taking, dominance, prestige, and voting intentions; at Time 2 (after the elections), we assessed whom respondents had voted for, which yielded usable data for 198 (73.3%) of the original 270 participants (three additional participants voted for a candidate we did not collect data for at Time 1).

Materials and Procedure

At T1, 3 weeks before the elections, participants completed an online survey in which they answered questions about each of the nine leaders of the parties that were most likely to pass the percentage threshold and to form the next Israeli Parliament, which were presented in random order. Next, participants provided demographic information and indicated their political orientation. At T2, the day after the elections, we contacted participants again and asked who they had voted for. We sent participants reminders, if needed, before closing the survey 2 weeks after the elections.

T1 Survey

Measuring Risk-Taking

We measured respondents’ perceptions of the political candidates’ risk-taking propensities using two questions adapted from Meertens and Lion (2008) risk propensity scale: “To what degree does [name of candidate], the leader of [name of party], tend to take risks/avoid taking risks” (0 = not at all to 100 = very much). The candidate-level correlation between these two items (the second being reverse-scored) ranged from .11 to .65, with a mean of \( r = .43 \).

Measuring Perceived Dominance and Prestige

Perceived dominance and prestige were measured using validated scales developed by Cheng and colleagues (2010; peer-report versions). The dominance scale consisted of eight items (e.g., “She is willing to use aggressive tactics to get his/her way,” “She
does not have a forceful or dominant personality [reverse-scored],” “Others know it is better to let him/her have his/her way,” “Some people are afraid of him/her”). Candidate-level alphas ranged from .86 to .91 (mean $\alpha = .89$).

The prestige scale consisted of nine items (e.g., “Members of his/her group respect and admire him/her,” “Members of his/her group do not want to be like him/her” [reverse-scored]. “S/he is held in high esteem by members of the group,” “His/her unique talents and abilities are recognized by others”). Participants responded to the items on 7-point scales ($1 = not at all to 7 = very much$). Candidate-level alphas ranged from .84 to .90 (mean $\alpha = .86$). For the full scales, see Cheng et al. (2010).

**Measuring Intended Leadership Endorsement (Voting Intentions)**

We measured the extent to which participants would be willing to vote for the candidate with two questions. “What is the likelihood that you will vote for the party that [candidate name] is leading” and “what is the likelihood that you will vote for [name of party]” (0 = not at all to 100 = very much). Correlations between the two items ranged from .83 to .91 (mean $r = .89$). We did not aggregate these measures because they were modeled directly using a mixed-effect model (see below).

**Control Variables**

In addition to gender and age, we collected data on respondents’ education level and social-economic status. We also measured respondents’ perceptions of the candidates’ extraversion (Gosling et al., 2003) to rule out that any effects of risk-taking would be driven by perceived extraversion rather than risk-taking per se. Controlling for these factors in the analyses did not change the results and conclusions (details of analyses with the controls are presented in the supplementary materials).

**Attention Check**

Toward the end of the survey, we included an attention check. Respondents read: “Research in psychology and decision making shows that when making decisions and answering questions, people prefer not to pay attention and minimize their effort. Some research shows that over 50% of people do not read questions carefully. If you are reading this question and have read all the other questions, select the ‘other’ checkbox and type ‘2nd chance election’ in the box below. Thank you for your participation and for taking the time to read the questions carefully!” Participants were then asked what they though the study was about, and could choose among the following options: (a) leadership and politics, (b) personality and voting patterns, (c) risk-taking and political positions, and (d) other, namely… (where they could write the requested response).

**T2 Survey**

**Measuring Actual Leadership Endorsement (Voting Behavior)**

One day after the elections, respondents were asked to indicate which party they voted for, which constituted our measure of actual leadership endorsement for the respective party leaders.

**Results**

**Analytical Approach**

Unless stated otherwise, we used (generalized) mixed-effect models to analyze the T1 data to account for the nested structure of the data, using crossed random intercepts for candidates (9 levels) and participants (270 levels), and random per-participant slopes for the explanatory variables. To be able to test the significance of the fixed effects, we calculated $p$ values using Satterthwaite’s $df$ correction, which adjusts the denominator degrees of freedom associated with the fixed effects for the estimation of random effects. This procedure yields close-to-nominal Type 1 error rates, and is the default correction applied by the lmerTest package for R (version 3.1.0; Kuznetsova et al., 2017).

**Descriptive Statistics**

Means and standard deviations of the study variables per candidate are reported in Table 2. Correlations (ranges and averages across candidates) are shown in Table 3.

<table>
<thead>
<tr>
<th>Candidate</th>
<th>Risk-taking</th>
<th>Dominance</th>
<th>Prestige</th>
<th>Voting intention</th>
<th>Actual voting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$M$</td>
<td>$SD$</td>
<td>$M$</td>
<td>$SD$</td>
<td>$M$</td>
</tr>
<tr>
<td>Netanyahu</td>
<td>55.65</td>
<td>29.09</td>
<td>5.64</td>
<td>1.32</td>
<td>5.27</td>
</tr>
<tr>
<td>Deri</td>
<td>60.50</td>
<td>26.61</td>
<td>5.33</td>
<td>1.32</td>
<td>4.14</td>
</tr>
<tr>
<td>Gantz</td>
<td>47.29</td>
<td>27.40</td>
<td>3.58</td>
<td>1.32</td>
<td>4.41</td>
</tr>
<tr>
<td>Horowitz</td>
<td>47.81</td>
<td>20.50</td>
<td>3.53</td>
<td>1.20</td>
<td>3.80</td>
</tr>
<tr>
<td>Lieberman</td>
<td>69.66</td>
<td>26.78</td>
<td>5.58</td>
<td>1.23</td>
<td>3.84</td>
</tr>
<tr>
<td>Litzman</td>
<td>49.30</td>
<td>26.05</td>
<td>4.58</td>
<td>1.47</td>
<td>4.14</td>
</tr>
<tr>
<td>Odel</td>
<td>51.18</td>
<td>26.01</td>
<td>4.44</td>
<td>1.23</td>
<td>3.37</td>
</tr>
<tr>
<td>Peretz</td>
<td>52.17</td>
<td>23.13</td>
<td>3.74</td>
<td>1.21</td>
<td>4.07</td>
</tr>
<tr>
<td>Shaked</td>
<td>67.11</td>
<td>21.24</td>
<td>4.23</td>
<td>1.37</td>
<td>4.97</td>
</tr>
</tbody>
</table>

*Note.* The mean of actual voting is the proportion of participants voting for this candidate. The accompanying $SD$ should be ignored as it is meaningless given the binary nature of the variable.
**Intended Leadership Endorsement (Voting Intentions)**

Voting intentions followed a non-normal distribution that could not be corrected using a transformation. Specifically, we observed many zeroes, and an almost uniform distribution above zero. We therefore used a mixed-effect logistic model, and modeled the two voting intention items directly as observations nested under participants. In essence, the logistic model estimates probability of “successes”, in this case intending to vote for a candidate. This approach was preferred over alternatives such as dichotomizing voting intentions or creating a four-level ordinal variable, because it retains all the variance in the original data without necessitating any arbitrary cut-offs (analyses using these alternative approaches yielded the same conclusions). The model parameters are reported as odds ratios (ORs), indicating the change in likelihood of intending to vote for a candidate depending on 1-unit changes in the (z-transformed) explanatory variables. ORs > 1 reflect an increase, and ORs between 0 and 1 a decrease in likelihood of voting for a candidate. The logistic mixed-effect model revealed a positive association between perceived risk-taking and voting intentions. A 1 SD increase in a candidate’s perceived risk-taking predicted an increased likelihood of intending to vote for that candidate of OR = 1.34, Wald’s z = 2.82, p = .005. Thus, these findings completely mirror the results for voting intentions described above, favoring Hypothesis 1a over Hypothesis 1b.

**Dominance and Prestige**

In line with Hypothesis 2, a linear mixed-effect model showed a positive association between candidates’ perceived risk-taking and dominance, β = 0.17, t(286.63) = 6.41, p < .001. In line with Hypothesis 3, a separate linear mixed-effect model showed a positive association between candidates’ perceived risk-taking and prestige, β = 0.16, t(269.67) = 5.84, p < .001.

**Mediation Analysis**

The mlogit model is not suitable for testing mediation. This means that we could not test mediated effects of risk-taking on leadership endorsement via dominance and prestige using voting behavior. We therefore tested mediation using voting intentions, while acknowledging that the cross-sectional nature of these data precludes conclusions about causality. We obtained confidence intervals for the indirect effects using parametric bootstrapping (25,000 resamples), conditional on the random effects, which is the recommended approach for generalized (in this case: logistic) mixed-effect linear models (Bates et al., 2014). To avoid convergence issues, we reduced model complexity by not including any random slopes while bootstrapping.¹

The results of this analysis are displayed in Figure 3. We found evidence for indirect paths from risk-taking to voting intentions via both dominance and prestige. Specifically, we found that risk-taking simultaneously decreased the likelihood of intending to vote for a candidate by increasing dominance perceptions (indirect OR = 0.83, 95% CI 0.80 to 0.87), and increased the likelihood of intending to vote for a candidate by increasing prestige perceptions (indirect OR = 1.27, 95% CI 1.21 to 1.34)

**Discussion**

Study 2 replicated and extended the findings of Study 1 in several ways. First, we obtained converging evidence for a positive association between risk-taking and leadership in a meaningful real-life

---

¹ We also modeled voting intentions with fully correlated random per-participant slopes. The coefficient estimates for risk-taking (OR = 1.64), dominance (OR = 0.27), and prestige (OR = 6.39) are identical in direction and similar in magnitude to those obtained from the model without random slopes.

**Table 3**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk-taking</td>
<td>0.17 [−0.08, 0.34]</td>
<td>−0.14 [−0.26, −0.03]</td>
<td>0.36 [0.18, 0.49]</td>
<td>0.53 [0.35, 0.70]</td>
</tr>
<tr>
<td>Dominance</td>
<td>0.18 [−0.00, 0.36]</td>
<td>−0.30 [−0.51, −0.15]</td>
<td>0.18 [0.04, 0.28]</td>
<td></td>
</tr>
<tr>
<td>Prestige</td>
<td>0.12 [−0.04, 0.25]</td>
<td>−0.17 [−0.30, −0.10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voting intention</td>
<td>0.05 [−0.11, 0.13]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual voting</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. Correlations involving actual voting were calculated for eight candidates, because candidate Odeh was never voted for by our sample, eliminating the variance necessary for calculating correlations.
setting—national political elections—providing additional support for Hypothesis 1a rather than Hypothesis 1b. Importantly, moving beyond the cross-sectional associations observed in Study 1, we demonstrated that political candidates’ perceived risk-taking propensities prior to political elections predicted votes for those candidates during the elections, thus providing evidence that risk-taking can promote leadership endorsement. Finally, we obtained initial evidence for the hypothesized roles of dominance and prestige: In line with our predictions, risk-taking was positively associated with perceptions of both dominance (supporting Hypothesis 2)—which decreased voting intentions—and prestige (supporting Hypothesis 3)—which increased voting intentions. These results illustrate the anticipated tension in the effects of risk-taking on leadership endorsement via dominance versus prestige. Still, this study has its limitations. First, although the longitudinal design allowed us to rule out reverse causality (i.e., leadership endorsement at T2 cannot predict perceived risk-taking at T1), the current data do not allow for firm causal conclusions because the operation of unmeasured third variables cannot be excluded. Second, due to length restrictions we used a rather short (two-item) measure of risk-taking propensity. Third, we did not measure respondents perceptions of the election context; hence we have no insight in how respondents interpreted the situation in terms of cooperation versus competition. To address these limitations, we adopted an experimental approach in Studies 3 and 4.

Study 3

The results of Study 2 indicate that risk-taking can increase both dominance and prestige. Our theoretical model (Figure 1) holds that prestige generally increases leadership endorsement whereas dominance generally decreases it, because people tend to be reluctant to endorse dominant individuals as leaders (Łukaszewski et al., 2016). This means that the effects of risk-taking on dominance and prestige work against each other in shaping leadership endorsement, as evidenced by the mediation analysis of Study 2. Consequently, the impact of risk-taking on leadership endorsement should depend on the degree to which risk-takers are perceived as dominant and/or prestigious and on the degree to which dominance and prestige are adaptive in a given social–organizational context. Given that prestige is a fairly consistent positive predictor of leadership endorsement whereas dominance only inspires leadership endorsement under particular circumstances (Cheng, 2020), the endorsement a risk-taker receives should hinge on the degree to which dominant leaders are appreciated in a given situation. In Study 3, we test our prediction that individuals are more likely to endorse risk-takers as leaders in the face of intergroup competition, where a dominant leader may help the group prevail over competing groups (Hypothesis 4).

Method

Participants and Design

We recruited 150 psychology undergraduates from the University of Amsterdam to participate in the study, which was administered online and compensated with course credit. One participant was excluded because of a negative person-total correlation (Huang et al., 2015), which was the only a-priori exclusion criterion. The final sample consisted of 34 men and 115 women ($M_{age} = 20.42$, range 18–28). Participants were randomly assigned to one of two between-subjects conditions (risk: low or high). For the contextualized leadership endorsement measure (see below), the formal design was a 2 (risk: low or high) × 2 (context: intergroup cooperation or intergroup competition), with context as a within-participants factor.

Materials and Procedure

Participants were asked to form an impression of a target person based on a description that was modeled after LinkedIn profiles. The manipulations of risk and competitiveness of the context were embedded in the descriptions and items, as described below. We used a new leadership endorsement measure to tap context-specific leadership endorsement. This contextualized leadership endorsement measure was presented directly after the manipulations, followed by the measures of dominance and prestige.

Figure 3

Multi-Level Multiple Mediation Analysis of the Relation Between Political Candidates’ Risk-Taking and Voters’ Leadership Endorsement (Voting Intentions) in Study 2

Note. Coefficients pertaining to effects of risk-taking on dominance and prestige are betas, other coefficients are log(ORs). The coefficients for the path from risk-taking to leadership endorsement represent the direct effect (c) and the effect when controlling for the mediators (c′, within parentheses). Asterisks indicate that the bootstrapped 95% CI of the associated coefficient does not contain 0 (25,000 resamples). Betas and associated confidence intervals of the indirect effects were $−0.19$ [−0.23, −0.14] (OR = 0.83 [0.80, 0.87]) for dominance and $0.24$ [0.19, 0.29] (OR = 1.27 [1.21, 1.34]) for prestige.
Table 4
Items Used to Measure Contextualized Leadership Endorsement in Study 3

<table>
<thead>
<tr>
<th>Context</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>To what extent would you endorse this person as front runner of a political party . . . Cooperative . . . when compromises must be found with other parties to form a government?</td>
<td></td>
</tr>
<tr>
<td>Competitive . . . in fierce debates with other parties?</td>
<td></td>
</tr>
<tr>
<td>To what extent would you endorse this person as captain of a sports team . . . Cooperative . . . when a collaborative event must be organized together with other teams to collect money for charity?</td>
<td></td>
</tr>
<tr>
<td>Competitive . . . when the team is playing the finals of the national competition?</td>
<td></td>
</tr>
<tr>
<td>To what extent would you endorse this person as president of an association of homeowners . . . Cooperative . . . when the timing of large maintenance works on the shared roof must be coordinated with the manager of the adjacent restaurant?</td>
<td></td>
</tr>
<tr>
<td>Competitive . . . when a conflict has arisen with local pubs about noise disturbance?</td>
<td></td>
</tr>
<tr>
<td>To what extent would you endorse this person as CEO of a large oil company . . . Cooperative . . . when cooperation with governments is required to find alternatives for fossil fuels?</td>
<td></td>
</tr>
<tr>
<td>Competitive . . . when new oil fields have been discovered, and it is important to exploit these before other companies do?</td>
<td></td>
</tr>
<tr>
<td>To what extent would you endorse this person as ambassador of an animal welfare organization . . . Cooperative . . . when agreements must be reached with large pig farms about a reduction of factory farming?</td>
<td></td>
</tr>
<tr>
<td>Competitive . . . when a campaign is to be held aimed at banning intensively-farmed broiler chicken from the supermarkets once and for all?</td>
<td></td>
</tr>
</tbody>
</table>

Manipulating Risk-Taking

Participants were presented with a LinkedIn-type profile of a person named Steven. In his profile, Steven provided information about himself that depicted him as either a risk-taker or a risk avoider. In the risk-taker condition, Steven’s life motto was “No guts, no glory”; he moved to a different city unprepared; he was self-employed; and he listed downhill mountain biking as his hobby. In the risk-avoider condition, Steven’s life motto was “Better safe than sorry”; he had asked friends in his new city to look for homes before moving; he had a secure contract; and he listed spinning as his hobby. Other than these differences, the vignettes were identical in every way (e.g., same city, same job description, same amount of responsibility, same length).

Manipulating Context

Context was manipulated within participants through systematic variations in the framing of the leadership endorsement items. This enabled us to examine responses to risk-takers in cooperative and competitive intergroup contexts (see below).

Measuring Leadership Endorsement

We measured contextualized leadership endorsement by asking participants to indicate their endorsement for the protagonist for five different leadership roles: front-runner of a political party, captain of a sports team, president of an association of homeowners, CEO of a large oil company, and ambassador of an animal welfare organization. For each role, we asked participants to what extent they would endorse the protagonist as a leader in a cooperative intergroup context and in a competitive intergroup context. The stem of the leadership endorsement measure was adapted from the validated leadership endorsement measure developed by Rast et al. (2012, item 2). The scale items themselves were developed based on established definitions of cooperative and competitive intergroup contexts and criteria for capturing characteristics of the respective contexts proposed by Stangor (2016). Thus, items measuring leadership endorsement in cooperative intergroup contexts described situations in which the leader would have to establish cooperative relations with other parties for the distribution of resources (e.g., “To what extent would you endorse this person as CEO of a large oil company when cooperation with governments is required to find alternatives for fossil fuels?”). Items tapping leadership endorsement in competitive contexts described situations in which the leader would have to represent the group’s interests in competition over scarce resources (e.g., “To what extent would you endorse this person as CEO of a large oil company when new oil fields have been discovered, and it is important to exploit these before other companies do?; 1 = not at all to 7 = very much so”). Table 4 lists the full set of items.

Measuring Dominance and Prestige

Perceived dominance and prestige were again assessed using the peer-report versions of Cheng et al.’s (2010) dominance (α = .90) and prestige (α = .84) measures (see Study 2 for details).

Manipulation Checks

We used a four-item scale to check the effectiveness of the risk manipulation (“Steven is a risk-taker,” “Steven is someone who always plays it safe” [reverse-scored], “Steven likes to take a gamble”, and “Steven tends to choose certainty over uncertainty” [reverse-scored]; 1 = not at all to 7 = very much so; α = .96). We checked the context manipulation by asking to what extent each of the combinations of roles and contexts we used to measure contextualized leadership endorsement was seen as reflecting a cooperative versus competitive situation (1 = strongly cooperative, 4 = equally cooperative and competitive, 7 = strongly competitive).

Results

Descriptive Statistics

Means and standard deviations of the dependent variables per condition are reported in Table 5; grand means, accompanying
Manipulation Checks

As intended, the candidate was perceived as taking more risks in the high-risk condition than in the low-risk condition (see Table 5 for M and SD), t(142.00) = 23.07, p < .001, d = 3.78. Thus, the risk manipulation was successful.

To check the context manipulation, we analyzed the perceived competitiveness (vs. cooperativeness) of the different situations embedded in the leadership endorsement measure. The linear mixed-effect model included random intercepts for participant and leadership role, per-role random slopes for context, and fixed effects for the risk manipulation, context, and their interaction. Including these random effects allowed us to focus on the effects of interest, while statistically controlling for any noise stemming from the specific items we used (which could either inflate or obscure effects of interest). We report F tests (with Type II errors), again using Satterthwaite’s approximation for denominator degrees of freedom for the fixed effects, and beta coefficients and their associated 95% confidence intervals (based on Markov Chain Monte Carlo resampling using the bootMer method, 10,000 simulations) for the contrasts of interest. The analysis revealed a main effect of context, F(2, 4) = 28.81, p = .004. As intended, the competitive intergroup situation was perceived as more competitive (marginal $M = 5.42, SE = 0.26$) than the cooperative intergroup situation (marginal $M = 3.14, SE = 0.31$; $t[4] = 5.31, p = .006$).

Table 6

<table>
<thead>
<tr>
<th>Measure</th>
<th>Low risk</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
<td>M</td>
<td>SD</td>
<td></td>
</tr>
<tr>
<td>Risk MC</td>
<td>2.10</td>
<td>1.13</td>
<td>6.06</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>Dominance</td>
<td>3.52</td>
<td>1.05</td>
<td>4.41</td>
<td>1.38</td>
<td></td>
</tr>
<tr>
<td>Prestige</td>
<td>4.14</td>
<td>0.82</td>
<td>4.55</td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>LE in competitive intergroup context</td>
<td>3.08</td>
<td>1.04</td>
<td>4.37</td>
<td>1.15</td>
<td></td>
</tr>
<tr>
<td>LE in cooperative intergroup context</td>
<td>3.96</td>
<td>0.83</td>
<td>3.73</td>
<td>0.90</td>
<td></td>
</tr>
</tbody>
</table>

Note. MC = manipulation check, LE = leadership endorsement.

standard deviations, and zero-order correlations are shown in Table 6.

Dominance and Prestige

As in Study 2, risk-taking positively predicted both perceived dominance, $t(137.78) = 4.46, p < .001, d = 0.73$ and prestige, $t(145.23) = 2.87, p = .005, d = 0.40$, supporting Hypotheses 2 and 3.

Leadership Endorsement

We predicted in Hypothesis 4 that perceptions of dominance engendered by risk-taking elicit more leadership endorsement in the context of intergroup competition rather than intergroup cooperation. Full support for this hypothesis would require a significant interaction between risk-taking and context, a significant positive simple effect of risk-taking on leadership endorsement within the competitive intergroup context, and a significant positive indirect effect of risk-taking on leadership endorsement via dominance in the competitive intergroup context.

To test this, we first analyzed the context-specific leadership endorsement measures using a linear mixed-effect model that included random intercepts for participant and leadership role, per-role random slopes for context, and fixed effects for the risk manipulation, context, and their interaction. We found a significant main effect of risk ($F[1, 147] = 12.26, p = .001$), no significant effect of context ($F[2, 4.48] = 4.64, p = .081$), and—as predicted—a significant interaction, $F(2, 2074) = 62.78, p < .001$. The interaction pattern, which is depicted in Figure 4, shows that risk-taking differentially impacted leadership endorsement depending on the competitiveness of the context. As hypothesized, in the competitive intergroup context, participants reported greater endorsement for the risk-taker than for the risk avoider, $t(280.61) = 8.55, p < .001$, whereas risk-taking did not significantly influence endorsement in the cooperative intergroup context, $t(280.61) = -1.56, p = .119$.

Figure 4

Leadership Endorsement as a Function of Risk-Taking and Context in Study 3

Contextualized Leadership Endorsement

<table>
<thead>
<tr>
<th>Risk</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. Error bars indicate standard errors associated with the plotted marginal means.

Table 5

Means and Standard Deviations by Condition of the Dependent Variables of Study 3

<table>
<thead>
<tr>
<th>Measure</th>
<th>Low risk</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
<td>M</td>
<td>SD</td>
<td></td>
</tr>
<tr>
<td>Risk MC</td>
<td>2.10</td>
<td>1.13</td>
<td>6.06</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>Dominance</td>
<td>3.52</td>
<td>1.05</td>
<td>4.41</td>
<td>1.38</td>
<td></td>
</tr>
<tr>
<td>Prestige</td>
<td>4.14</td>
<td>0.82</td>
<td>4.55</td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>LE in competitive intergroup context</td>
<td>3.08</td>
<td>1.04</td>
<td>4.37</td>
<td>1.15</td>
<td></td>
</tr>
<tr>
<td>LE in cooperative intergroup context</td>
<td>3.96</td>
<td>0.83</td>
<td>3.73</td>
<td>0.90</td>
<td></td>
</tr>
</tbody>
</table>

Note. MC = manipulation check, LE = leadership endorsement.

* denotes $p < .05$. 

Dependent Variables of Study 3

Overall Means, Standard Deviations, and Correlations of the Dependent Variables of Study 3

<table>
<thead>
<tr>
<th>Measure</th>
<th>M</th>
<th>(SD)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Risk MC</td>
<td>4.09</td>
<td>(2.24)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Dominance</td>
<td>3.97</td>
<td>(1.30)</td>
<td>.39*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Prestige</td>
<td>4.35</td>
<td>(0.90)</td>
<td>.30*</td>
<td>.22*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. LE in competitive intergroup context</td>
<td>3.73</td>
<td>(1.27)</td>
<td>.57*</td>
<td>.65*</td>
<td>.44*</td>
<td></td>
</tr>
<tr>
<td>5. LE in cooperative intergroup context</td>
<td>3.84</td>
<td>(0.87)</td>
<td></td>
<td>-.15</td>
<td>-.05</td>
<td>.39*</td>
</tr>
</tbody>
</table>

Note. MC = manipulation check, LE = leadership endorsement.

* denotes $p < .05$. 

As intended, the candidate was perceived as taking more risks in the high-risk condition than in the low-risk condition (see Table 5 for M and SD), t(142.00) = 23.07, p < .001, d = 3.78. Thus, the risk manipulation was successful.
Mediation Analysis

To examine whether dominance and/or prestige mediated the effect of risk-taking on leadership endorsement, we conducted two multiple mediation analyses (one for each context). To account for the nested structure of the dependent variable (five items which were nested under participants), we used a multi-level mediation approach proposed by Krull and MacKinnon (2001; the 2-2-1 model), and we bootstrapped the indirect effect by resampling the residuals (cf. Pituch et al., 2006; 25,000 resamples). Results of the analysis are presented in Figure 5. As can be seen, there were significant indirect effects via prestige in both contexts, with path coefficients of similar magnitude in both conditions. Conversely, and in keeping with Hypothesis 4, dominance only mediated the effect of risk-taking on leadership endorsement in the competitive intergroup context, where it was a considerably stronger mediator than prestige.

Discussion

Study 3 replicated and extended the findings of Studies 1 and 2 by providing causal evidence for the hypothesized effects of risk-taking on dominance, prestige, and leadership endorsement. Furthermore, these data illustrate how the tension between prestige signals (which generally increase leadership endorsement) and dominance signals (which generally decrease leadership endorsement) emitted by risk-taking is resolved in competitive intergroup relations. Whereas prestige was a positive predictor of leadership endorsement in both cooperative and competitive intergroup settings, dominance only positively predicted leadership endorsement in competitive intergroup settings. Accordingly, participants were willing to endorse risk-takers as leaders in the context of intergroup competition (where dominance is an asset), but not in the context of intergroup cooperation (where dominance is a hindrance). These results support our hypothesis derived from the evolutionary

---

3 We used different statistical procedures for testing the direct effects of risk-taking on leadership endorsement within the cooperative and competitive contexts and the indirect effects of risk-taking on leadership endorsement via dominance and prestige within the cooperative and competitive contexts in our mixed-effects models. This is because Satterthwaite approximations for degrees of freedom provide the best estimation in the former case (Luke, 2017), whereas bootstrapping of residuals provides the best estimation in the latter case (Pituch et al., 2006).

4 We conducted additional multiple mediation analyses in which we used the average of the five items measuring leadership endorsement in competitive intergroup contexts and leadership endorsement in cooperative intergroup contexts as the dependent variables. This analysis produced similar results as the multilevel analyses, both in Study 3 and in Study 4. Further details are available upon request.
approach to leadership (Van Vugt et al., 2008) that risk-takers are more likely to be endorsed as leaders in times of intergroup competition, because the dominance that risk-takers radiate is appreciated when one’s group must be represented in intergroup conflict.

What remains unclear is whether these effects hold similarly for male and female risk-takers. Evolutionary theorists have argued that risk-taking is an “attribute of the masculine psychology” (Wilson & Daly, 1985, p. 66) that evolved as an adaptation to the competitive demands of primate societies. Indeed, previous research has found that men are more risk-prone than women (Byrnes et al., 1999). Although our theoretical model makes no predictions about gender, these considerations beg the question of whether the results observed thus far pertain to male and female risk-takers alike. This question is particularly pertinent in light of the fact that male and female leadership prototypes are different, with the male leader prototype emphasizing agency and the female prototype emphasizing communion (Scott & Brown, 2006), and men generally being more likely to be endorsed as leaders than women (Eagly et al., 1992). In Study 4, we therefore explored whether the effects of risk-taking on perceived dominance, prestige, and leadership endorsement generalize from male to female risk-takers.

Study 4

The purpose of our final study was threefold. First, we set out to replicate the causal effects of risk-taking on perceived dominance, prestige, and leadership endorsement observed in Study 3 in a general-population sample. Second, we examined whether these effects generalize from male to female risk-takers. Third, to further examine the robustness of the effects, we included measures of established personality traits that have been associated with leader emergence in prior research (e.g., extraversion, conscientiousness, openness to experience; Judge et al., 2002) to test whether the mediating effects of dominance and prestige hold above and beyond perceptions of these traits.

Method

Participants and Design

We recruited respondents via the ProliAcademic platform. Respondents were eligible for participation if they fell in the age range of 21–80 years, had the U.S. nationality, resided in the U.S., and used a desktop, laptop, or tablet rather than a mobile phone for completing the study, because viewing LinkedIn profiles on a mobile phone can be challenging. No other pre-selection criteria were applied. Four hundred and twenty-one U.S. adults completed the survey in exchange for 0.68USD. Ten participants were excluded for failing a priori exclusion criteria; six had a negative person-total correlation (Huang et al., 2015) and four indicated that we should not use their data (Meade & Craig, 2012). The final sample consisted of 218 women, 188 men, and 5 participants who identified differently ($M_{age} = 35.38, SD = 11.29, range 21–79$). Participants were randomly assigned to one of the four between-subjects conditions of a mixed 2 (risk: low or high) $\times$ 2 (protagonist: man or woman) $\times$ 2 (context: intergroup cooperation or intergroup competition) design, with the last factor being manipulated within-subjects.

Materials and Procedure

The materials and procedure were the same as in Study 3, except for minor adaptations that were necessitated by the different sample (e.g., we changed Dutch city names mentioned in the LinkedIn profile to U.S. city names).

Measuring Dominance and Prestige

The reliabilities of the dominance and prestige scales (Cheng et al., 2010) in the current sample were $\alpha = .73$ and $\alpha = .87$, respectively.

Control Variables

We measured respondents’ perceptions of the candidates’ Big Five personality traits (openness, conscientiousness, extraversion, agreeableness, and neuroticism/emotional stability) using the brief scales developed by Gosling et al. (2003) to examine whether any effects of risk-taking on perceived dominance, prestige, and leadership endorsement would occur above and beyond personality inferences. Analyses involving these measures did not produce insights pertinent to the present argument, and controlling for these factors in the analyses made no meaningful differences to the effect estimates of interest or to the conclusions. Details concerning these measures and analyses can be found in the supplementary materials.

Results

Descriptive Statistics

Means and standard deviations of the dependent variables per condition are reported in Table 7, and grand means and correlations in Table 8.

Manipulation Checks

To check the context manipulation, we analyzed the perceived competitiveness (vs. cooperativeness) of the different situations we used in the leadership endorsement measure. As in Study 3, the linear mixed-effect model included random intercepts for participant and leadership role, per-role random slopes for context, and fixed effects for the risk and gender manipulations, context, and their interactions. Including these random effects allowed us to focus on the effects of interest, while statistically controlling for any noise stemming from the specific items we used. As before, we report $F$ tests (with Type III errors) based on Satterthwaite’s approximation for denominator degrees of freedom.

The analysis revealed the anticipated main effect of context, $F(1, 3691) = 5376.85, p < .001$, and an unanticipated marginally significant two-way context $\times$ protagonist gender interaction, $F(1, 3691) = 3.80, p = .051$. Follow-up testing revealed that the competitive context was always perceived as more competitive than the cooperative context, but this effect was slightly larger when the protagonist was a man (competitive context: EMM = 5.86 ± 0.19, cooperative context: EMM = 2.39 ± 0.19, simple effect $t_{3691} = 53.29, p < .001$) rather than a woman (competitive context: EMM = 5.98 ± 0.19, cooperative context: EMM = 2.39 ± 0.19, simple effect $t_{3691} = 53.29, p < .001$)
The results of Study 4 bolster confidence in the generalizability of our conclusions by replicating our key findings in a general population sample and demonstrating that the effects of risk-taking on leadership endorsement apply similarly to male and female risk-takers. Moreover, Study 4 provides additional evidence that the effects of risk-taking on leadership endorsement depend on the nature of the context. We again found that risk-takers were more main effect of protagonist gender, $F$ main effect, random intercepts for participant and leadership role, and per-role mediation.

Hypothesis 4. We used linear mixed-effect modeling, including and no interaction, $F$,

two-way risk $\times$ context interaction, $F(1, 3687) = 345.68, p < .001$. As shown in Figure 6, the high-risk protagonist was endorsed more than the low-risk protagonist in the competitive context, $t(514) = 9.36, p < .001$, whereas the reverse was true in the cooperative context, $t(514) = -3.03, p = .005$.

Mediation Analysis

As in Study 3, we conducted a multiple moderated mediation analysis, with dominance and prestige as potential mediators of the effect of risk-taking on leadership endorsement, and gender as a simple covariate (because it had no significant moderating effect in any of the preceding analyses). We again used the multi-level mediation approach proposed by Krull and MacKinnon (2001; the 2–2–1 model) to account for the nested structure of the dependent variable, and bootstrapped the indirect effect by resampling the residuals (cf. Pituch et al., 2006; 25,000 resamples). As can be seen in Figure 7, the only indirect effect with a confidence interval excluding zero was the path through dominance in the competitive intergroup contexts: Risk-taking increased perceived dominance, which in turn increased leadership endorsement in competitive contexts, $ab = 0.40 [0.265, 0.462]$. Prestige was not a significant mediator in competitive contexts ($ab = 0.02 [-0.035, 0.111]$). Neither dominance ($ab = 0.07 [-0.027, 0.147]$) nor prestige ($ab = 0.02 [-0.032, 0.102]$) mediated the effects of risk-taking in cooperative contexts.

Discussion

The results of Study 4 bolster confidence in the generalizability of our conclusions by replicating our key findings in a general population sample and demonstrating that the effects of risk-taking on leadership endorsement apply similarly to male and female risk-takers. Moreover, Study 4 provides additional evidence that the effects of risk-taking on leadership endorsement depend on the nature of the context. We again found that risk-takers were more

Table 7
Means and Standard Deviations by Condition of the Dependent Variables of Study 4

<table>
<thead>
<tr>
<th>Measure</th>
<th>Man Low risk</th>
<th>Man High risk</th>
<th>Woman Low risk</th>
<th>Woman High risk</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SD</td>
<td>M</td>
<td>SD</td>
<td>M</td>
</tr>
<tr>
<td>Dominance</td>
<td>3.31</td>
<td>0.71</td>
<td>4.58</td>
<td>0.75</td>
</tr>
<tr>
<td>Prestige</td>
<td>4.56</td>
<td>0.87</td>
<td>4.59</td>
<td>0.98</td>
</tr>
<tr>
<td>LE in comp. context</td>
<td>3.08</td>
<td>1.24</td>
<td>4.07</td>
<td>1.31</td>
</tr>
<tr>
<td>LE in coop. context</td>
<td>4.18</td>
<td>1.21</td>
<td>3.62</td>
<td>1.23</td>
</tr>
</tbody>
</table>

Note. LE = leadership endorsement, comp. = competitive, coop. = cooperative.

context: EMM = 5.86 ± 0.19, cooperative context: EMM = 2.57 ± 0.19, simple effect ($3691) = 50.41, p < .001$). Given the relative magnitude of these effects, we conclude that the context manipulation was successful.

Dominance and Prestige

A two-way ANOVA on dominance revealed a main effect of risk, $F(1, 407) = 219.45, p < .001, \eta^2 = .35$, no main effect of protagonist gender, $F(1, 407) = 0.09, p = .763, \eta^2 = .00$, and no interaction, $F(1, 407) = 3.30, p = .070, \eta^2 = .01$. As in Studies 2 and 3, high-risk protagonists were perceived as more dominant than low-risk protagonists (see Table 7). Repeating the same analysis on prestige revealed a main effect of protagonist gender, $F(1, 407) = 5.21, p = .023, \eta^2 = .01$, no effect of risk, $F(1, 407) = 1.02, p = .314, \eta^2 = .00$, and no interaction, $F(1, 407) = 0.47, p = .493, \eta^2 = .00$. The female protagonist was perceived as somewhat more prestigious than the male protagonist, but the effect size was small. Thus, contrary to Studies 2 and 3, the current study yielded no evidence that risk-taking boosts prestige.

Leadership Endorsement

We employed the same analytical strategy as in Study 3 to test Hypothesis 4. We used linear mixed-effect modeling, including fixed effects for risk-taking, gender, context, and their interactions, random intercepts for participant and leadership role, and per-role random slopes for context. The only significant effects were the risk main effect, $F(1, 407) = 11.27, p = .001$, and the expected

Table 8
Overall Means, Standard Deviations, and Correlations of the Dependent Variables of Study 4

<table>
<thead>
<tr>
<th>Measure</th>
<th>M</th>
<th>(SD)</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>1. Dominance</td>
<td>3.94</td>
<td>(0.96)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Prestige</td>
<td>4.67</td>
<td>(0.92)</td>
<td>-0.15*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. LE in competitive intergroup context</td>
<td>3.57</td>
<td>(1.40)</td>
<td>0.40*</td>
<td>0.42*</td>
<td></td>
</tr>
<tr>
<td>4. LE in cooperative intergroup context</td>
<td>3.85</td>
<td>(1.30)</td>
<td>-0.13*</td>
<td>0.44*</td>
<td>0.49*</td>
</tr>
</tbody>
</table>

Note. MC = manipulation check, LE = leadership endorsement. * denotes $p < .05$. No Guts, No Glory? 1687
strongly endorsed as leaders than risk-avoiders in competitive intergroup settings, but not in cooperative intergroup settings. This effect was not moderated by the risk-taker’s gender. Furthermore, as in Study 3, the positive effect of risk-taking on leadership endorsement in competitive intergroup settings was mediated by dominance. The only inconsistency between the findings of Study 4 and the previous studies concerns the role of prestige: In Studies 2 and 3 we observed a positive effect of risk-taking on prestige, but this effect was not observed in Study 4. We address this issue in the General Discussion. Finally, exploratory analyses (see supplementary materials) revealed that risk-taking increased perceptions of extraversion and openness to experience, while decreasing perceptions of conscientiousness and agreeableness. Controlling for these effects did not change the pattern of results reported above.

**General Discussion**

Risk-taking is endemic to organizational life, but its social consequences are poorly understood. Drawing on costly-signaling theory and the dominance/prestige framework of social rank, we developed a theoretical model predicting that risk-taking increases leadership endorsement to the degree that it fuels perceptions of prestige, but decreases leadership endorsement to the degree that it fuels perceptions of dominance. Our model further predicts that risk-induced perceptions of dominance do translate into leadership endorsement in competitive (rather than cooperative) intergroup settings, because intergroup competition increases the appeal of dominant leaders. We obtained convergent evidence for this model from four studies using different samples, settings, and operationalizations of risk-taking and leadership endorsement.

In Study 1, we used an implicit association test (IAT) to examine implicit associations between risk-taking and leadership. This study yielded correlational evidence that people harbor implicit associations between risk and leader roles, and between safety and follower roles (consistent with Hypothesis 1a and inconsistent with Hypothesis 1b). In Study 2, a longitudinal field survey set in the context of the September 2019 Israeli elections, we found that voters’ perceptions of political candidates’ risk-taking propensities prior to the
elections positively predicted perceived dominance (supporting Hypothesis 2) and prestige (supporting Hypothesis 3) of the candidates as well as votes for the candidates during the elections (supporting Hypothesis 1a). In Study 3 we experimentally manipulated risk-taking by means of modified LinkedIn profiles, systematically varying a protagonist’s general proclivity toward more or less risky behavior. We obtained causal evidence that the risk-taking protagonist was perceived as more dominant and more prestigious than the risk-avoiding protagonist (again supporting Hypotheses 2 and 3). Moreover, we found that participants were willing to endorse the risk-taker as a leader in competitive intergroup contexts, but not in cooperative intergroup contexts (supporting Hypothesis 4). Finally, Study 4 replicated and extended Study 3 using the same experimental procedure with a different sample, showing again that risk-taking fuels leadership endorsement in competitive (but not cooperative) intergroup contexts (providing additional support for Hypothesis 4), and demonstrating furthermore that the effects hold for both male and female risk-takers, and above and beyond perceptions of extraversion, openness to experience, agreeableness, conscientiousness, and neuroticism/emotional stability.

Contributions and Theoretical Implications

The current study contributes to scholarly understanding of the social dynamics of risk-taking, costly signaling in organizations, the role of dominance and prestige in leadership endorsement and rank ascension, and leadership more broadly. First of all, our findings draw attention to the social consequences of risk-taking. Previous research has mostly considered the social antecedents of risky behavior, such as social exclusion (Peake et al., 2013), peer pressure (Gardner & Steinberg, 2005; Wilson & Dalby, 1985), or competitive mating goals (Hill & Durante, 2011; Ronay & von Hippel, 2010). The social consequences of risk-taking have received comparatively little scholarly attention. By investigating implications of risk-taking for dominance, prestige, and leadership endorsement, the current studies shed light on an important social consequence of risky behavior while also hinting at social motives that may drive such behavior. Our finding that risk-taking can fuel perceptions of dominance and prestige, and under particular circumstances leadership endorsement, adds to a more complete understanding of why people engage in risky behavior in the first place. If people associate risk-taking with leadership positions, as our IAT data suggest, they may be tempted to take greater risks so as to project dominance and prestige and gain standing.

Second, the present findings resonate with theorizing on costly signaling (Bliege Bird et al., 2001; Zahavi, 1995). Consistent with that perspective, our data indicate that risk-taking—which is potentially costly by definition—signals underlying qualities that are pertinent to social rank. Furthermore, we extend the costly-signaling approach by linking it to the dominance/prestige framework of social rank (Henrich & Gil-White, 2001), and demonstrating that the downstream consequences of the impressions engendered by costly signaling depend on the social-organizational context. Our finding that people are more inclined to endorse risk-prone candidates for leadership positions in the face of intergroup competition in turn fits with evolutionary accounts of leadership suggesting that people endorse dominant group members as leaders in the context of intergroup conflict (De Dreu et al., 2012; Haley et al., 2012; Spisak, Dekker, et al., 2012; Van Vugt et al., 2008). As such, our study forges integration of separate theoretical perspectives and highlights their organizational relevance by demonstrating implications for leadership.

Third, our findings contribute to a more complete understanding of the antecedents of power, rank, and leadership, an issue that has puzzled social scientists for decades (French & Raven, 1959; Van Kleef & Cheng, 2020). Classic research has approached this question by focusing on static features of the individual, such as physical appearance, gender, ethnicity, and personality (Berger et al., 1972), working from the assumption that individuals with certain characteristics (e.g., physical height, a dominant or extraverted personality) are more likely to be perceived as fit for leadership positions (Anderson et al., 2001; Judge & Cable, 2004; Lord et al., 1986). Later work has begun to highlight more dynamic processes, showing that perceptions of power and status conferred are also informed by an actor’s fleeting behaviors (Hall et al., 2005; Keltner et al., 2008), such as expressions of anger (Tiedens, 2001), use of abstract language (Palmie, 2015), action orientation (Kilduff & Galinsky, 2013; Magee, 2009), and norm violations (Stamkou et al., 2020). Connecting with both approaches, the current investigation illuminates how people may attract leadership endorsement by engaging in risky behaviors and/or by portraying themselves as risk-prone.

Fourth, this work adds to a fast-growing body of research indicating that individuals may ascend social hierarchies by displaying dominance and/or prestige (Cheng et al., 2010, 2013; Haley et al., 2012; Maner & Case, 2016). There is a debate in the literature about the relative viability of these two paths to influence (Anderson & Kilduff, 2009a; Cheng et al., 2013). The current research contributes to this debate by providing evidence that both dominance and prestige can explain the appeal of risk-takers as leaders, albeit under different circumstances. Study 2 demonstrated that risk-taking can simultaneously signal dominance (which typically decreases leadership endorsement) and prestige (which typically increases leadership endorsement). Furthermore, Studies 3 and 4 showed that prestige is a consistent positive predictor of leadership endorsement across contexts, whereas dominance positively predicts leadership endorsement in competitive intergroup contexts but not in cooperative intergroup contexts. These findings underline the importance of the social context for understanding the emergence and implications of dominance-based versus prestige-based leadership. Specifically, they illustrate how the inherent tension between dominance and prestige is relieved in competitive intergroup contexts, where signals of dominance and prestige align to jointly enhance leadership endorsement.

Fifth, our finding that risk-takers were perceived as prestigious (except in Study 4, see below) sheds new light on the antecedents of prestige. To date, most research within the dominance/prestige framework has been concerned with proximal predictors of prestige such as direct evidence of competence and skill (Cheng et al., 2013; Maner & Case, 2016), the argument being that competent and skillful individuals earn respect and admiration because they can make positive contributions to groups and organizations (Henrich & Gil-White, 2001). The data of Studies 2 and 3 indicate that risk-taking—behavior that is often seen as undesirable and potentially harmful for organizations (Pidgeon, 1991)—can also enhance prestige. We interpret this finding as suggesting that people who take risks signal competence and skill (Hayton, 2005; Miller, 1983). This finding has implications for studies that rely on the dominance/prestige framework of social rank, which typically conceptualize the
antecedents of prestige as uniformly positive. The current findings suggest that behaviors that are not unequivocally beneficial to groups and organizations can also contribute to prestige.

Sixth, the current research informs the broader literature on organizational leadership (see Lord et al., 2017, for a review). For instance, our findings extend the literature on leadership emergence (e.g., Foti & Hauenstein, 2007; Kalish & Luria, 2016) by identifying when and how risk-taking may increase organization members’ chances of attracting support and emerging as leaders. Furthermore, the results of Study 1, in particular, resonate with work on implicit leadership theory (e.g., Epitropaki & Martin, 2005) in that they demonstrate implicit associations between risk-taking and leadership, suggesting that risk-taking is part of the leadership prototype. Finally, our findings speak to contingency theories of leadership (e.g., Vecchio, 1987) by revealing that individuals who are perceived as dominant are endorsed as leaders only in competitive intergroup settings, because in such settings dominant leaders may increase the likelihood of one’s own group or organization prevailing over others.

Practical Implications

The current research has practical implications for understanding and managing risk-taking in organizations. One such implication follows from the moderating impact of the cooperative versus competitive context observed in Studies 3 and 4. In more competitive intergroup settings, the signals of dominance and prestige conveyed by risk-taking work in tandem to enhance endorsement for risk-takers as leaders. In more cooperative intergroup settings, dominance and prestige have opposite consequences for leadership endorsement, with dominance decreasing endorsement and prestige increasing it. All else being equal, risk-takers should therefore be more likely to gain standing in organizations that face fierce competition, whether between departments within the organization, or with other organizations. This would imply that organization members’ responses to risk-takers can be managed by emphasizing or de-emphasizing the importance and desirability of interdepartmental and/or inter-organizational cooperation versus competition.

Although our data suggest that competitive situations afford greater opportunities for risk-takers to attain formal leadership positions, risk-takers can still obtain informal power in cooperative situations via a combination of prestige and passive deference. Even though fellow organization members may be reluctant to actively support risk-takers in cooperative settings because they do not appreciate the dominance they radiate (Cheng, 2020), they may respond to risk-takers’ perceived dominance with complementary submissive behaviors (Maner & Case, 2016; Tiedens & Fragale, 2003). For instance, organization members who witness colleagues’ risky behaviors may feel uncomfortable speaking up and confronting the colleagues because they appear dominant and threatening, thereby allowing them influence on organizational processes. These deferential responses may be further enhanced by perceptions of prestige engendered by risk-taking.

Responses to risk-taking are likely to depend also on the organization’s incentive structure. Risk-taking can be a catalyst for progress and innovation (Dewett, 2004; Latham & Braun, 2009), and accordingly organizations may explicitly incentivize risk-taking, for instance via financial benefits or promotion opportunities (Balkin et al., 2000; Hayton, 2005). To the degree that such incentives are in place, an organizational culture may develop in which risk-taking is valued and encouraged. In such organizations, risk-takers may more readily amass prestige than in organizations that put no premium on risk-taking, which would increase support for risk-prone leaders.

In conjunction with previous research on the antecedents of risk-taking, our data point to a possible vicious cycle of risk-taking and upward mobility in hierarchies. Anderson and Galinsky (2006) found that people’s risk perceptions become more optimistic as they acquire power, resulting in a greater likelihood of risky behavior. Our data show that such risks can further increase a person’s power by enhancing endorsement of their leadership. These processes may conspire to encourage risk-taking, especially when combined with organizational incentives for risky behavior. Together, these processes may help explain how a culture of irresponsible risk-taking could evolve and be sustained in the (exceedingly competitive) banking world until the bankruptcy of several large financial institutions started a global economic crisis in 2008.

Finally, the current findings shed new light on the social dynamics of real-life elections. In times of uncertainty and threat, “nasty” (Rast, 2015) or “primal” (McAdams, 2017) leaders are sometimes preferred to leaders who display a more prototypical leadership style. Competition with a rivaling outgroup may create such uncertainty and threat in the eyes of voters, potentially leading them to endorse political candidates who appear dominant, for instance because they do not shy away from taking risks. Political elections over the course of history attest to the fact that making intergroup conflict and competition salient can help create a political context in which dominant and potentially aggressive leaders seem more appealing. Our data suggest that taking risks is one way to gain leadership endorsement in such situations. Thus, dominant (and risky) actions such as invading a sovereign state or alluding to the possibility of a nuclear war may help to garner electoral support against the background of an (apparent) outgroup threat. Similarly, risk-takers may have a better chance of rising to power during economic recessions, given that voters are more inclined to endorse dominant leaders in times of economic uncertainty (Kakkar & Sivanathan, 2017). This suggests that, in the face of intergroup conflict or other threats, displaying a propensity to take risks can be an effective strategy to garner leadership endorsement.

Strengths, Limitations, and Future Directions

A strength of the current research is that we employed different samples, methodological approaches, and operationalizations of risk-taking and leadership endorsement to test our model. Study 1 revealed that people harbor general implicit associations between risk-taking and leadership positions, suggesting that any effects of risk-taking on leadership endorsement may generalize across different settings. Indeed, our subsequent studies demonstrated that effects of risk-taking on dominance, prestige, and leadership endorsement can occur in political (Study 2) and organizational (Studies 3 and 4) contexts, and that they apply similarly to men and women (Study 4). The fact that we obtained comparable results across different settings, samples, and methodologies increases confidence in the robustness and generalizability of the effects.
A limitation of the present studies is that there was no direct interaction or personal acquaintanceship between risk-takers and observers. This implies that our conclusions may be limited to situations in which observers perceive, develop impressions of, and respond to unacquainted risk-takers. In many organizational settings, episodes of risk-taking are likely to be interpreted against the backdrop of already formed impressions and relationships. Such acquaintanceship could influence the observed effects in different ways. One possibility is that the effects on dominance and prestige are reduced, because people have already formed impressions of each other’s dominance and prestige based on previous interactions. However, the political election results of Study 2 indicate that risk-taking can still influence leadership endorsement of known politicians via both dominance and prestige, suggesting that observers do take familiar people’s risk-taking into account when forming impressions about them and deciding whether or not to vote for them. Another possibility is that the effects of risk-taking on leadership endorsement depend on whether an observer is personally affected by the risk. Although one could argue that this situation was captured to some extent by the political election context of Study 2, more immediate and salient personal outcomes may be at stake in situations where risk-taker and observer work in close proximity within the same organization, and endorsing the risk-taker as a leader implies that she or he gets more control over the observer’s outcomes. Future research is needed to examine whether and how proximity and acquaintanceship influence responses to risk-takers. Although our results are mostly consistent across studies, one inconsistency is worth noting. In Studies 2 and 3, we found that risk-taking inspired perceptions of prestige, but no such evidence was observed in Study 4. It is conceivable that this discrepancy is due to differences in cultural context (Study 2 involved an Israeli sample, Study 3 involved a Dutch sample, and Study 4 involved a U.S. sample) or gender (Study 2 involved one female and eight male leadership candidates, Study 3 only involved a male candidate, and Study 4 involved one male and one female candidate). Future research could examine whether and how the effects of risk-taking on leadership endorsement are shaped by gender and culture. In regard to gender, evolutionary theorists have argued that risk-taking is an “attribute of the masculine psychology” (Wilson & Daly, 1985, p. 66) that evolved as an adaptation to the competitive demands of primate societies. Wilson and Daly further suggested that competition forces dominant men, in particular, to engage in risk-taking to obtain and consolidate positions of power. Although our Study 4 data suggest that the effects of risk-taking on leadership endorsement are similar for male and female candidates, female candidates were perceived as more prestigious than male candidates. These findings are intriguing in light of the persistent underrepresentation of women in leadership roles and the emphasis of the female and male leadership prototypes on communion and agency, respectively (Scott & Brown, 2006). It has been well documented that female leaders face conflicting demands for communion (which fits the female gender role) and agency (which fits the leader role), which may explain why men are generally more likely to be endorsed as leaders (Eagly et al., 1992). Research also indicates, however, that top women leaders who are perceived as agentic are evaluated positively (Rosette & Tost, 2010). Our data suggest that women who portray agency through risk-proneness can indeed reap benefits in terms of prestige and leadership endorsement. Clearly, however, more research is needed to unravel how gender stereotypes factor into responses to male versus female risk-takers, and how such responses are shaped by perceptions of agency and communion.

With regard to culture, it could be very illuminating to investigate how the effects we observed are shaped by organizational culture. For instance, risk-taking may be particularly likely to cue prestige in more entrepreneurial organizations where risk-taking is valued more (cf. Balkin et al., 2000; Miller, 1983). If true, the observed effects of risk-taking on prestige may be amplified in entrepreneurial organizational cultures, and dampened in organizational cultures that put less of a premium on risk-taking. As a consequence, risk-takers may be endorsed as leaders in entrepreneurial organizations even in the absence of salient intergroup competition, as the reluctance to endorse dominant individuals as leaders may be outweighed by the endorsement garnered via the prestige pathway.

Finally, it would be insightful to investigate the effects of different combinations of forms and consequences of risk-taking on leadership endorsement. In particular, risks may involve costs versus benefits for the risk-taker and/or for other individuals. Future studies could systematically compare responses to risk-takers as a function of whether they are risking their own or others’ outcomes and whether any beneficial outcomes of the risk would accrue to the self or to others. It seems plausible that more self-sacrificial forms of risk-taking, wherein the costs are borne by the protagonist and the benefits are reaped by others, generate stronger perceptions of prestige, thereby contributing to greater leadership endorsement.

Conclusion

Across four studies involving different procedures and operationalizations of key variables, we examined how risk-taking shapes dominance, prestige, and leadership endorsement. We demonstrated that people associate risk-taking more with leader roles than with follower roles, that they perceive risk-takers as more dominant (in three out of three tests) and more prestigious (in two out of three tests) than risk avoiders, and that perceptions of dominance and prestige jointly shape leadership endorsement. Perceptions of prestige were consistently associated with increased leadership endorsement, whereas perceptions of dominance had no or negative associations with leadership endorsement except in competitive intergroup settings, where dominance was a significant positive predictor of endorsement. These findings illuminate when and how risk-takers attract leadership endorsement, contributing to a better understanding of the social dynamics of dominance, prestige, and leadership, the development of social hierarchies, and the perpetuation of risky behavior in organizations, politics, and society at large.
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