Characterizing and Mitigating Intraday Variability

Reconstructing Source Structure in Accreting Black Holes with mm-VLBI

Broderick, A. E.; Chatterjee, K.; Markoff, S.; Musoke, G.; Porth, O.; Yoon, D.; Event Horizon Telescope Collaboration

DOI
10.3847/2041-8213/ac6584

Publication date
2022

Document Version
Final published version

Published in
Astrophysical Journal Letters

License
CC BY

Citation for published version (APA):
Characterizing and Mitigating Intraday Variability: Reconstructing Source Structure in Accreting Black Holes with mm-VLBI

Avery E. Broderick1,2,3, Roman Gold4,5, Boris Georgiev2,3,1, Dominic W. Pesce6,7, Paul Tieke6,7, Chunchong Ni2,3,1, Kotaro Moriyama5,8,9, Kazunori Akiyama8,10,13, Antxon Alberdi11,12, Walter Alet12, Juan Carlos Al-payba13,14, Richard Anantua5,6,14, Keiichi Asada9,15, Rebecca Azulay16,17,19, Uwe Bach14,16, Anne-Kathrin Baczko20, David Ball21, Mislav Baloković20,10, John Barrett5,9,11, Miha Baiböck20, Bradford A. Benson21,22,23, Lindy Blackburn7,6, Raymond Bundell20, Catherine L. Bouman25, Geoffrey C. Bowler26,27,28,29, Hope Boyce28,29, Michael Bremer30, Christiaan D. Brinkerink31, Robin Brissenden3,7,6, Silke Britzen12,13,14, Dominique Broguière31, Thomas Bronzwaer31, Sandra Bustamante32, Do-Young Byun33,34, John E. Carlstrom15,32,36,37, Chi-coco Ceccobello38, Andrew Chael39,40, Chi-kwan Chan4,8,41,42, Koushik Chatterjee7,6, Shami Chatterjee43, Ming-Tang Chen26, Yungjun Chen (陈军), Xiaopeng Cheng33, Ilje Cho11, Pierre Christian40, Nicholas S. Conroy47,6, John E. Conway38, David Cordes43, Thomas M. Crawford22,35, Geoffrey B. Crew39, Alejandro Cruz-Osorio40, Yuzhu Cui (崔玉竹), Jory Davelaar50,51,31, Mariafelicia De Laurentiis52,53,55, Francisco De Pater34,45, Jessica Dempsey23,24,59, Gregory Desvignes12,58, Jason Dexter59,10, Vedant Dhruv30, Shepard S. Doeleman6,6, Sean Dougall18, Sergio A. Dzib12,25, Ralph P. Eaton60,12, Razieh Emami31, Heino Falcke31, Joseph Farah61,62,10, Vincent L. Fish8, Ed Fomalont53,10, H. Alyson Ford18,12, Raquel Fraga-Encinas31, William T. Freeman54,65, Per Friberg23,24, Christian M. Fromm6,16,12, Antonio Fuentes11, Peter Galison7,6,68, Charles F. Gammie20,47,69, Roberto García30, Olivier Gentaz30, Ciriaco Goddi70,71, Arturo I. Gómez-Ruíz72,73, José L. Gómez11,14, Minfeng Gu (顾敏峰), Mark Gurwell30, Kazuhiro Hada9,34,9,49, Daryl Haggard34,29, Kari Hawthorner4, Michael H. Hecht41, Ronald Hespe75, Dirk Heumann30, Luis C. Ho (何子山), Paul Ho15,12, Mareki Honma33,44,74, Lei Huang9,10, David H. Hughes72, Shiro Ikeda44,74, Kotaro Moriyama5,8,9, Yunyoung Myung, C. M. Violette Impellizzeri82,83,53, Makoto Inoue12, Sara Issaoun10,40, David J. James13,12, Buell T. Jannuzi18,12, Michael Janssen12, Britton Jeter15, Wu Jiang (江观), Alejandro Jiménez-Rosas31, Michael D. Johnson16, Svetlana Jorstad84,85, Abhishek V. Joshi30, Taehyun Jung33,34, Mansour Karam12,13, Ramesh Karuppusamy12,13, Tomohisa Kawahashi86,10, Garrett K. Keating6,12, Mark Kettens87, Dong-Jin Kim12,13, Jae-Young Kim88,33,12, Jonssoo Kim33, Junhan Kim18,25, Motoki Kino10,89, Prashant Kocherlakota5, Yutaro Kofuji9,78, Patrick M. Koch15,12, Shoko Koyama90,15,10, Carsten Kramer2,5, Michael Kramer12,10, Thomas P. Krichbaum12,16, Cheng-Yu Kuo11,12, Noemi La Bella31,10, Tod R. Lauer92, Daeyeong Lee8,10, Sang-Sung Lee10, Po Kin Leung7,6, Zhiyuan Li (李志远), Rocco Lico9,12, Greg Lindqvist8,27, Michael Lindqvist14, Mikhail Lisakov12,19, Jun Liu (刘俊)12, Kuo Liu10,12, Elisabetta Luzzi99, Wen-Ping Lo15,99, Andrei P. Lobanov12,10, Laurent Loinard100,101, Colin J. Lonsdale8,10, Ru-Sen Lu (路如森), Jirong Mao (毛基荣)102,103,104, Nicola Marchili98,12, Sara Markoff23,36,37,10, Daniel P. Marrone18, Alan P. Marscher84,44, Iván Martí-Vidal16,17,10, Satoko Matsushita15, Lynn D. Matthews12,10, Karl M. Menten12,10, Daniel Michalik107,22, Izumi Mizuno23,24, Yosuke Mizuno48,10,10, James M. Moran7,6, Monika Moscibrodzka31, Cornelia Müller12,13,12, Alejandro Mus16,17,10, Gibwa Musoke10,10, Isolnna Myersdier109, Andrew Nadolski47,10, Hiroshi Nagai10,10, Neil M. Nagar110, Masanori Nakamura111,15,10, Ramesh Narayan7,6, Gopal Narayanana12,10, Iniyan Natarajan12,10, Antonios Nathanael111,14,12, Santiago Navarro Fuente10,10, Joey Neilson114, Roberto Neri40,10, Aristeidis Nousoutsos12,10, Michael A. Nowak115,10, Junghwan Oh10,11, Hiroki Okino18,19, Héctor Olivarres4,6, Gisela N. Ortiz-León10,10, Tomoki Oyama30, Daniel C. Palumbo66,5,12, Georgios Filippos Paraschos12,10, Jongho Park15,11,17, Harriet Parsons10, Nimesh Patel10,12, Uh-Hee Per18,15,11,18,19,12, Vincent Pietu40, Richard Plambeck121, Aleksandar PopStefanija32, Oliver Porth105,5, Felix M. Pöttz12,12, Ben Prather20, Jorge A. Preciado-López10, Hung-Yi Pu123,12, Venkatesh Ramakrishnan110,125,126, Ramprasad Rao6,10, Mark G. Rawlings123,23,24, Alexander W. Raymond7,6, Luciano Rezzolla5,12,12,12, Angelo Ricarte6,17,10, Bart Ripperda130,51, Freek Roelofsz,6,7,31, Alan Rogers8,12, Eduardo Rost12, Cristina Romero-Cañizales15,10, Arash Roshanineshat18, Helge Rottmann12, Alan L. Roy10,12, Ignacio Ruiz109,10, Chet Ruszczyk10, Kazul L. Rygl90,10, Salvador Sánchez10,10, David Sánchez-Argüelles72,73, Miguel Sánchez-Porta10,10, Mahito Sasada131,12,12, Kausthab Sapathy10,10, Tomosawa Sonolainen10,10, F. Peter Schloerb32, Jonathan Schonfeld10, Karl-Friedrich Schuster3,12, Li Jing Shao77,12, Zhiqiang Shen (沈志强), Des Small6,6, Bong Won Sohn13,32,33,34,134, Jason SooHoo5,10, Kamal Souccar32,10, He Sun (孙赫), Fumie Tazaki10, Alexandra J. Tetarenko15,45, Remo P. J. Tilanus18,15,11,18,19,12, Michael Titus8,10, Pablo Torne9,10,12, Ethalia Traianou11,12, Tyler Trent18, Sascha Tripple17,10, Matthew Turk47,10, Ilse van Bemmel87,82,138, Daniel R. van Rossum11, Jesse Vos11,10, Jan Wagner11,10, Derek Ward-Thomas139,10, John Wardle140,10, Jonathan Weintroub7,6,10, Norbert Wex12,10, Robert Wharton12,10, Maciek Wielgus12,10, Kaijii14,10, Gunther Witzel12,10, Michael F. Wondrak31,12, George N. Wong143,144, Qinpen Wu (吴庆文)145,11,10, Paul Yamaguchi6,10, Doosoo Youn105, André Young31, Ken Young6,10, Ziri Younis146,5, Feng Yuan (袁峰)44,47,47, Ye-Fei Yuan (袁业飞)23,24,18, J. Anton Zensus12, Guang-Yao Zhao11,10, Shuo Zhang149,10, and Shan-Shan Zhao (赵杉)40

Broderick et al.

1 Perimeter Institute for Theoretical Physics, 31 Caroline Street North, Waterloo, ON N2L 2Y5, Canada; abroderick@perimeterinstitute.ca
2 Department of Physics and Astronomy, University of Waterloo, 200 University Avenue W, Waterloo, ON N2L 3G1, Canada
3 Waterloo Centre for Astrophysics, University of Waterloo, Waterloo, ON N2L 3G1, Canada
4 CFS-Origins, University of Southern Denmark, Campusvej 55, DK-5230 Odense M, Denmark
5 Institut für Theoretische Physik, Goethe-Universität Frankfurt, Max-von-Laue-Straße 1, D-60438 Frankfurt am Main, Germany
6 Center for Astrophysics | Harvard & Smithsonian, 60 Garden Street, Cambridge, MA 02138, USA
7 Black Hole Initiative at Harvard University, 20 Garden Street, Cambridge, MA 02138, USA
8 Massachusetts Institute of Technology Haystack Observatory, 99 Millstone Road, Westford, MA 01886, USA
9 Mizusawa VLBI Observatory, National Astronomical Observatory of Japan, 2-12 Hoshigaoka, Mizusawa, Otsu, Ishikawa 20-0186, Japan
10 National Astronomical Observatory of Japan, 2-21-1 Osawa, Mitaka, Tokyo 181-8589, Japan
11 Instituto de Astrofísica de Andalucía-CSIC. Glorieta de la Astronomía s/n, E-18008 Granada, Spain
12 Max-Planck-Institut für Radioastronomie, Auf dem Hügel 69, D-53121 Bonn, Germany
13 Department of Physics, Faculty of Science, Universiti Malaya, 50603 Kuala Lumpur, Malaysia
14 Department of Physics & Astronomy, The University of Texas at San Antonio, One UTSA Circle, San Antonio, TX 78249, USA
15 Institute of Astronomy and Astrophysics, Academia Sinica, 11F of Astronomy-Mathematics Building, AS/NTU No. 1, Sec. 4, Roosevelt Rd., Taipei 10617, Taiwan, R.O.C.
16 Département d’Astronomie i Astrofísica, Universitat de València, C. Dr. Moliner 50, E-46100 Burjassot, València, Spain
17 Steward Observatory and Department of Astronomy, University of Arizona, 933 N. Cherry Ave., Tucson, AZ 85721, USA
18 Yale Center for Astronomy & Astrophysics, Yale University, 52 Hillhouse Avenue, New Haven, CT 06511, USA
19 Department of Physics, University of Illinois, 1110 West Green Street, Urbana, IL 61801, USA
20 Department of Astronomy, University of Arizona, 933 N. Cherry Ave., Tucson, AZ 85721, USA
21 Fermi National Accelerator Laboratory, MS529, P.O. Box 500, Batavia, IL 60510, USA
22 Department of Astronomy, University of Chicago, 5649 South Ellis Avenue, Chicago, IL 60637, USA
23 East Asian Observatory, 660 N. A’ohoku Place, Hilo, HI 96720, USA
24 James Clerk Maxwell Telescope (JCMT), 660 N. A’ohoku Place, Hilo, HI 96720, USA
25 California Institute of Technology, 1200 East California Boulevard, Pasadena, CA 91125, USA
26 Institute of Astronomy and Astrophysics, Academia Sinica, 11F of Astronomy-Mathematics Building, AS/NTU No. 1, Sec. 4, Roosevelt Rd., Taipei 10617, Taiwan, R.O.C.
27 Department of Physics and Astronomy, University of Hawaii at Manoa, 2505 Correa Road, Honolulu, HI 96822, USA
28 Department of Physics, McGill University, 3600 rue University, Montréal, QC H3A 2T8, Canada
29 McGill Space Institute, McGill University, 3550 rue University, Montréal, QC H3A 2A7, Canada
30 Institut de Radioastronomie Millimétrique (IRAM), 300 route de la Piscine, F-38406 Saint Martin d’Hères, France
31 Department of Astronomy, Institute for Mathematics, Astrophysics and Particle Physics, Radboud University, P.O. Box 9010, 6500 GL Nijmegen, The Netherlands
32 Department of Astronomy, University of Massachusetts, 01003, Amherst, MA, USA
33 Korea Astronomy and Space Science Institute, Daejeon-taeto 776, Yuseong-gu, Daejeon 34055, Republic of Korea
34 University of Science and Technology, Gajeong-ro 217, Yuseong-gu, Daejeon 34113, Republic of Korea
35 Kavli Institute for Cosmological Physics, University of Chicago, 5640 South Ellis Avenue, Chicago, IL 60637, USA
36 Department of Physics, University of Chicago, 5720 South Ellis Avenue, Chicago, IL 60637, USA
37 Enrico Fermi Institute, University of Chicago, 5720 South Ellis Avenue, Chicago, IL 60637, USA
38 Department of Physics, Earth, and Environment, Chalmers University of Technology, Onsala Space Observatory, SE-43992 Onsala, Sweden
39 Princeton Center for Theoretical Science, Jadwin Hall, Princeton University, Princeton, NJ 08544, USA
40 NASA Hubble Fellowship Program, Einstein Fellow
41 Data Science Institute, University of Arizona, 1230 N. Cherry Ave., Tucson, AZ 85721, USA
42 Program in Applied Mathematics, University of Arizona, 617 N. Santa Rita, Tucson, AZ 85721, USA
43 Cornell Center for Astrophysics and Planetary Science, Cornell University, Ithaca, NY 14853, USA
44 Shanghai Astronomical Observatory, Chinese Academy of Sciences, 80 Nandan Road, Shanghai 200030, People’s Republic of China
45 Key Laboratory of Radio Astronomy, Chinese Academy of Sciences, Nanjing 210048, People’s Republic of China
46 Physics Department, Fairfield University, 1073 North Benson Road, Fairfield, CT 06424, USA
47 Department of Astronomy, University of Illinois at Urbana-Champaign, 1002 West Green Street, Urbana, IL 61801, USA
48 Tsung-Dao Lee Institute, Shanghai Jiao Tong University, Shengong Road 520, Shanghai, 201210, People’s Republic of China
49 Department of Astronomical Science, The Graduate University for Advanced Studies (SOKENDAI), 2-21-1 Osawa, Mitaka, Tokyo 181-8589, Japan
50 Department of Astronomy and Columbia Astrophysics Laboratory, Columbia University, 550 W. 120th Street, New York, NY 10027, USA
51 Center for Computational Astrophysics, Flatiron Institute, 162 Fifth Avenue, New York, NY 10010, USA
52 Dipartimento di Fisica “E. Pancini,” Università di Napoli “Federico II,” Comp. Univ. di Monte S. Angelo, Edificio G, Via Cinthia, I-80126, Naples, Italy
53 INFN Sez. di Napoli, Comp. Univ. di Monte S. Angelo, Edificio G, Via Cinthia, I-80126, Naples, Italy
54 Wits Centre for Astrophysics, University of the Witwatersrand, 1 Jan Smuts Avenue, Braamfontein, Johannesburg 2050, South Africa
55 Department of Physics, University of Pretoria, Hatfield, Pretoria 0028, South Africa
56 Centre for Radio Astronomy Techniques and Technologies, Department of Physics and Electronics, Rhodes University, Makhanda 6140, South Africa
57 ASTRON, Oude Hoogeveensedijk 4, 7991 PD Dwingeloo, The Netherlands
58 LESIA, Observatoire de Paris, Université PSL, CNRS, Sorbonne Université, Université Paris Diderot, 6 place Jules Janssen, F-92195 Meudon, France
59 JILA and Department of Astrophysical and Planetary Sciences, University of Colorado, Boulder, CO 80309, USA
60 National Astronomical Observatories, Chinese Academy of Sciences, 20A Datun Road, Chaoyang District, Beijing 100101, People’s Republic of China
61 Las Cumbres Observatory, 6740 Cottona Drive, Suite 102, Goleta, CA 93117-5575, USA
62 Department of Physics, University of California, Santa Barbara, CA 93106-9530, USA
63 National Radio Astronomy Observatory, 520 Edgemont Road, Charlottesville, VA 22903, USA
64 Department of Electrical Engineering and Computer Science, Massachusetts Institute of Technology, 32-4746, 77 Massachusetts Ave., Cambridge, MA 02142, USA
65 Google Research, 355 Main St., Cambridge, MA 02142, USA
66 Institut für Theoretische Physik und Astrophysik, Universität Würzburg, Emil-Fischer-Str. 31, D-97074 Würzburg, Germany
67 Department of History of Science, Harvard University, 6 Divinity Avenue, Cambridge, MA 02138, USA
68 Department of Physics, Harvard University, Cambridge, MA 02138, USA
69 NCSES, University of Illinois, 1205 W. Clark St., Urbana, IL 61801, USA
70 Dipartimento di Fisica, Università degli Studi di Cagliari, SP Monserrato-Sestu km 0.7, I-09042 Monserrato, Italy
71 INAF—Osservatorio Astronomico di Cagliari, Via della Scienza 5, I-09047, Selargius, Italy
72 Instituto Nacional de Astrofísica, Óptica y Electrónica. Apartado Postal 51 y 216, 72000. Puebla Pue., Mexico
73 Consejo Nacional de Ciencia y Tecnología, Av. Insurgentes Sur 1582, 03940, Ciudad de México, Mexico
74 31 Institute of Physics, Faculty of Science, Universiti Malaya, 50603 Kuala Lumpur, Malaysia
75 Department of Physics & Astronomy, The University of Texas at San Antonio, One UTSA Circle, San Antonio, TX 78249, USA
76 Institute of Astronomy and Astrophysics, Academia Sinica, 11F of Astronomy-Mathematics Building, AS/NTU No. 1, Sec. 4, Roosevelt Rd., Taipei 10617, Taiwan, R.O.C.
Abstract

The extraordinary physical resolution afforded by the Event Horizon Telescope has opened a window onto the astrophysical phenomena unfolding on horizon scales in two known black holes, M87$^*$ and Sgr A$^*$. However, with this leap in resolution has come a new set of practical complications. Sgr A$^*$ exhibits intraday variability that violates the assumptions underlying Earth aperture synthesis, limiting traditional image reconstruction methods to short timescales and data sets with very sparse $(u, v)$ coverage. We present a new set of tools to detect and mitigate this variability. We develop a data-driven, model-agnostic procedure to detect and characterize the spatial structure of intraday variability. This method is calibrated against a large set of mock data sets, producing an empirical estimator of the spatial power spectrum of the brightness fluctuations. We present a novel Bayesian noise modeling algorithm that simultaneously reconstructs an average image and statistical measure of the fluctuations about it using a parameterized form for the excess variance in the complex visibilities not otherwise explained by the statistical errors. These methods are validated using a variety of simulated data, including general relativistic magnetohydrodynamic simulations appropriate for Sgr A$^*$ and M87$^*$. We find that the reconstructed source structure and variability are robust to changes in the underlying image model. We apply these methods to the 2017 EHT observations of M87$^*$, finding evidence for variability across the EHT observing campaign. The variability mitigation strategies presented are widely applicable to very long baseline interferometry observations of variable sources generally, for which they provide a data-informed averaging procedure and natural characterization of inter-epoch image consistency.

Unified Astronomy Thesaurus concepts: Galactic center (565); Black holes (162); Radio astronomy (1338); Very long baseline interferometry (1769); Time domain astronomy (2109); Astronomy data analysis (1858); Computational astronomy (293)

1. Introduction

The Event Horizon Telescope (EHT) is a global very long baseline interferometry (VLBI) array observing at a wavelength of $\sim$1 mm, and it has been assembled with the primary goal of resolving the horizon-scale emission structures of both the M87$^*$ (Event Horizon Telescope Collaboration et al. 2019a, 2019b, 2019c, 2019d, 2019e, 2019f; hereafter M87$^*$ Papers I, II, III, IV, V, and VI, respectively) and Sgr A$^*$ (Event Horizon Telescope Collaboration et al. 2021c, 2022a, 2022b, 2022d, 2022e, 2022f; hereafter Papers I-VI, respectively) supermassive black holes (SMBHs). To date, all sources observed with the EHT during its 2017 campaign have been spatially resolved (Kim et al. 2020; Janssen et al. 2021), and many have exhibited structural variability across days. The most extreme of these variable sources is Sgr A$^*$, which exhibits substantial variability across the electromagnetic spectrum (see, e.g., Boyce et al. 2019; Witzel et al. 2021; Wielgus et al. 2022, and references therein) and on horizon scales (see, e.g., Fish et al. 2011; Gravity Collaboration et al. 2018). The mass of Sgr A$^*$ is $M \approx 4 \times 10^6 M_{\odot}$ (Do et al. 2019; Gravity Collaboration et al. 2019, 2020), corresponding to a gravitational timescale of $t_g = GM/c^2 \approx 20$ s, which is much shorter than the $\sim$10 hr duration of a typical EHT observing track.

Sources exhibiting substantial structural variability on timescales that are short compared to a VLBI observing track complicate the image reconstruction process. Because VLBI arrays have only sparse instantaneous coverage of the Fourier plane, standard practice is to use Earth-rotation aperture synthesis to improve the coverage by observing the source for several hours (Thompson et al. 2017); as the Earth rotates, so do the baselines in the array, which therefore populate new regions of the Fourier plane. However, image reconstruction using data acquired via this technique assumes that the source remains static for the duration of the observation, such that the rotated baselines continue to sample the same source structure. For rapidly variable sources like Sgr A$^*$, this assumption is broken.

The potential presence of short-timescale variability raises two distinct challenges: characterization and mitigation. The latter necessarily depends on the former; an appropriate mitigation scheme can only be selected after the properties of the variability have been identified. Methods to detect variability intrinsic to the source, and not imposed by subsequent atmospheric or station-induced corruptions, may be constructed using closure phases (Roelofs et al. 2017; Satapathy et al. 2022). However, the interpretation of such measures is complicated by the nontrivial relationship between closure phases and source structure.

We introduce an additional purely empirical method for detecting and, more importantly, characterizing structural variability based on visibility amplitudes. While this novel method must contend with systematic calibration uncertainties, the results may be immediately interpreted as the power spectrum of image fluctuations. This power spectrum naturally provides a prior on subsequent mitigation schemes.

There are at least three conceptually distinct approaches that have been applied (or proposed to be applied) for reconstructing variable sources from VLBI data:

1. The first approach—which we will refer to as the “snapshot reconstruction” approach—involves simply dividing the data into time segments that are short compared to the source variability timescale and then using standard reconstruction techniques. For sources whose variability timescales are longer than a few hours, the snapshot reconstruction approach is no different from multiepoch imaging, which has seen regular use in the
VLBI community to make movies of astronomical sources (e.g., Matthews et al. 2010; Lister et al. 2018; Walker et al. 2018; Kim et al. 2020). However, for more rapidly variable sources the required data segmentation may lead to inadequate Fourier coverage that compromises image fidelity (e.g., Fomalont et al. 2001) or necessitates the use of restricted source models (e.g., Miller-Jones et al. 2019).

2. The second approach involves directly reconstructing a dynamic source model rather than a static one, and we will refer to this approach as “dynamical reconstruction.” We draw a distinction between dynamical reconstruction and snapshot reconstruction in that the former attempts to recover the time-continuous source structure, rather than restricting itself to static “frames” at the points in time where snapshot data are available. Example dynamical reconstruction algorithms include dynamical imaging (Johnson et al. 2017), StarWarp (Bouman et al. 2018), and RESOLVE (Arras et al. 2019, 2022), all of which impose some manner of temporal coherence or regularization on the reconstructed source structure. Such temporal regularization is necessary both to interpolate between times when data are present and to enforce structural continuity in time. In principle, this capability for data taken at one point in time to inform the image structure at another point in time should mean that dynamical reconstruction algorithms have less stringent requirements on dense instantaneous Fourier coverage than snapshot reconstruction algorithms do. But in practice, current dynamical reconstruction algorithms struggle in similar regimes of data sparsity to snapshot reconstructions (see Section 9 of Paper III).

3. The third approach is “visibility stacking,” whereby the source is observed over multiple epochs and the complex visibilities at each location in the Fourier plane are averaged in time. By the linearity of the Fourier transform, the image reconstructed from time-averaged visibilities should be the same as the average of images reconstructed from single-epoch visibilities, meaning that visibility stacking provides a method for recovering the average image structure from time-variable data. Lu et al. (2016) applied a visibility stacking technique, including light-curve normalization and temporal smoothing, to simulated EHT observations of Sgr A∗, demonstrating that multiepoch averaging of the complex visibilities can substantially improve the reconstructed image fidelity compared to single-epoch imaging. However, such averaging requires access to calibrated visibilities, and in practice the visibility phases of EHT data are irretrievably corrupted by atmospheric effects (M87+ Paper III).151

To this list we add a fourth approach: statistical reconstruction of the variability alongside static image reconstruction of the average source structure that may be deployed in Bayesian image reconstruction methods like those described in Broderick et al. (2020b) and Pesce (2021). Any variable structure can be decomposed, without loss of generality, into a static (average) component and a dynamic (variable) component. If the duration of the observation is much longer than the variability timescale, then the variable component can be usefully conceptualized as defining a distribution from which the measured visibilities at any instant are drawn. If this distribution is parameterized and an appropriate likelihood function constructed, then the data can be used to simultaneously constrain both the parameters describing the variability and the average source structure. For EHT observations of Sgr A∗, in which the observing window (∼10 hr) is much longer than the expected variability timescale (∼minutes), this statistical approach to source reconstruction in the face of variability is well motivated.

This paper is organized as follows: In Section 2 we provide a theoretical expectation for the variability behavior of EHT sources. In Section 3 we outline our proposed strategies for measuring and mitigating this variability during reconstruction. We describe a data-driven, model-agnostic procedure for characterizing and quantifying the amount of variability contained in the data in Section 4. In Section 5 we present an algorithm for simultaneously reconstructing both the average source structure and its parameterized variability. Both methods are demonstrated by application to the 2017 EHT M87+ data in Section 6. Finally, we summarize and conclude in Section 7.

2. Expected Source Variability of EHT Targets

Structural variability in EHT observations of horizon-scale sources (i.e., Sgr A∗ and M87+) is anticipated to result from the turbulent physical processes associated with accretion and jet launching near the central black hole. Modeling these turbulent processes is currently performed via large-scale numerical computations, typically within the general relativistic magnetohydrodynamic (GRMHD) paradigm (see, e.g., M87+ Paper V; Paper V, and references therein). These simulations may be post-processed through ray-tracing and radiative transfer computations to generate simulated images of the near-horizon emission regions (see, e.g., Gold et al. 2020, and references therein). Through this procedure, physically self-consistent and observationally credible predictions for the horizon-scale image structure and variability may be generated, from which the expected variability properties may be extracted. The resultant variability properties across the library of GRMHD simulations in Paper V are discussed in detail in Georgiev et al. (2022), and we only summarize them here.

We employ the library of simulation images constructed for EHT observations of Sgr A∗ to motivate the form of our variability mitigation strategy (Paper V). Each simulation generates a sequence of such images, or “movies.” These movies can be decomposed into a mean image and movie of random brightness fluctuations, both of which are of intrinsic interest for EHT sources. The spatial power spectrum density (PSD) of the brightness fluctuations are computed and presented in Georgiev et al. (2022), which finds that they are universally well characterized by a “red–red” noise process. That is, the largest brightness fluctuations typically occur on the longest timescales and the largest spatial scales.

This procedure can be repeated for movies of different temporal lengths, generating families of PSDs that are indicative of the fluctuation spectra over the different observationally relevant timescales. In all cases, the PSDs are

---

150 For a large compendium of VLBI movies of active galactic nuclei, see www.physics.purdue.edu/MOJAVE.

151 It may be possible to retrieve some phase information through phase precalibration procedures (e.g., self-calibrating to a fiducial source structure) or the use of closure phases (see, e.g., Roelofs et al. 2021). We leave a full exploration of these possibilities for future work.
The variability in the brightness fluctuations can be substantially reduced by normalizing the visibility data by the total flux light curve. This leverages the “red–red” nature of the brightness fluctuations and explicitly eliminates the variability on zero baselines. Because variability on $|u| < u_0$ is correlated with that at zero baselines, this light-curve normalization reduces a significant fraction of the additional variability on nonzero baselines shorter than the break. Generically, at small $|u| \lesssim u_0$, the PSDs of the light-curve-normalized brightness fluctuations scale as $|u|^{-2}$–$-4$, depending on the assumed calibration details. For $|u| \gtrsim u_0$, the PSDs generally fall with power-law indices of 2–3.

For GRMHD simulations viewed from close to the polar axis the PSDs are approximately azimuthally symmetric. However, for simulations of accretion flows that are viewed nearly edge-on, which exhibit significant departures in azimuthal symmetry in their images, the PSD at 4 $\text{G}\lambda$ can vary by as much as 50%. Nevertheless, we will proceed with the approximation that the PSDs are functions of $|u|$ alone, subject to the validation experiments performed in the following sections.

3. Summary of Inraday Variability Mitigation Strategy

Intraday variability presents a substantial challenge for VLBI generally, and especially so for that performed by the EHT specifically, which has sparse ($u$, $v$)-coverage, as shown in Figure 1. Methods that attempt image reconstruction and model-based parameter inference from the 2017 EHT observations of Sgr A* using segments of the data that span time ranges longer than that associated with the variability must contend with at least two significant challenges:

1. A dramatically reduced data volume. Limiting the segmentation time to minutes reduces the number of independent VLBI (non-intrasite) measurements to 15 in the best case, in comparison to the many hundreds obtained throughout a night owing to Earth aperture synthesis. As a direct consequence, the number of independent parameters that can be effectively constrained is drastically limited.

2. The inherent complexity and stochasticity of the anticipated variability, based on the turbulence observed in GRMHD simulation movies.

The strategy presented here is to statistically address the putative variability so that standard VLBI analysis tools that leverage Earth aperture synthesis can still be applied despite the presence of significant intraday variability. In this sense, the properties of the average brightness distribution are simultaneously measured with their covariance, or “noise,” over the observation window. This procedure is formally equivalent to marginalizing over realizations of the noise and is statistically well justified when the timescale of the variability is short in comparison to the observing window.

The additional variability-induced noise is an addition to, not a replacement for, the usual measurement uncertainties. Thermal noise is the dominant contribution to these uncertainties and is dependent solely on the telescope operations at individual sites, such as system temperature, bandwidth, integration time, etc. (Thompson et al. 2017). To a very good approximation, the thermal errors on the real and imaginary components of the complex visibilities are Gaussian. We will assume that thermal error is synonymous with the statistical error, which may include small additional contributions from phasing efficiency, phase coherence, etc. Importantly, these errors are independent for each measurement, known a priori, and insensitive to the intrinsic source structure and its variability.

This strategy comes with its own set of challenges. Typically, there is not a single variability timescale, but rather a variability spectrum, with some components of the variability appearing well within the observing window and others extending beyond it. This multiplicity of timescales is evident, e.g., in the variability properties of the light curve of Sgr A* during the 2017 EHT observations (Wielgus et al. 2022) and suggested by the GRMHD simulations described in the

---

Footnote: 152 For interferometric observations, such as those performed by the EHT, when measured in $\lambda$ the baseline lengths are directly proportional to the spatial frequency within the image domain. Thus, individual observations directly probe the Fourier transform of the image at specific spatial frequencies set by the baseline.
previous section (Georgiev et al. 2022). More important is the presence of correlations between measured visibilities, which will be present even in the absence of spatial correlations in the image. These correlations complicate the manner in which the noise is introduced.

In practice, we generate a model of the diagonal elements of the covariance that incorporates the additional deviations of the complex visibilities from a mean image that result from the structural variability within the source. These variances can be estimated directly from the data (Section 4) or obtained simultaneously with model comparisons and image reconstructions (Section 5). In the remainder of this section we discuss how correlations on different scales are addressed and the procedures we present in this paper are validated.

3.1. Large-scale Correlations

The light curve of Sgr A* during the observing nights throughout the 2017 EHT campaign is dominated by fluctuations on the longest timescales (Paper V; Wielgus et al. 2022). This is consistent with other studies that cover much longer time spans, which suggest a potential break at a timescale between 2 and 8 hr (Dexter et al. 2014; Witzel et al. 2018, 2021).

This temporal behavior is consistent with the expectations from GRMHD simulations, described in Section 2 and reported in detail in Georgiev et al. (2022). Within the GRMHD simulations, the long-timescale variability is associated with variations in the largest-scale features of the image. In this sense, the spatiotemporal power spectrum is “red–red,” i.e., the largest-amplitude fluctuations in the source brightness occur on the longest timescales and largest spatial scales. As a direct result, the largest correlations are driven by the longest temporal/largest spatial fluctuations.

We remove these a priori by light-curve-normalizing the visibility data. By construction, the normalized data have vanishing variance at zero baseline. For GRMHD simulations, the suppression of fluctuation power extends to $|u| \approx 2$ Gλ (Georgiev et al. 2022). A direct consequence of this procedure is that the reconstructed variance is unable to address these omitted long temporal/large spatial scale modes.

3.2. Small-scale Fluctuations

GRMHD simulations exhibit turbulence in the emitting plasma, leading to short-time/small-scale stochastic fluctuations in the images (M87* Paper V; Paper V). These occur on all scales, ranging from the field of view of the EHT observations ($\geq 200$ μas) to well below the formal resolution of the EHT ($\leq 20$ μas; Georgiev et al. 2022). These structural fluctuations are the source of the additional noise that the mitigation scheme presented here is addressing.

3.3. Methodology, Caveats, and Validation

The adopted methods only model the diagonal elements of the covariance of the complex visibility data associated with the underlying structural variability, thereby leaving out correlations. The largest correlations are avoided by fitting to light-curve-normalized complex visibilities. Nevertheless, other correlations including the short-time/small-scale fluctuations are not directly addressed, and we have no a priori reasons to believe that they are negligible. Indeed, in Section 4 we see clear evidence for the existence of nontrivial correlations.

The implication of these residual correlations for the fidelity of image reconstructions and parameter estimates is not immediately clear. Thus, we specified the following set of validation experiments, applied where possible to the specific observation parameters (e.g., $(u, v)$-coverage, observation times) relevant for the analysis in question:

1. Demonstrated on simulated data sets with Gaussian noise added to individual complex visibility estimates.
2. Demonstrated on simulated data sets with Gaussian noise fluctuations with a specified power spectrum overlaid on the image. These are uncorrelated in the image domain but will have residual correlations in the $(u, v)$-domain owing to the finite source size.
3. Demonstrated on simulated data sets in which structural brightness fluctuations are added via the iNoisy prescription in a manner that is spatially correlated in the image domain (Lee & Gammie 2021). These experiments are progressive in that additional complications, related to the nature and strength of correlations, are incorporated in subsequent experiments. Thus, we treat them as cumulative: successful validation using GRMHD simulations implies a successful validation using the iNoisy sets, etc.

All methods presented here are successfully validated via multiple of the above experiments, including on simulated data sets produced from GRMHD simulations.

4. Data-driven Characterization of Variability

VLBI data sets collected over many observation epochs contain within them a natural characterization of source variability (see Figure 1). We exploit this feature in the 2017 EHT observing campaign to assess the magnitude and spectrum of the intrinsic source variability.

Data sets that may be combined include those taken on multiple days, crossing tracks in the $(u, v)$-plane over which the complex visibilities are strongly correlated is $\Delta u \approx 10(\alpha/200 \text{ μas})^{-1}$ Gλ. Within this scale, independent of the small-scale structure within the image, we may treat the visibilities as sampling similar aspects of the intrinsic source structure. In practice, we assume that the structure of the visibility may be modeled by a linear function within patches of this size, with the remaining suprathermal variations indicative of the combination of structural variability, refractive scattering, and residual systematic uncertainty.

Therefore, the strategy for obtaining a model-agnostic, data-driven characterization of variability at any given point in the $(u, v)$-plane $(u_0, v_0)$ is as follows:

1. Select all data points across all relevant days and bands within a silo of diameter $\Delta u = 1$ Gλ about $(u_0, v_0)$. 
2. Detrend the selected data points with a linear model in \((u, v)\) to disentangle the gross source structure from the fluctuations about it.
3. Compute debiased estimates of the mean of the trend and the variance of the residuals.
4. Average these estimates in azimuth.

The final step reduces the statistical uncertainty in the mean and variance, addresses sparse \((u, v)\)-coverage, and facilitates direct comparisons with Section 2.

Insofar as the above strategy provides a measure of the variability in excess to that anticipated by the thermal errors, including the potential temporal correlations, it is directly comparable to the additional uncertainty required to fit static models to variable data sets. An additional debiasing step that addresses temporal correlations, necessary to compare with theoretical expectations of the power spectrum of visibility amplitude fluctuations, is described in Section 4.5.

4.1. Data Selection

To avoid having to address the unknown station phase delays, i.e., an inherently uncertain self-calibration procedure in the absence of a known source model, we employ the visibility amplitudes. Visibility amplitudes constructed from complex visibilities with Gaussian amplitudes. Visibility amplitudes constructed from complex visibilities with Gaussian (thermal) noise are distributed according to the Rice distribution, which is only approximately Gaussian. In the following analysis we therefore restrict our attention to scan-averaged data values and data points for which the signal-to-noise ratio is \(S/N \geq 2\), where the Rice distribution is approximated well by a Gaussian.

We combine the data sets from high and low bands, centered on 227.1 and 229.1 with 2 GHz bandwidths, and across all observation times, including through and across observation nights. All data are equally weighted, i.e., we do not attempt to address the different number and quality of data on different days. This combined data set is assumed to provide an ensemble of comparable observations from which we may estimate the desired statistical properties.

Station gains impose an important potential additional systematic uncertainty. In most cases, we marginalize over the credible range of station gains (see Section 4.3). However, there are two important preprocessing steps that we employ to reduce the impact of gain errors within the 2017 EHT observation campaign.

First, we employ the network calibration procedure described in M87\(^\text{*}\) Paper II to set the gain amplitudes at JCMT, SMA, ALMA, and APEX to within 1%.

Second, we calibrate the LMT gain amplitudes by fixing the visibility amplitudes on the LMT-SMT baseline to a Gaussian model, with an FWHM of 60 μas, comparable to the second-moment estimates of M87\(^*\) and Sgr A\(^*\). This does not eliminate uncertainty in the LMT gains, but rather reduces it to a combination of that associated with the SMT and the error in the applicability of the Gaussian model, eliminating the large potential swings (see, e.g., Figure 34 of M87\(^*\) Paper IV). This calibration procedure does, however, artificially suppress the variance on baselines shorter than 2 Gλ, and thus we will focus our attention only on baselines long enough to be unaffected by the calibration procedure.

Third, to avoid significant losses on JCMT associated with poor phase coherence during scan averaging, prior to coherently averaging we phase-calibrate the JCMT to a point-source model.

4.2. Estimating Statistical Properties of a Single Patch

We begin with estimating the mean and variance of the visibility amplitudes within a radius \(\Delta u/2\) of some point \((u_0, v_0)\) within the \((u, v)\)-plane, which we refer to as a “patch.” Such estimates may be constructed at any point in the \((u, v)\)-plane where a sufficient number of visibility amplitudes exist, i.e., \(N \geq 4\). For \(\Delta u = 1\) Gλ, given the 2017 Sgr A\(^*\) EHT campaign coverage, there are roughly 60 independent patches within \(|u| = 9\) Gλ containing sufficient data to generate local mean and variance estimates.

4.2.1. Detrending Visibilities

The visibility amplitudes within a patch will vary as a result of both variability and intrinsic structure. Because it is the former that is of interest here, to exclude the latter, we first estimate the linear trend across the patch. As long as \(\Delta u\) is sufficiently small, a linear model is an excellent approximation of the average visibility amplitudes across the patch.

The linear model is defined by
\[
V(u, v) = \bar{V} + V_0(u - u_0) + V_\perp(v - v_0).
\]

The detrending procedure is described in Appendix A. The reconstructions of the detrending parameters, \(\bar{V}\) and \((V_0, V_\perp)\), are unbiased for Gaussian errors on the amplitudes. The fidelity of the trend reconstruction depends on the number and \(S/N\) of the amplitudes. Having chosen \((\bar{u}, \bar{v}) = (u_0, v_0)\) makes no significant change to the trend reconstruction.

The outputs of this procedure are the mean amplitude within the patch, estimated at the patch center, \(\bar{V}\), and the detrended amplitudes within the patch, \(\tilde{V}_j = V_j - V(u_j, v_j)\). This is supplemented with the thermal errors at those locations, \(\sigma_{th,j}\).

4.2.2. Statistical Estimators

Inherent within the detrended ensemble, \(\{\tilde{V}_j\}\), is an estimate of the statistical properties of the structural fluctuations not accounted for by the linear trend. These are necessarily biased by the thermal fluctuations and structural variations, both of which must be removed.

We estimate the debiased variance by
\[
\sigma^2 = \frac{1}{N - 3} \sum_j \max(\tilde{V}_j^2 - \sigma_{th,j}^2, 10^{-2} \sigma_{th,j}^2),
\]

which includes a cutoff at \(10^{-2} \sigma_{th,j}^2\) to avoid pathologies associated with “over-debiasing,” in which statistical fluctuations below \(\sigma_{th,j}^2\) generate negative estimates of \(\sigma^2\). The normalization of \(N - 3\) is a consequence of having three degrees of freedom in the linear detrending model.

The debiased estimate of the mean is given by
\[
\mu^2 = \max\left(\bar{V}^2 - \sigma^2 - \frac{1}{N} \sum_j \sigma_{th,j}^2, 0\right),
\]

where the mean estimate from the linear detrending procedure is corrected for the biases arising from the thermal and structural fluctuations, characterized by the patch variance estimate.

To demonstrate these estimates, we generate a simple simulated data set composed of 10 complex visibilities, \(V_j\),
located at \((u, v)\)-positions \((u_j, v_j)\) randomly selected about a center \((u_0, v_0)\). At each \((u_j, v_j)\), the \(V_j\) is generated from a fixed linear model with \(V = 1, V_u = 0.5, V_v = 0\), and two complex zero-mean Gaussian random fluctuations, one representing the thermal uncertainty and the other the structural variability, both with amplitude 0.1. Repeating this procedure, holding the linear model and \((u, v)\)-positions fixed, produces an ensemble of data sets, from which the distributions of the reconstructed \(\mu\) and \(\sigma^2\) are shown in red in Figure 2.

The estimate of \(\mu\) is unbiased, with an accuracy that depends on the degree of variability and number of visibility amplitudes. Even when only four points are used, this quantity is reasonably well behaved, appearing normal and centered on the “truth” value.

The distribution of the estimated variance is clearly not normal, matching a lognormal distribution more closely. The specific realization of the \((u_j, v_j)\) does impact the distribution, with the degree of impact increasing as the number of amplitudes included decreases. When the impact of the structural variability is much smaller than the thermal errors, i.e., \(\sigma \ll \sigma_{tb}\), the variance estimate can be inaccurate.

### 4.2.3. Error Estimates

We estimate the errors on the estimates \(\mu\) and \(\sigma^2\) for a single patch via a Monte Carlo procedure, Monte Carlo Errors (MCEs), that may be applied to the data directly. Doing so avoids the need to propagate the individual thermal errors through the detrending procedure and, as done in the following sections, include additional sources of uncertainty (e.g., gain uncertainties, polarization leakage). This process begins with generating an ensemble of data sets produced by introducing two additional complex, zero-mean, unit-variance Gaussian random variables, \(x_j\) and \(y_j\):

\[
V'_j = |V_j + \sigma_{tb}x_j + \sigma_{y_j}|,
\]

where \(\sigma^2\) is the variance estimate from the observations. This procedure presumes that the thermal noise on the complex visibilities is Gaussian (well justified) and that the structural variations are independent (perhaps not well justified). Each generated set of \(V'_j\) is analyzed in a fashion identical to that described above: detrended, and \(\mu\) and \(\sigma^2\) estimated from Equations (2) and (1), respectively.

These must be further debiased to remove the impact of the original fluctuations inherent in the amplitude data. Therefore, we generate an ensemble of estimates that are further debiased via

\[
\sigma'^2 = \max \left[ \sigma^2(V'_j) - \frac{1}{N-3} \sum_{j} \sigma_{tb,j}^2 - \sigma^2(V_j), 0 \right]
\]

\[
\mu'^2 = \max \left[ \mu^2(V'_j) - \frac{1}{N} \sum_{j} \sigma_{tb,j}^2 - \sigma^2(V_j), 0 \right].
\]

The distribution of estimates from the MCE ensemble is shown in blue in Figure 2. For both \(\mu\) and \(\sigma^2\), the MCE distributions are quantitatively similar to those generated from ensembles of simulated data. This similarity extends for \(\sigma^2\) to being biased toward large values. The additional debiasing, which eliminates the double counting of the induced and original fluctuations, does indeed appear to satisfactorily remove any residual offsets between the true and reconstructed distributions.

### 4.3. Azimuthally Averaged Statistical Properties

The procedure outlined above may be used to produce estimates of the variance arising from structural variations in the source throughout the \((u, v)\)-plane. However, in many instances, and explicitly for the 2017 EHT observations (M87* Paper III), the baseline coverage is very sparse. Combined with the expectation that the power spectrum of the structural variability is only modestly dependent on position angle, this sparsity motivates the construction of azimuthally averaged estimates of \(\mu\) and \(\sigma^2\), which are then functions of only the baseline length.

#### 4.3.1. Averaged Statistical Estimators

To generate these, we first produce a polar grid of patch centers. In these the radial positions, \(\rho_s\), are linearly spaced with separation \(\Delta u/2\), so that neighboring patches overlap.

\[153\] In what follows \((s, t)\) correspond to the radial and azimuthal patch indices to differentiate them from \(j\), by which we index individual data points.
At each radial position, a set of azimuthal positions $\phi_{st}$ are chosen so that azimuthal spacing is $\leq \Delta \phi/2$. These then provide a set of $(u_0, v_0)_h = (\rho_s \cos \phi_{st}, \rho_s \sin \phi_{st})$. At each polar patch position, we generate estimates of the mean and variance of the detrended visibility amplitudes, $\mu_s$ and $\sigma^2_s$. The location of these patches is illustrated in Figure 3. Each data point will contribute to multiple patches.

Azimuthally averaged quantities are generated by weighting each patch’s estimate by the numbers of degrees of freedom. The resulting azimuthally averaged estimate of the mean is given by

$$
\mu_s = \frac{\sum_s (N_{st} - 3) \mu_{st} \Theta(N_{st} - 3)}{\sum_s (N_{st} - 3) \Theta(N_{st} - 3)},
$$  
\hfill (5)

where $\Theta(x)$ is the standard Heaviside function. Because the variance estimates appear to be lognormal, and thus vary over many orders of magnitude, we average $\log(\sigma^2)$, i.e.,

$$
\log(\sigma^2_s) = \frac{\sum_s (N_{st} - 3) \log(\sigma^2_{st}) \Theta(N_{st} - 3)}{\sum_s (N_{st} - 3) \Theta(N_{st} - 3)}.
$$  
\hfill (6)

Note that this estimate of $\sigma^2_s$ emphasizes those patches that have many data points and therefore are likely to be more accurate.

### 4.3.2. Averaged Error Estimates

Neighboring grid points are not necessarily independent, and thus the uncertainty in the combination is expected to be significantly larger than would be inferred if they were. Therefore, the Monte Carlo estimates of the error in $\mu_s$ and $\sigma_s^2$ must be performed after the azimuthal averaging. Residual gain errors present an additional source of uncertainty on the reconstructed means and variances. Therefore, the MCEs for the azimuthally averaged data sets follow a similar but distinct procedure to that for the individual patches.

We begin by constructing estimates of $\mu_s$ and $\sigma^2_s$. With these, we generate an ensemble of data sets as described by Equation (3). Each ensemble element is subsequently modified by introducing gain amplitude fluctuations, introducing a correlated fluctuation across the data set. For application to the 2017 EHT Sgr A* campaign, we adopt gain uncertainties consistent with those reported in Paper III. For sites for which network calibration is performed (ALMA, APEX, JCMT, and SMA) we assume a gain amplitude error of 1%; all other sites are assigned a gain amplitude error of 10%. These additional gain fluctuations are assumed to be normally distributed and applied on a per-scan basis. Finally, we normalize the ensemble data by the correlated flux on the intrasite baselines (ALMA-APEX, JCMT-SMA) as an approximation to the light curve.

### 4.3.3. Estimating Noise Model Parameters

We ultimately seek to compare the empirical noise estimates with those found in GRMHD simulations by Georgiev et al. (2022). To facilitate this comparison, we fit the azimuthally averaged $\sigma^2_s$ with a broken power-law model, consistent with that found to be applicable to GRMHD simulations:

$$
n(|u|) = \frac{a^2(|u|/u_0)^c}{1 + (|u|/u_0)^{b+c}}.
$$  
\hfill (7)

Because the azimuthally averaged variance estimates are approximately lognormal, we perform this fit on the logarithm of the reconstructed $\sigma^2_s$.

We find that the variance estimates themselves are susceptible to correlated errors, presumably due to the correlations in the fluctuations induced by noise imposed within the image domain. Therefore, we inflate the MCE estimates on the $\sigma^2_s$ by a factor of two, which safely encapsulates the discrepancy in the numerical validation experiments described in the following sections. In summary, the log-likelihood explored is

$$
\mathcal{L} = -\sum_s \frac{[\log(\sigma^2_s) - \log(n(\rho_s))]^2}{8(\text{err}_s/\sigma^2_s)^2},
$$  
\hfill (8)

where $\text{err}_s$ is the geometric mean of two-sided 1σ quantiles from the MCE ensemble for $\sigma^2_s$.

The noise model parameters, $(\alpha, u_0, b, c)$, are estimated by sampling this likelihood using the Python-based ensemble Markov Chain Monte Carlo package emcee (Foreman-Mackey et al. 2013). Typically, $10^5$ steps are taken by 128 walkers, of which $10^6$ are randomly selected in the latter half of the ensemble of chains. Beyond this point, the joint posteriors of all of the noise parameters are insensitive to the number of MCMC steps taken.

### 4.4. Validation

We explore a number of validation exercises that follow the validation ladder laid out in Section 3. In summary, within the region for which we expect high-fidelity characterization of the structural variation, we find that we are able to do so. This encompasses the baselines such that $2 \text{G}\lambda < |u| < 6 \text{G}\lambda$, where baselines shorter than $2 \text{G}\lambda$ are excluded by the LMT calibration procedure, and at baselines longer than $6 \text{G}\lambda$ the structural variability is subdominant to the thermal noise.

In each validation exercise, the simulated data sets were processed as described in Section 4.1. That is, (1) they are
network calibrated, and light-curve normalized using the intrasite fluxes (ALMA-APEX and JCMT-SMA) interpolated to intermediate scans as required; (2) the complex LMT gains are set by calibrating to a 60 μas FWHM Gaussian; and (3) JCMT is phase-calibrated to a point source.

The resulting data sets are then analyzed as described above with Δu = 1 Gλ. Note that we show results for baseline length spacing of 0.5 Gλ, and thus subsequent values are formally correlated.

These are compared to the azimuthally averaged mean and variance of the visibilities computed directly from “truth” movies, without any attempt to restrict them to any subset of the (u, v)-plane, that is, without any of the constraints imposed by the actual observations.

4.4.1. iNoisy Validation Results

The images used as part of the validation scheme for the various image reconstructions in Paper III provide a natural set of simple examples in which the fluctuations are introduced in the image domain. In each, a geometric brightness map is modified by the imposition of a set of correlated fluctuations via the iNoisy prescription, in which a set of temporally and spatially correlated brightness fluctuations are constructed in a fashion that mimics the turbulent structures within accretion disks (Lee & Gammie 2021).

This iNoisy method provides substantial control over the properties of the image variability while separating it from the complexity of the source structure. The structural variability induced by iNoisy in these images is tuned to match that exhibited by Sgr A*, as measured by the light curve and variations in the closure phase as quantified via the Q-metric, a noise-weighted measure of the closure phase variability described in Roelofs et al. (2017). The construction of the simulated iNoisy data sets is described in detail in Section 5 of Paper III. However, the apparent spatial correlations are typically confined to smaller scales than those characteristic of the geometric model.

The iNoisy data sets that we employed during the validation of the statistical estimators include a crescent, ring, double source, simple disk, elliptical disk, and ring with a 30-μas FWHM Gaussian that was used to provide an intermediate calibration of the LMT as described in Section 4.1 are shown by the blue dashed lines.
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Figure 4. Data-driven estimates of the mean and variance for simulated data sets generated using the 2017 EHT Sgr A* campaign parameters assuming the scattered iNoisy crescent, double point source, and elliptical disk models from Paper III. Gray triangles show an estimate of the thermal noise in each radial baseline bin. The time- and azimuthally averaged visibility amplitudes and temporal variances associated with the idealized visibility functions of the input movies are shown for each of the four observation days by the red lines. The orange shaded region indicates the 95% confidence level region spanned by the broken power-law fit to the variance between 2.5 and 6 Gλ described in Section 4.3.3. For reference, the visibility amplitudes of the 60 μas FWHM Gaussian that was used to provide an intermediate calibration of the LMT as described in Section 4.1 are shown by the blue dashed lines.

For |u| ≥ 6 Gλ, the structural variability is modestly subdominant to the thermal errors, indicated by their average values. As anticipated, there are modest departures from the truths in this region.

The consistency extends to the range of fit broken power-law noise models. Because the break in the truth variances occurs below |u| ≈ 2.5 Gλ, there is little traction on the break location and the short-baseline power-law index. However, both the overall amplitude and long-baseline power-law index are well constrained.

4.4.2. GRMHD Validation Results

GRMHD simulations provide a credible proxy for source structure of astronomical sources on horizon scales (Paper V; Georgiev et al. 2022). While there is a limited range of potential image morphologies within the GRMHD libraries,
they do provide a physically motivated and self-consistent set of intensity fluctuations. Importantly, these models exhibit the spatial and temporal correlations that are anticipated in accreting and jet-launching environments.

Each “truth” movie was resampled with \((u, v)\)-coverage identical to that of Sgr A* during the 2017 EHT campaign on each of the four observation days with different realizations of thermal noise, complex gain, and scattering. The simulated data sets share many of the features of those associated with the iNoisy sets: the images are complex, contain significant image–domain correlations that translate into corresponding visibility–domain correlations, and contain an underlying noise spectrum that is not known a priori. The latter fact motivates a comparison to the data-driven nonparametric estimates from Section 4.

However, the GRMHD simulation data sets do differ in two important respects. First, they exhibit a much wider array of behaviors, extending from small-scale fluctuations like those in the iNoisy sets to large-scale arcing structures that differ from the iNoisy images. These arcing features induce long-timescale correlations that are not otherwise present in the iNoisy sets. Second, there is no attempt to restrict the simulations to those that reproduce the variability observed in Sgr A*. As a result, the variability present in the GRMHD simulations is typically larger than that exhibited by Sgr A* (Paper V).

Three typical GRMHD validation examples are shown in Figure 5. As with the iNoisy validation examples, this example accurately reconstructs the underlying truth variances associated with the full GRMHD movie for \(2.5 \text{ G}\lambda < |u| < 6 \text{ G}\lambda\), limited at shorter baselines by the LMT calibration procedure and at larger baselines by the thermal noise. These are representative of 100 such GRMHD simulation comparisons.

As with the iNoisy models, the break in the truth variances occurs below \(|u| \approx 2.5 \text{ G}\lambda\), and therefore only the overall amplitude and long-baseline power-law index are well constrained.

### 4.5. Debiased Variability Measurement

Thus far, no attempt has been made to address clear artifacts in the normalized variance estimates in the examples shown in Figures 4 and 5 that are due to unaddressed temporal correlations in the simulated data sets. These correlations are real and anticipated in the actual Sgr A* data, arising from the fact that on a single night neighboring positions in the \((u, v)\)-plane are observed at nearby times. Insofar as the variance estimate is used to quantify the excess noise required to accommodate fitting to stationary models (including images, geometric models, and physical models) to data sets composed of a full observation night, the prior scheme is sufficient. However, it is possible to envision a debiasing procedure in which these correlations are corrected, which we present here. The temporal-correlation artifacts are most prominent between 6 and 7.5 G\lambda\, within which, for every example case shown in Figures 4 and 5, the normalized variance estimates exhibit a deficit of variability. This range of baseline lengths is especially sparsely sampled by the 2017 Sgr A* baseline coverage, with only one baseline contributing on most days (see Figure 1). For models in which the stochastic image fluctuations exhibit red temporal power spectra, as anticipated by GRMHD models of Sgr A* and observed in the light curve of Sgr A*, this sparsity implies a strong correlation among the visibility amplitudes within \((u, v)\)-bins within this baseline length range. As shown in Appendix B for a simplified case,
these kinds of correlations produce heavily biased variance estimates in which only one or two baselines contribute, typically dramatically underestimating the bias in the relevant baseline length bins, as seen in the examples shown.

In contrast, note that between 7.5 and 9 Gλ there are five separate baselines, four of which are "following baseline pairs"—LMT-SPT/SMA-SPT and SMT-SPT/PV-SPT—in which the two baselines traverse the same region in the (u, v)-plane but at times separated by hours (Paper IV). Thus, within this baseline range, there are more statistically independent samples than implied by the number of apparent baselines, and many more than between 6 and 7.5 Gλ. Correspondingly, the accuracy of the variance estimates improves dramatically beyond 7.5 Gλ.

The magnitude of the bias, $\beta$, depends on the temporal power spectrum of the fluctuation spectra and thus is entangled with the statistical property we wish to measure. In principle, we could construct an a priori debiasing function, $\beta^{-1}(|u|)$, for a given set of observations as a function of baseline length and temporal power spectrum of the putative fluctuations. In practice, it is simpler to utilize the libraries of simulated data to effectively "measure" the debiasing factor for specific classes of models that share similar temporal properties. We present such an empirical calibration here for the iNoisy and GRMHD models, of which the latter is expected to be more physically relevant and utilized in Papers IV and V.

The procedure to estimate the debiasing functions is straightforward:

1. Generate an ensemble of simulated observations matching the 2017 EHT Sgr $A^*$ campaign.
2. Estimate the variance as described in Sections 4.1–4.3.
3. Construct the anticipated power spectrum, $\hat{P}_s$, from the "truth" movie as described in Section 2 on each day.
4. Generate an estimated debiasing factor for each baseline length bin by minimizing the joint $\chi^2$ among all models, observation days, and the estimates of the variance and its error:

$$\chi^2(\beta^{-1}) = \sum_{\text{ens. day}} \sum_{s} \frac{[\log(\beta^{-1}_s \sigma^2_{\text{err}}) - \log(\hat{P}_s)]^2}{(\text{err}_s/\sigma^2_{\text{err}})^2}. \quad (9)$$

We generate an estimate of the debiasing function using the 90 simulations employed in the $M/D$ calibration in Paper IV. This set of mock observations is generated from GRMHD simulations appropriate for Sgr $A^*$, each of which is composed of simulated visibility data for both bands and all days of the reported 2017 Sgr $A^*$ EHT campaign. This is shown in Figure 6 and follows the pattern anticipated by the sparsity of the baselines: baseline lengths with few/many baselines contributing have large/small corrections.

The debiased variance estimates for the three GRMHD examples shown in Figure 5 are presented in Figure 7. These three simulations are taken from the 10 simulations used to validate the $M/D$ calibration and are therefore distinct from those within the ensemble used to estimate the debiasing function. They show excellent agreement with the fluctuation power spectrum obtained directly from the simulated images.

4.6. General Application: Limiting Assumptions and Potential Extensions

While we demonstrate and validate the data-driven variability characterization presented in this section using the 2017 EHT Sgr $A^*$ campaign, the technique is more widely applicable, albeit subject to some nominal limitations.

First, this method relies on a sufficient density and resampling of visibilities within the $(u, v)$-plane exists. In the absence of more than three points per patch, it is not possible to reconstruct the detrended excess variance. In the absence of many such patches, the resulting estimates are highly uncertain.

Second, the debiasing procedure outlined in Section 4.2 only results in accurate estimates of the excess variance and its uncertainty when the former exceeds the variation due to the intrinsic thermal uncertainty.

Third, the method does not account for correlations that may be present among different regions in the $(u, v)$-plane. While not a formal limitation on the method’s application, it nevertheless limits the interpretation of the reconstructed variances.

This method also makes a handful of specific choices that may be relaxed. The assumption of azimuthal symmetry, which was exploited to improve the precision of the variance estimates, may be removed when the $(u, v)$-coverage is sufficiently complete. The debiasing function presented in Section 4.5 was constructed for a specific set of observations and anticipated mock image ensemble. An analogous debiasing function could be separately reconstructed for a different application, given an appropriate set of observations and mock images from which to derive it.

Finally, the interpretation of the reconstructed variances depends on the nature of the structural variability. Where it is well described by a set of stochastic fluctuations about a mean image, the measured variability may directly be interpreted as constraining the power spectrum of the fluctuations. Where the variability is associated with coherent motions, the interpretation is more complicated.
5. Bayesian Noise Reconstruction

Implicit in the noise estimates obtained in Section 4 is a model for the source structure and its variability that results in smoothly varying visibility amplitudes and noise that is stationary across the multiple observation days. No model for the station gains is assumed, and no effort to utilize the phase information is made. However, it is possible to simultaneously reconstruct the average source structure and the additional noise associated with the variability within standard maximum likelihood analysis schemes.

For Gaussian likelihoods, i.e., assuming Gaussian errors (as is appropriate when fitting complex visibilities), the log-likelihood is

\[ \mathcal{L} = -\frac{1}{2} \mathbf{y}^\top \mathbf{C}^{-1} \mathbf{y} - \frac{1}{2} \log(\|\mathbf{y}\|^2), \]

where \( \mathbf{y}_j = \hat{V}(u_j, v_j) \) is the difference between the observed and model complex visibilities and \( \mathbf{C} \) is the covariance. This differs from the usual quadratic expression by the inclusion of the logarithmic normalization term, which will be critical in what follows.

The essence of Bayesian noise reconstruction is that, in addition to the \( \hat{V}(u, v) \), the data covariance \( \mathbf{C} \) is also replaced by some parameterized model whose parameters are jointly optimized with those from the visibility model. In this strategy, the logarithmic normalization is critical, as it penalizes excess noise. That is, the optimal joint source and noise model is one that has just enough noise to properly normalize the log-likelihood, but no more.\(^{154}\)

As described in Section 3, in what follows we will assume that \( \mathbf{C} \) is diagonal, subject to the assumptions and limitations described there. In this case the normalization term reduces to

\[ \log(\|\mathbf{C}\|) = \sum_j \log(\sigma_j^2), \]

where \( \sigma_j^2 \) is the \( j \)th diagonal element of \( \mathbf{C} \), corresponding to the effective uncertainty associated with the \( j \)th complex visibility.

\[^{154}\text{It is straightforward to show that when \( \mathbf{C} = \sigma^2 \mathbf{1} \), where \( \mathbf{1} \) is the identity and the single parameter is \( \sigma \), the optimal noise model (value of \( \sigma \)) is that for which the standard reduced-\( \chi^2 \) is unity.}\]

5.1. Implementation of Uncertainty Modeling

Multiple specific realizations of the noise modeling procedure outlined above have been implemented in the THEMIS analysis framework (Broderick et al. 2020a). In each case, the “noise” model, or uncertainty model, is characterized by a parameterized function that is added in quadrature to the existing uncertainties on the complex visibilities. That is, for the \( j \)th complex visibility we set its effective uncertainty by

\[ \sigma_j^2 = \sigma_{\text{th},j}^2 + \sigma^2(u_j, v_j; \mathbf{q}), \]

where \( \sigma_{\text{th},j}^2 \) is the reported thermal error and \( \sigma^2(u_j, v_j; \mathbf{q}) \) is the additional component evaluated for some some set of
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Figure 7. Debiased data-driven estimates of the variance for simulated data sets generated using the 2017 EHT Sgr A* campaign parameters assuming three different GRMHD simulations from the validation set used in Paper IV. Gray triangles show an estimate of the thermal noise in each radial baseline bin. The time- and azimuthally averaged visibility variances associated with the idealized visibility functions of the input movies are shown for each of the four observation days by the red lines. The orange shaded region indicates the 95% confidence level region spanned by the broken power-law fit to the variance between 2.5 and 6 G¼ described in Section 4.3.3.

5.1. Implementation of Uncertainty Modeling

Multiple specific realizations of the noise modeling procedure outlined above have been implemented in the THEMIS analysis framework (Broderick et al. 2020a). In each case, the “noise” model, or uncertainty model, is characterized by a parameterized function that is added in quadrature to the existing uncertainties on the complex visibilities. That is, for the \( j \)th complex visibility we set its effective uncertainty by

\[ \sigma_j^2 = \sigma_{\text{th},j}^2 + \sigma^2(u_j, v_j; \mathbf{q}), \]

where \( \sigma_{\text{th},j}^2 \) is the reported thermal error and \( \sigma^2(u_j, v_j; \mathbf{q}) \) is the additional component evaluated for some some set of
parameters \( q \). These differ in the particular form of \( \sigma^2(u_j, v_j; q) \).

The most general uncertainty model employed is constructed from three subcomponents.

The first is a systematic term associated with the residual nonclosing errors that is proportional to the visibility amplitudes:

\[
\sigma^2_{\text{sys}}(u_j, v_j; f) = f^2 |V_f|^2.
\]

where anticipated values of \( f \) are of order 1\% (Paper II).

The second is a refractive scattering term that accounts for the long-baseline fluctuations resulting from the refractive scintillation toward the Galactic center (see, e.g., Johnson et al. 2018; Issaoun et al. 2021). Predictions for the amplitudes of the fluctuations due to refractive scattering are typically only weakly dependent on baseline length beyond \( |u| \approx 1 \) G\( \lambda \) (Paper III). Therefore, we incorporate a term that imposes a uniform ((\( u \), \( v \))-independent) floor:

\[
\sigma^2_{\text{ref}}(u_j, v_j; \sigma_T) = \sigma_T^2,
\]

where typical values of \( \sigma_T \) can be as high as 0.4\%. This term only ever contributes significantly at longer baselines when the former two terms have fallen below \( \sigma_{\text{ref}}^2 \).

Finally, the third is a contribution that accounts for the structural variability,

\[
\sigma^2_{\text{var}}(u_j, v_j; a, b, c, u_0) = n(|u|^2 + v^2),
\]

where \( n(|u|) \) is defined in Equation (7). While this specific functional form is motivated by GRMHD simulations (see Section 2), it is sufficiently flexible to encompass a wide variety of potential structural variability.

---

**Figure 9.** Joint posteriors on the normalized intensity, FWHM, and relevant noise model parameters when a Gaussian with the appropriate noise model is fit to simulated data sets in which additional \( \sigma_{\text{sys}} \) and \( \sigma_{\text{ref}} \) were added as Gaussian random variables (green), and additional \( \sigma_{\text{sys}}, \sigma_{\text{ref}} \) and \( \sigma_{\text{var}} \) are added as Gaussian random variables (blue). Filled contours correspond to the 50\%, 90\%, and 99\% quantiles. Panels showing the joint posteriors among the noise model parameters are shaded light red. The truth values used to generate the simulated data are shown in red.
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The combined uncertainty model is then

$$\sigma^2(u, v; f, \sigma_T, a, b, c, u_0) = \sigma_{\text{sys}}^2 + \sigma_{\text{ref}}^2 + \sigma_{\text{var}}^2,$$  

(16)

of which some or all parameters can be fixed, which will be useful to model only a subset of the model components. This is then inserted into Equation (12) to obtain the uncertainties on the real and imaginary components of complex visibilities.

### 5.2. Validation

We report three sets of validation experiments of the Bayesian noise modeling implemented in THEMIS. These correspond to the different validation levels described in Section 3.3. In each, we demonstrate that the average source structure and noise power spectrum can be faithfully recovered.

All of the analyses presented here are performed as the THEMIS-based analogs described in Papers III and IV. Specifically, they make use of the scan-averaged, complex visibilities, and the LMT and JCMT pre-processing calibration steps described in Section 4.1 are applied. The complex station gains are reconstructed simultaneously with the image reconstruction.

#### 5.2.1. Gaussian Noise Reconstructions

We begin with simulated data sets produced from a simple source structure and independent Gaussian fluctuations added directly to the visibilities. Note that in this set of tests there are...
no guarantees that the associated image is positive definite. However, the manner in which additional noise has been added to the data matches exactly that being modeled.

Simulated data sets are produced with the baseline coverage and uncertainties similar to the 2017 April 7 EHT observations of Sgr A* for a Gaussian brightness map with a total flux of 1 Jy and an FWHM = 50 μas. Various assumptions are made about the inclusion of additional fluctuations, which are independently generated for the systematic, refractive, and variability components. We consider three cases here:

1. **No additional noise is added**: In this case, the true values of the relevant parameters are $f = 0$, $\sigma_T = 0$, $\sigma_{\text{var}} = 0$.
2. **Only systematic and refractive noise is added**: In this case, the true values of the relevant parameters are $f = 1\%$, $\sigma_T = 0.7\%$, and $\sigma_{\text{var}} = 0$.
3. **The full noise model is added**: In this case, the true values of the relevant parameters are $f = 1\%$, $\sigma_T = 0.7\%$, $a = 5\%$, $u_0 = 2$ Gλ, $b = 3$, and $c = 2$.

These are then fit with a Gaussian brightness map model, with and without employing the relevant model for the additional noise.

Figure 8 clearly indicates the consequences for failing to account for the additional fluctuations on the underlying data. When no additional noise is included, the posteriors on the total flux and the FWHM faithfully recover the true values. However, when additional sources of noise are included but are unmodeled, large biases are induced, i.e., many $\sigma$ deviations from the truth. It is mitigating precisely these biases that is the focus of this paper and critical to Papers III and IV.

In contrast, the joint posteriors when the model being fit includes the appropriate noise model are shown in Figure 9. In this case, the parameters of the image structure are faithfully recovered, albeit with an appropriate inflation of the uncertainty. In addition, the parameters of the underlying noise parameters are faithfully recovered as well.

A similar experiment is performed for a more complicated source model that provides good fits to the source structure in the 2017 EHT Sgr A* data (Paper IV), specifically, the “m-ring” construction from Johnson et al. (2020), in which the truth image is a narrow ring with an azimuthal flux distribution decomposed into a truncated Fourier series and then convolved with a circular Gaussian. The model parameters are the total flux, $I$, ring radius, $R$, Fourier mode amplitudes and phases, $\{A_m, \phi_m\}$, and FWHM of the Gaussian smoothing kernel (for detailed model specification see Section 4 of Paper IV, though note that we do not include the additional Gaussian component employed there for this test). For this test, we truncate the
Fourier series at $m = 2$. Data are generated in a similar fashion to that for the Gaussian test and analyzed with and without the Bayesian noise modeling.

The top right panel of Figure 10 indicates the necessity of including the Bayesian noise reconstruction: when the excess noise is not modeled (open points), the structural parameters are biased by nearly $100\sigma$ in some cases; in contrast, including the noise modeling yields quantitatively accurate parameter estimates. Joint posteriors for the data set in which all additional sources of noise are added are shown in Figure 10. As with the simpler Gaussian image structure, the Bayesian noise reconstruction permits an accurate simultaneous recovery of the structural and noise parameters. This improvement is in part associated with the inflation of the parameter posterior widths resulting from the inclusion of additional contributions to the uncertainties of the individual complex visibilities.

We conclude that Bayesian noise reconstruction satisfactorily mitigates the presence of additional variability when directly applied to the complex visibilities.

5.2.2. iNoisy Reconstructions

The iNoisy data sets used to validate the image reconstructions in Paper III and described at the beginning of Section 4.4.1 provide a natural set of validation tests. Despite the artificial nature of the simulated images, there are some salient differences with tests in the preceding subsection. First, the images are more complex, and we apply a more complicated source model—an adaptive bicubic raster model appropriate for image reconstruction (see Broderick et al. 2020b; Paper III)—with an associated increase in model complexity. Second, because fluctuations are applied directly to the image, significant correlations are induced among the complex visibilities. Third, the underlying noise spectrum is not known a priori, and therefore the specific quantitative reconstructions of the noise parameters cannot be compared to some truth in the form shown in Figure 9. Thus, we compare to the data-driven nonparametric estimates from Section 3.

Simultaneous image and noise reconstructions are shown in Figure 11 for three examples of the iNoisy simulated data sets. The morphology of the reconstructed images faithfully matches that of the mean images in the underlying truth. A gross sense of the breadth of the posterior is indicated by the samples shown.

The normalized variance in both instances is shown in the bottom panels of Figure 11. The data-driven, nonparametric estimates serve two purposes in these analyses. First, they
inform the priors on the noise model, which employ the data-driven amplitude at $|u| = 4 \, \text{G} \, \lambda$ and the long-baseline power-law index $b$. However, these are weakly informative, predominantly setting a lower bound on the noise. The range of normalized variances associated with the permitted noise models is reflected by the blue shaded regions. To prevent overinterpretation of the simulated data, we intentionally impose strong lower limits on the noise via these priors; only very weak, noninformative upper limits are enforced.

5.2.3. GRMHD Simulation Reconstructions

Finally, we turn to GRMHD simulations, which exhibit physically motivated stochastic and coherent substructures in the simulated images. The simulated GRMHD data sets described in Section 4.4.2 for the April 6 and 7 $(u, v)$-coverage of the 2017 EHT Sgr A* campaign are used.

We perform two sets of validation experiments with the GRMHD simulation data sets, distinguished by the image model employed. In both sets of experiments we employ the same procedure to set the priors on the noise model using the data-driven, nonparametric estimates as that employed during the $i$Noisy tests. These priors are reflected in the blue shaded regions in Figures 12 and 13.

In the first, we reconstruct the simulated data sets with a parameterized ring model appropriate for comparison with the compact ring structures seen in M87* and Sgr A*: the mG-ring model described in Paper IV and a simple extension of the m-ring model introduced in Section 5.2.1, differing only by the addition of a central Gaussian component to probe the magnitude of the central flux depression. This is similar to geometric ring reconstructions of the Sgr A* data in Paper IV.

Unlike the test in Section 5.2.1, we do not have an unambiguous set of mG-ring-parameter truth values to validate against, and thus we limit ourselves to general image comparisons. Figure 12 shows mG-ring reconstruction image posteriors in comparison to the average truth images for the same three GRMHD examples shown in Sections 4.4.2 and 4.5. The general size and brightness distributions of the mG-ring images

![Figure 13. Reconstructed images (top) and noise posteriors (bottom) for synthetic data sets on multiple days (2017 April 6 and 7 EHT Sgr A* combined high- and low-band $(u, v)$-coverage) generated from three GRMHD simulations. In each, on the top line the time-averaged truth image (left), maximum-likelihood (middle), and posterior-average (right) images are shown, with nine additional random draws from the posterior shown below. To recover physical brightness units, all images have been renormalized by a common factor so that the total flux of the mean image matches to 2.5 Jy. In the bottom panels, the data-driven nonparametric estimates from Section 4 are shown in black, and the allowed noise models permitted by the assumed priors on the noise model parameters are shown in blue. The reconstructed posterior of the noise is shown in orange. For comparison, the posterior of the noise from the mG-ring fits in Figure 12 is reproduced in green.](image-url)
are similar to those of the underlying average truth, blurred to the ostensible resolution of 15 μas, limited by the restricted freedom of the mG-ring model to produce radially asymmetric brightness profiles. In all cases, the reconstructed noise posteriors match those estimated by the data-driven nonparametric estimates. Specifically, the amplitudes near 4 Gλ and the power-law index between 2.5 and 6 Gλ are well reproduced.

The second validation experiment mirrors that of the iNoisy demonstration: we utilize an adaptive bicubic raster model appropriate for image reconstruction (Broderick et al. 2020b). This directly supports the Sgr A* image reconstructions presented in Paper III and is a procedure similar to that employed by the THEMIS reconstructions presented therein. The results for the same three GRMHD simulation data sets are shown in Figure 13. As found in the iNoisy case, the morphology of the reconstructed image faithfully matches that in the average truth after convolving both with 15 μas beams. The reconstructed noise estimate posteriors, shown by the orange bands, are again consistent with those from the data-driven nonparametric estimates. In particular, the amplitude at 4 Gλ and the long-baseline power-law index of the excess normalized variance are faithfully recovered.

The success found in both sets of experiments is notable given the much larger degree (by 1–2 orders of magnitude) of additional noise present than the previous iNoisy experiments. More importantly, the noise estimates from both experiments are also consistent with each other, indicating robustness to variations in the underlying image model specification.

5.3. General Application: Limiting Assumptions and Potential Extensions

We have made a number of specific choices regarding the form and properties of the noise models, with the goal of applying the noise modeling technique to horizon-resolving black hole imaging analyses. However, there are many other potential natural applications—e.g., the characterization of variability in microquasars and subparsec radio emission from astrophysical jets—that may be incorporated with a handful of minor extensions.

The assumed broken power-law form of the noise model in Equation (7), while well justified for GRMHD accretion simulations and reasonably generic, may not apply in general. However, there is no obstacle to implementing alternative functional forms for the noise. Such alternatives could, e.g., relax the assumption of azimuthal symmetry by including a parameterized azimuthal structure. Similarly, the assumption of no nonzero off-diagonal terms in the covariance—which may be generated, e.g., by coherent variations in the image structure—may also be relaxed. Such would require a model for the particular structure of the anticipated off-diagonal terms.

An important limitation of the procedure as presented is the lack of any model for temporal correlations. Again, this limitation might be relaxed at the expense of specifying an appropriate model. However, in the absence of such an extension to the model, we retain a requirement on the data: a sufficient number of statistically independent samples of the complex visibility function must be present at all locations in the (μ, ν)-plane. For Sgr A*, this requirement precludes single-day analyses, for which subhour temporal correlations can bias the noise model reconstructions significantly in the absence of additional source realizations. Combining at least 2 days, and thereby better conditioning the data to the underlying assumption of the model, is sufficient to mitigate these biases in the applications to the 2017 EHT Sgr A* campaign.

As with the data-driven variance estimation, the interpretation of Bayesian noise modeling depends on the origin of the underlying variability. Where it is due to stochastic fluctuations about a mean, the reconstructed noise model is again a direct measurement of the spatial power spectrum. Where coherent secular motions dominate the variability, the interpretation is more complicated. This ambiguity is similar to that surrounding the meaning of the reconstructed mean image.

6. Application to M87*

As a first science demonstration we apply the data-driven variability characterization and Bayesian noise reconstruction to the 2017 EHT observations of M87*. The estimated gravitational timescale of M87* is 9 hr, and thus little intraday variability is expected, with the possibility of interday variability across the 7 days of the 2017 EHT M87* campaign (M87* Paper II, Satapathy et al. 2022). This expectation is supported by the image and model reconstructions of M87*, which show no significant variation from April 5 to 6 and from April 10 to 11 and modest variations between the two pairs of observing days (M87* Paper IV; M87* Paper VI).

The analyses presented here differ from those in M87* Papers I–VI in two important respects. First, we analyze the entire data set simultaneously, combining the information across multiple observation nights. Second, we explicitly disregard the overall compact flux via the light-curve normalization procedure described in Section 4.1. Because M87* does contain significant extended structure, which is presumably
static across the entire observing campaign, we estimate the light curve associated with the compact structure via the intrasite baselines, i.e., SMA-JCMT and ALMA-APEX, using the variance weighted mean for scans in which more than one intrasite visibility amplitude is available.

6.1. Data-driven Variability Estimate

We begin with the application of the data-driven, model-agnostic characterization of the variability as a function of baseline length described in Section 4. The empirically derived mean visibility amplitudes and their variance across all 4 days
are shown in Figure 14. The mean amplitudes exhibit the clear double-humped structure consistent with a narrow crescent, already apparent in the amplitudes themselves (M87* Paper III). The normalized amplitude variances are generally small, consistent with the typical thermal errors (though still much larger than the systematic uncertainty). That is, as anticipated, there is little evidence for stochastic variability in M87* from this model-agnostic, data-driven approach. We now move on to Bayesian source and noise reconstructions.

6.2. Bayesian Noise Reconstructions

The expected absence of intraday variability precludes placing strong priors on the noise model. Thus, we do not apply priors based on the data-driven variance estimates from the preceding section, and instead we assume linear priors in the ranges \( \sigma_T \in [0, 0.02] \), \( f \in [0, 0.1] \), \( a \in [0, 0.5] \), \( u_0 \in [1 \, \text{G}\lambda, 10 \, \text{G}\lambda] \), \( b \in [0.5, 6] \), and \( c \in [0.5, 6] \). The range of noise models is indicated by the blue shaded areas in Figure 15 and covers the entirety of the plot region.

The absence of intraday variability is borne out by the Bayesian noise reconstruction on a single day. The left panels of Figure 15 show draws from the posterior of the reconstructed image of the EHT observations of M87* on 2017 April 10. This day has the fewest scans of any of the observations of M87* during the 2017 EHT campaign and is correspondingly more uncertain, a fact that is reflected in the variety of potential images in the imaging posterior (Figure 15, middle left panels).

In addition to image reconstruction, we simultaneously fit the noise model to the data and find no evidence for any excess

![Figure 16. Joint posteriors on the noise model parameters from the analysis of the 2017 EHT observations of M87*. Cases shown are when only the 2017 April 10 data set is analyzed (red, upper right triangle) and when all days are analyzed (blue, lower left triangle). Contours indicate the 50%, 90%, and 99% quantiles.](image)
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noise. The bottom left panel of Figure 15 shows that the posterior distribution of the required additional noise on 2017 April 10, indicated by the orange band, is generally small in comparison to both the thermal errors and the data-driven, model-agnostic estimates from all four observing days presented in Figure 14.

While there is little evidence for intraday variability, interday variability is obviously present in the image reconstructions in M87* Paper IV and M87* Paper VI. This conclusion is borne out by the multiday image reconstructions shown in the right panels of Figure 15. In stark contrast to the single-day analysis, when multiple observation days are combined, there is a clear need for additional noise, the posterior range of which is shown by the orange band in the bottom right panel, even though marginally subthermal. Above 4 Gλ, i.e., on characteristic scales smaller than 50 μas, the required additional noise matches that anticipated by the data-driven, model-agnostic analysis.

A quantitative comparison of the required additional variability obtained from the Bayesian noise modeling is presented in Figure 16. Consistent with the lack of significant Galactic scattering toward M87*, no substantial σ_fluctuation is required. Estimates of the additional systematic noise from the statistics of closure quantities are consistent with the roughly 1% values obtained (M87* Paper III). On a single day, no additional variability noise is required, i.e., a < 0.05% at 2σ. Across all observation days, a = 1.00% ± 0.25% ± 0.45% at 1σ and 2σ, respectively. No other parameters of the noise model are meaningfully constrained in this example application.

7. Summary and Conclusions

Intraday variability presents a novel challenge for high-frequency VLBI observations, like those performed by the EHT. Traditional image reconstruction algorithms are predicated on static source structures that permit the combination of VLBI observations throughout the observing night, i.e., Earth aperture synthesis, an assumption explicitly violated by variable targets. At the same time, the nature and properties of the source variability are of intrinsic interest, informing the underlying physical properties of the source (Georgiev et al. 2022).

For the sources of greatest interest to the EHT, Sgr A* and M87*, this variability is associated with stochastic fluctuations driven by MHD turbulence. Thus, we have developed methods to reconstruct the mean source structure and statistically characterize the variability around it. By doing so, we reap the benefits underlying Earth aperture synthesis—better (u, v)-coverage and larger effective data sets, both of which increase the fidelity and volume of information that may be extracted—while addressing the variable nature of the source. These methods are more broadly applicable to any time-variable source, though they are most naturally applied to the imaging and/or modeling of sources exhibiting stochastic variations.

In GRMHD simulations, the strongest structural variability occurs on the longest timescales and largest spatial scales, i.e., the spatiotemporal power spectrum is “red–red.” Therefore, Georgiev et al. (2022) find that it is possible to substantially reduce the degree of variability that must be mitigated by utilizing light-curve-normalized visibility data. For GRMHD simulations of Sgr A* and M87*, the remaining power spectrum is well described by a broken power law that typically peaks below 2 Gλ.

We have presented a data-driven nonparametric method for directly estimating the power spectrum of source image fluctuations from multiday sets of observations, like those by the EHT. For the 2017 EHT Sgr A* observing campaign, we have calibrated the resulting power spectrum estimates against GRMHD simulations. In particular, we have demonstrated the ability to faithfully extract the magnitude and long-baseline power-law index of the image fluctuation power spectrum near 4 Gλ, corresponding to scales of 50 μas. Results of applying this procedure to Sgr A* are contained in Paper IV, and the implications of the measured a and b noise model parameters for GRMHD models of Sgr A* are discussed in Paper V. These estimates of the Sgr A* variability are explicitly used to inform priors on the noise modeling employed by the THEMIS mG-ring analyses in Paper IV and the THEMIS image reconstructions in Paper III; the remaining imaging methods employed in Paper III survey over ranges of noise model parameters informed by these analyses.

We further present a formalism, Bayesian noise reconstruction, by which the statistical properties of the variability are constrained simultaneously with the mean source structure. These make use of parameterized “noise models,” in which an excess uncertainty budget is included within a self-consistent likelihood. In applying this procedure, we necessarily focus exclusively on the diagonal of the visibility covariance, ignoring correlations between the visibilities at different locations in the (u, v)-plane. This procedure has been implemented in the THEMIS parameter estimation framework (Broderick et al. 2020a) and validated with a number of mock data sets.

We conclude that the Bayesian noise reconstruction scheme is effective at mitigating the impact of even substantial variability on the problem of source reconstruction and provides self-consistent estimates of the intrinsic variability. We have tested the Bayesian noise reconstruction algorithm on simulated data tests that span a wide range of mean images and types of variability, extending to the simultaneous reconstruction of mean images and power spectra from GRMHD movies. In all cases, we are able to faithfully recover both the image structure and excess variability noise. These reconstructions are robust in the sense that any model possessing a sufficient number of degrees of freedom recovers similar images and similar “noise” power spectra. Results of a variety of imaging and modeling analyses of the EHT Sgr A* observations are presented in Papers III and IV. As with the data-driven variability characterization, the recovered noise model from the Bayesian noise reconstruction directly informs models of variability within the emission region.

We have applied both methods to M87*, for which GM/c^3 = 9 hr. Image reconstructions of the EHT M87* data do not show significant variation among neighboring days, implying little intraday variability. We confirm this conclusion by analyzing the 2017 April 10 observation, finding no evidence for variability. Combining all four observing days, 2017 April 5, 6, 10, and 11, we recover the interday variability observed across the week. In particular, we find excellent agreement between the data-driven nonparametric estimates and the self-consistently obtained modeled variability noise. Moreover, the nonvariability components in the noise model, i.e., refractive scattering and fractional systematic error components, return their anticipated values for M87*: negligible and 1%, respectively.
Both of the methods presented here have potential applications well beyond EHT data sets. As demonstrated with M87*, they provide a natural method for estimating the degree of variability for sources that vary across multiple observation epochs. Moreover, by simultaneously recovering the variability and the mean flux distribution, Bayesian noise reconstruction enables the self-consistent combination of the data from multiple observations. That is, by construction, Bayesian noise modeling permits self-consistent, data-driven averaging across multiple observations, with the potential to result in more accurate mean image estimates.

A number of the assumptions made here regarding the particular form of the noise model are informed by our ultimate application to EHT analyses of Sgr A*. As demonstrated with M87, the mean epochs. Moreover, by simultaneously recovering the variability and the mean flux distribution, Bayesian noise reconstruction enables the self-consistent combination of the data from multiple observations. That is, by construction, Bayesian noise modeling permits self-consistent, data-driven averaging across multiple observations, with the potential to result in more accurate mean image estimates.
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Appendix A  
Linear Detrending of Visibility Amplitudes

Given a set of visibility amplitudes, \{V_j\}, at positions in the \((u, v)\)-plane of \{(u_j, v_j)\}, we produce a linear estimate of the trend, \(V(u, v) = \bar{V} + V_u(u - \bar{u}) + V_v(v - \bar{v})\), where \((\bar{u}, \bar{v})\) may be arbitrary. The three constants, \(\bar{V}\) and the gradient \((V_u, V_v)\), are determined via

\[
\begin{pmatrix}
\bar{V} \\
V_u \\
V_v
\end{pmatrix} = \begin{pmatrix}
1 & S_u & S_v \\
S_u & S_{uu} & S_{uv} \\
S_v & S_{uv} & S_{vv}
\end{pmatrix}^{-1}
\begin{pmatrix}
A \\
B_u \\
B_v
\end{pmatrix},
\]

(A1)

where

\[
A = \sum_j V_j, \quad B_u = \sum_j V_j(u_j - \bar{u}), \quad B_v = \sum_j V_j(v_j - \bar{v}),
\]

(A2)

and

\[
S_u = \sum_j (u_j - \bar{u})^2, \quad S_v = \sum_j (v_j - \bar{v})^2, \quad S_{uu} = \sum_j (u_j - \bar{u})^2, \quad S_{vv} = \sum_j (v_j - \bar{v})^2, \quad S_{uv} = \sum_j (u_j - \bar{u})(v_j - \bar{v}).
\]

(A3)

When \((\bar{u}, \bar{v})\) is chosen such that \(\sum_j (u_j - \bar{u}) = \sum_j (v_j - \bar{v}) = 0\), \(S_u = S_v = 0\), and thus the matrix inversion simplifies significantly.

We clip the linear estimate of \(V(u, v)\) when the difference between the average visibility, \(N^{-1}\sum_j V_j\), and \(\bar{V}\) exceeds the standard deviation of the \(V_j\) by more than a factor of 10. For Gaussian errors, the above procedure results in an unbiased estimator of \(\bar{V}\) and \((V_u, V_v)\).

The reconstruction of the offset and gradient in \(V\) is illustrated in Figure 17. Decreasing the number of data points and increasing the random error component increases the error in the reconstructed trend, unsurprisingly. Nevertheless, even for very few points the distribution of reconstructed trends covers the “truth” values faithfully (see Figure 18).
Because we ultimately estimate the impact of the intrinsic uncertainties on the azimuthally averaged means and variances of the visibility amplitudes, we make no attempt during detrending to estimate the uncertainty on the \( V(u, v) \) itself.

Appendix B
Correlation-induced Bias

We employ a minor variation of the standard variance estimator to approximate the variance of the visibility amplitudes within each \((u, v)\)-patch, which is then averaged to produce an estimate at each baseline length bin. However, where strong correlations exist between visibility amplitudes within a patch, they will result in significant biases. Gaining insight into the impact of these correlations is complicated by its heteroscedastic nature: strong correlations will exist within a patch on a single baseline but typically will not extend among different baselines.

Therefore, we construct a toy example in which the sequence of visibility amplitudes within a patch is composed of a sequence of \( N \) sets of replicas, each individually containing \( n_j \) perfectly correlated values (i.e., copies). That is, the set of values is

\[
\{V\} = \{\{V_1, V_1, \ldots\}, \{V_N, V_N, \ldots\}\}. \tag{B1}
\]

The total number of values is

\[
M = \sum_j n_j, \tag{B2}
\]

of which only \( N \) are independent. We further assume that the \( V_j \) are drawn from some distribution with variance \( \sigma^2 \).

On average, the standard variance estimate from this sequence is

\[
\langle \sigma^2_{\text{est}} \rangle = \frac{M - \bar{n}^2}{M-1} \frac{\pi^2}{\sigma^2}. \tag{B3}
\]

If \( n_j = 1 \) for all \( j \), then \( \bar{n}^2 = \pi^2 = 1 \) and the above reduces to the unbiased estimate. However, when \( n_j \) is not unity generally, a bias is induced in the estimated variance, becoming large when \( N \) is small.

The magnitude of the bias depends most sensitively on the number of replicas, i.e., \( N \). Figure 19 shows the average debias factor for different values of \( N \). When \( N \) is small, the value of the debias factor can easily reach values well above those measured in Section 4.5.

Figure 19. Debias factor associated with \( M = 10 \) total points apportioned randomly among \( N = 2, 3, 5, \) and 10 sets of replicas.

\[\text{Figure 18. Distributions of reconstructed } \bar{V}, V_u, \text{ and } V_v \text{ for a specific realization of the } (u, v)\text{-positions generated upon varying a set of 10 complex } V_j \text{ within a complex error of magnitude 0.1 Jy with fixed } (u_j, v_j). \text{ The underlying truth values are indicated by the vertical black lines.}\]