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The development and optimization of high-performance anode materials for alkali metal ion batteries is crucial for the green energy evolution. Atomic scale computational modeling such as density functional theory and molecular dynamics allows for efficient and adventurous materials design from the nanoscale, and have emerged as invaluable tools. Computational modeling cannot only provide fundamental insight, but also present input for multiscale models and experimental synthesis, often where quantities cannot readily be obtained by other means. In this review, an overview of three main anode classes; alloying, conversion, and intercalation-type anodes, is provided and how atomic scale modeling is used to understand and optimize these materials for applications in lithium-, sodium-, and potassium-ion batteries. In the last part of this review, a novel type of anode materials that are largely predicted from density functional theory simulations is presented. These 2D materials are currently in their early stages of development and are only expected to gain in importance in the years to come, both within the battery field and beyond, highlighting the ability of atomic scale materials design.

1. Introduction

The development of sustainable and clean energy sources that are viable alternatives to fossil fuel technologies is one of the most pressing issues in today’s society.[1,2] Rechargeable batteries are promising clean energy technologies which can 1) serve as storage sources at local and grid-scale for wide deployment of a variety of renewable energy technologies (based on solar, hydro, wind, geothermal power, etc.), 2) provide power sources for electric and hybrid vehicles for low-carbon or zero-carbon emissions of transportation systems,[3,4] and 3) provide power sources for various portable and wearable electronic devices. Alkali metal (AM) ion batteries (AMIBs) including lithium (Li)-ion batteries (LIBs), sodium (Na)-ion batteries (NIBs), and potassium (K)-ion batteries (KIBs) are important rechargeable battery technologies to support the decarbonization of both electricity supply and transportation systems. Currently dominating the rechargeable battery market is LIBs. NIBs and KIBs are developed as more sustainable alternatives and indeed complements, to mitigate challenges associated with the limited and geopolitically isolated Li resources.[1] Post-alkali metal ion batteries are also pursued such as multivalent ion batteries and lithium sulfur batteries. These battery technologies will not be covered in this review, but have been reviewed elsewhere.[5–11]

The three AMIBs follow the same general cell operation, with variations in material selections (Figure 1).[12–14] During charge/discharge the AM ions move via an electrolyte between the cathode (positive electrode) and the anode (negative...
A fundamental understanding of the chemical processes governing the AM ion storage and diffusion[16–20] materials is required both for the cathode, electrolyte, and anode materials. Cathode materials and electrolytes have generally been more successfully transferable between LIBs and other AMIBs, than the anode materials. Furthermore, KIBs have not received as much attention as NIBs and LIBs, and there are currently fewer materials that can accommodate the larger K ions.[24] For the optimization and development of next-generation battery technologies, the development of high capacity anode materials is of utmost importance.[15,22] To this end, computational modeling provides an atomic scale approach to optimize anode materials. For optimum anode performance, the material should have high AM ion storage capacity, rapid ionic conductivity, low voltage, good electronic conductivity, and high phase stability without large volumetric changes during cycling.[22–24] Metallic Li and Na anodes were at the beginning of LIB and NIB research considered, but were found to be unsafe for battery applications due to dendrite formation from the reaction between the metallic anode and organic electrolyte solvent molecules.[24] Potassium metal anodes were tested in the early studies of KIBs, but as for Li and Na metal with liquid electrolytes dendrite formation also limits its KIB anode performance.[25–30] To design appropriate and high-performance anode materials computational modeling has been vital. The challenges and current state of cathode[31–37] electrolytes,[38–45] and the solid electrolyte interphase (SEI)[28,46–48] have been covered in detail elsewhere.[27,28,31–33,48–53] For further insights on larger scale modeling and battery technologies, the reader is referred to the following review articles.[54–57]

Computational modeling provides unique insight into the atomic scale mechanisms that govern these properties and is an invaluable tool in materials design. The main aim and strength of computational modeling for efficient materials design is its ability to complement and support experimental results and analysis, to unravel important atomic scale properties and features to gain fundamental understanding of properties and mechanisms that are challenging to obtain solely from experimental analysis and measurements. This allows for intelligent materials design via the systematic optimization of anode materials in conjunction with experimental testing, and refinement. In this review, we focus on the atomic scale modeling of AMIB anode materials as detailed in Section 2. AMIB anode materials follow three main mechanisms: intercalation, alloying, and conversion type (Figure 1). Graphite, an intercalation-type anode, will be discussed in the wider context of carbon-based anode materials. The AM ion storage mechanisms in carbon materials such as soft carbon, hard carbon, and graphene are more complex than intercalation, also including adsorption (on defective surfaces), and pore filling (typical hard and soft carbons with amorphous porous regions), in addition to the intercalation in (typically crystalline) interlayer regions. Hence, in this article, we discuss carbon-based (Section 3) and non-carbon based intercalation-type (Section 4) anodes separately, dividing these into two classes due to the large research effort on carbon-based anode materials. After the intercalation-type anodes, the alloying (Section 5) and conversion-type (Section 6) are presented, with 2D materials as novel anode materials for AMIBs being discussed in Section 7.

### 2. Computational Methods

Atomic scale computational studies are widely used within the battery modeling community and beyond, forming a synergistic relationship with experimental studies for materials design.[23,62,63] From the simulations of atomic level structures one can obtain both bulk and surface properties.[64,65] A wide range of anode materials properties (e.g., voltage profiles, electronic structures, ionic conduction and migration, defects formation, phase stability, and adsorption of chemical species) can be probed to understand the intercalation, alloying, conversion, and charge/discharge behavior of Li, Na, and K in anode materials. Atomic scale computational methods such as molecular dynamics (MD), and density functional theory (DFT) have been employed for obtaining these materials properties as shown in Figure 2. DFT is a well-utilized and proven electronic structure method that calculates the ground state energy of a many-body
system from its electron density. DFT simulations are typically conducted at 0 K and as snapshots. MD simulations use Newton's equations of motion to model the time evolution of interacting particles by repeatedly integrating many time steps to give a detailed picture of the time evolution, and are reliant on semiempirical interatomic potentials to describe the interactions between ions in the system, and cannot be used to simulate electronic structures. Recently, a combination of DFT and MD, ab initio molecular dynamics (AIMD) has gained traction. In AIMD simulations, the interatomic potentials are replaced by forces from DFT to simulate the interatomic interactions, with MD steps to model the time evolution. AIMD is however more computationally expensive than both DFT and MD and is mainly used to model systems at short time scales (≈10 ps) as compared to MD where trajectories are normally >1 ns due to high computational cost. For anode materials, AIMD simulations are becoming increasingly important, and are used to calculate diffusion, thermal expansion, and phase stability. In the next sections, we will present short overviews of what properties can be obtained computationally from these methods, and their relevance to anode materials design. We will also briefly address assumptions and approximations that need to be made when conducting these simulations, such as how the electrons are described, and what implications and errors can arise from this. Both DFT and MD methods have been described in great detail elsewhere, and hence we will only cover their applications to anode materials here.

2.1. Properties from Simulations

From DFT calculations of the optimized geometrical and electronic structures, properties such as metal intercalation, metal adsorption, voltage, metal migration energies, phase stability, and defect formation energies can be obtained (Figure 2). A high-performance AM1B anode material should have both high storage capacity of metal ions, high stability during charge/discharge, and allow for rapid metal ion diffusion.

Metal intercalation—The intercalation energy \( E_{\text{Int}} \) is related to both the storage capacity and voltage (potential) of an anode material, and can be calculated according to Equation (1).

\[
E_{\text{Int}} = E_{\text{Interaltered bulk}} - x \mu_{\text{AM}} - E_{\text{Bulk}}
\]

where \( E_{\text{Interaltered bulk}} \) is the total energy of the system with intercalated metal species, \( E_{\text{Bulk}} \) is the total energy of the non-intercalated system, \( x \) the number of intercalated species, and \( \mu_{\text{AM}} \) the chemical potential of the intercalated species (here Li, Na, or K). Hence, a negative \( E_{\text{Int}} \) indicates that metal intercalation is energetically favorable, whereas a positive \( E_{\text{Int}} \) signifies an unstable intercalation structure. DFT derived intercalation energies can be used to help identify materials with high intercalation capacity.

Figure 2. Schematic of obtainable properties of anode materials from DFT, MD, and AIMD simulations.
Metal adsorption—The metal adsorption (or binding) energy ($E_{\text{ads}}$) is calculated in a similar way to the intercalation energy, considering the total energies of the system without the adsorbate ($E_{\text{surface}}$) and the isolated adsorbate ($\mu_{\text{AM}}$), to the system with the adsorbate ($E_{\text{AM@Surface}}$):

$$E_{\text{ads}} = E_{\text{AM@Surface}} - \mu_{\text{AM}} - E_{\text{surface}}$$

(2)

To this end, metal ion adsorption and metal ion intercalation in anode materials have been calculated for a variety of systems to show energetically favorable storage sites, and to evaluate defect and/or dopant engineering in battery materials.[113–118]

Migration from DFT—Metal-ion diffusion can be calculated and understood from DFT-derived metal migration barriers or from MD trajectories. These can then be related to experimentally measured metal-ion migration barriers and diffusion coefficients, obtained from galvanostatic intermittent titration technique, or muon spin rotation spectroscopy. This can then be used to efficiently screen different materials design strategies (such as dopant concentrations, crystal structure, composition, etc.) to optimize metal diffusion.[22,119–121] Diffusion or metal migration behavior from DFT simulations are commonly obtained via the nudged elastic band (NEB) method.[22,122,129,122–124] NEB simulations require optimized start and end points (typically equivalent lattice sites a set distance apart). Between the start and end points, an initial guess of a migration path is made. The migration path is then divided into a number of steps or reaction coordinates (i.e., intermediate ion positions of the diffusing species) which are optimized (with spring forces acting as constraints to ensure the spacing between the NEB images is retained) within the DFT framework to identify the saddle point or transition state (the individual steps can also be referred to as NEB images).[124] The migration energy barrier ($E_m$), also referred to as diffusion barrier, is then calculated as the difference in total energy between the saddle point and the start point.[124] The $E_m$ obtained for a specific diffusion path from NEB simulations can then be used to obtain the ionic diffusion coefficient ($D_i$) through an Arrhenius equation (see next paragraph). By repeating the NEB simulation for different diffusion paths, both $E_m$ and $D_i$ can in theory be mapped for all possible diffusion paths. However, as with the above-mentioned properties, NEB-derived migration barriers are based on DFT total energies, and do not typically take into account the effect of temperature or pressure. Furthermore, whilst metal migration barriers from DFT simulations have been found reliable and in good agreement with experiments, they are computationally expensive and challenging. Especially for complex migration mechanisms, a large number of migration pathways must be sampled, and a large number of NEB images included. For these cases, MD and AIMD simulations are an excellent complement to DFT simulations.

Diffusion coefficients from dynamics simulations—MD and AIMD simulations can be employed to calculate diffusion coefficients by measuring the mean square displacement and tracking the atom trajectory. The mean square displacement ($\langle r^2(t) \rangle$) is given by[22,125]

$$\langle r^2(t) \rangle = 6D_it + B_i$$

(3)

where $t$ is time, $D_i$ is the self-diffusion coefficient for species $i$, and $B_i$ is a thermal factor associated with atomic vibrations. $D_i$ can be obtained by plotting ($r^2(t)$) versus $t$ and can consequently be used to calculate the diffusion energy ($E_i$) similar to the migration barrier one obtains from DFT NEB simulations from Equation (4)

$$D_i = D_0 \exp(-E_i/kT) \Leftrightarrow \ln D_i = \ln D_0 - \frac{E_i}{kT}$$

(4)

Here, $D_0$ is a temperature independent pre-exponential term, $T$ is the temperature, and $k$ is Boltzmann’s constant. $E_i$ is commonly obtained by Arrhenius plots from the gradient of $\ln D_i$ versus $1/T$. However, for applications dependent on the knowledge of the electronic structure of materials, a method such as DFT needs to be employed.

Phase stability—For an anode material to perform well, it also needs to be stable, both on its own and in its lithiated, sodiated, or potassiated phases.[22,126,127] Typically, the structures are generated from structural databases, ab initio random structure searching (AIRSS), or the USPEX code.[128–131] Phase stability simulations are vital for the identification and prediction of intermediate stable phases for anodes where the AM ion concentration would be expected to be varied. The stability of different AM site occupations, concentrations, and configurations can be evaluated below[22,128,131]

$$E_i = E_{\text{AM, Bulk}} - (1-x)E_{\text{A Bulk}} - xE_{\text{Bulk}}$$

(5)

where $E_i$ is the formation energy of the investigated AM$_{\text{Bulk}}$ composition, $E_{\text{AM, Bulk}}$ is the total energy of the anode material with $x$ number of AM, $E_{\text{Bulk}}$ is the total energy of the non-lithiated/sodiated/potassiated anode material, and $E_{\text{M Bulk}}$ is the lithiated/sodiated/potassiated anode material. From these relative energies, convex hulls can be constructed by plotting $E_i$ as a function of $x$, to assess the thermodynamic stability of phases, either in a predictive capacity or to confirm experimentally observed phases.[130]

Voltage—The charge/discharge profiles relate to different storage and diffusion mechanisms at different voltages.[16] The different metal behaviors in these voltage regions are commonly assigned to the presence of defects, different microstructures, and/or the formation of different alloy compositions.[134–136] The electrochemical performance of a battery electrode is commonly measured and presented using a galvanostatic charge/discharge profile, with voltage (or potential) versus capacity during cycling. These voltage or potential profiles have been simulated with DFT calculations, showing good agreement with experimental anode studies.[16,117–119] These studies have calculated the theoretical capacity ($C$) from atomic mass,[135,140] or from the metal ion concentration (Equation (6)),[138,141] whereas the equilibrium voltage ($V$) or potential is calculated from the DFT total energies (Equation (7))[22,140]

$$C = \frac{x_{\text{AM, Mass}}}{MW_{\text{Bulk}}}$$

(6)

$$V = -\frac{E(AM_{\text{AM}}) - E(AM_{\text{Bulk}}) - (x_j - x_i)E(AM)}{(x_j - x_i)F}$$

(7)
Here, $x_{AM,max}$ is the highest possible fraction of AM in AM$_{Bulk}$, $F$ is Faraday’s constant, and $MW_{Bulk}$ is the molecular weight of the anode material without AM. $E$ is the total energy of the intercalated bulk with $x_i$ AM ions (E(AM$_i$, Bulk)), and with $x_i$ AM ions (E(AM$_i$, Bulk)), and the total energy of the metal AM (E(AM)). $x$ is the number of inserted AM in the bulk anode material. Anodes should have low operating $V$ and as high as possible C. A high $V$ from DFT simulations can indicate irreversible capacity loss due to high metal adsorption, or intercalation energies.

Defect formation—Defects and microstructure can have a direct effect on the adsorption energy, storage mechanism, stability, and metal ion migration barrier. DFT simulations can give direct evidence of this, and can be used to screen for structural motifs that could lead to increased storage capacity or reversible storage. The defect formation energy can be calculated using the following formula:

$$E_i = E_{Defective,j} - E_{Bulk} + \sum n_i \mu_j + q(E_v + \Delta E_F)$$

where $E_i$ is the defect formation energy for a defect $j$ in a system with charge $q$, $E_{Defective,j}$ is the total energy of the defective system with charge $q$, $E_{Bulk}$ is the total energy of the nondefective charged system, $n_i$ is the number of removed or added species $j$ from the bulk, and $\mu_j$ is the chemical potential of $j$. $E_v$ is the valence band maximum, and $\Delta E_F$ the Fermi level (sometimes also referred to as electron chemical potential). The lower the value for $E_i$, the higher the equilibrium concentration is to be expected.

3. Carbon-Based Anode Materials

Graphite, an intercalation-type anode material, is the most commonly used LIB anode material due to its high specific capacity (theoretically 372 mAh g$^{-1}$), good recycling performance, and low operation potential ($0.1\, V$ vs Li$^+/\text{Li}$). Nevertheless, in the development of post-Li battery technologies it is clear that graphite cannot be universally applied. Unlike Li, Na does not readily intercalate into graphite. The replacement of Li with larger ions such as K leads to structural changes in graphite. These structural changes in turn affect the storage and metal diffusion behavior, making a direct swap of Li to other battery metals challenging. To this end, the disordered carbonaceous anode materials, hard and soft carbon, have shown promising performance, not only for LIBs and KIBs but also for LIBs. Hard carbon is a nongraphitizable carbon material with a disordered structure consisting of randomly stacked graphitic domains, with expanded graphic interlayers, and nanovoids. This leads to hard carbon structurally laying somewhere between crystalline and amorphous, with local order (graphitic segments), but no long-range order. These materials commonly have high defect concentrations, and their structure can be tuned depending on the synthesis technique, precursor, and post-treatment used. Soft carbon can be converted to graphite if annealed at high temperatures, and have less curvature and more ordered alignment of its graphene layers than hard carbon. From experimental evidence from various probing techniques such as Raman spectroscopy, transmission electron microscopy, nuclear magnetic resonance, electron energy-loss spectroscopy, and pair distribution functions from diffraction data, different structural orders for different carbon-based anodes are shown, which adds important insights for guiding the computational models in Figure 3.

3.1. Computational Models of Carbon Anodes

To study the AM storage, intercalation, adsorption, and migration in carbon-based anodes, computational studies typically utilize monolayer graphene (Figure 3a) and bilayer (or multilayer) graphene (Figure 3b) to represent carbon surface and the expanded graphic layer stacks, respectively. These models apply not only to hard and soft carbons, but also other graphitic anode materials (such as composites), and graphite itself. Graphene is a 2D material with sp$^2$-hybridized carbon atoms in a hexagonal lattice. The graphite lattice consists of alternate graphene planes with either hexagonal AB, or rhombohedral ABC stacking that are weakly bonded in the vertical direction, but have strong covalent bonds in the graphene plane. The in-plane carbon atoms are bonded by σ bonds (sp$^2$-hybridized carbon) and delocalized π bonds (from the carbon 2p-orbitals), and to accurately model both the graphite structure and metal interaction with graphene and graphite, a variety of dispersion and vdW corrections have been incorporated in the DFT models. To capture the curved morphologies present in hard carbon, carbon nanotubes (Figure 3c) have been employed.

Graphite can be reasonably represented by the monolayer graphene and the bilayer graphene models. Due to the complex nature of the disordered structures in hard and soft carbons, and their structural dependency of precursors, computational models of these carbons focus on the modeling of select motifs, such as using the monolayer graphene, bilayer graphene, and carbon nanotube models. These models are not universal for disordered carbon anodes, and still cannot be modeled at representative length scales without the development of more powerful computers and/or efficient codes.

MD simulations have been used to construct disordered carbon models (Figure 3c–e), typically creating the disordered carbon structures from melt-quenching studies, and annealing presubordinated materials. Due to the large simulation cells that would be required to capture the complex structure of these disordered and nanoporous carbon anodes, DFT simulations are too computationally expensive to model accurate systems, and MD simulations (which rely on interatomic potentials, often empirically fitted) are unable to describe and capture the different local structure environments and bonding in a hard carbon material. Practically, these anodes do not have the same structure and are sensitive to synthesis techniques and precursors, making the modeling of "one" unified hard carbon model highly challenging.

Glassy carbon (Figure 3c) consists of sp, sp$^2$, and sp$^3$ hybridized carbon, with turbostratic densely packed carbon particles, but does not show the same layering as the previously discussed disordered carbon anodes such as hard and soft carbons. Depending on external conditions, such as pressure, the sp$^3$-character of the glassy carbon can be varied (as shown for glassy carbon models generated using a stochastic quenching method and simulated using DFT).
3.2. Modeling Battery Performance with Carbon-Based Anodes

3.2.1. Metal-Ion Intercalation and Storage in Graphite Anodes

A high-performing anode material must have good storage capacity, and a multitude of storage (also referred to as adsorption at surfaces, or binding or intercalation in bulk) sites available for metal ions. One of the most popular carbon-based anode computational models in the DFT literature is graphene. Graphene is found as a structural motif in a plethora of anode materials, and has also been studied as an anode material in its own right,[135,164–169] making it an important system for battery modelers. Computational studies of metal storage through the calculation of adsorption energies on graphene monolayers bring fundamental insight into the mechanisms of carbonaceous anode materials. Pristine graphene provides three inequivalent sites for metal adsorption; hole site (above the C=C-ring), bridge site (above a C–C bond), and top site (above a C atom).[113,170] DFT studies have found that the majority of elements in the periodic table preferably adsorb at the hole site.[113,114,171] Among the battery metals, Li (−1.22 eV from DFT simulations with D3-BJ dispersion corrections) has the strongest adsorption energy (according to Equation (2)) on graphene, followed by K (−1.05 eV from DFT simulations with D3-BJ dispersion corrections), and Na (−0.62 eV from DFT simulations with D3-BJ dispersion corrections).[113,117,135,170,172] The exact values of these adsorption energies are however dependent on the choice of dispersion correction, making it crucial for computational studies to divulge the use or lack of dispersion correction. The DFT adsorption energies confirm the experimentally observed poorer Na storage on graphene and graphite surfaces, and the computational metal adsorption calculations have also shown that the relative adsorption strength of metals on graphene is governed by the metal ionization potential, which can have implications in the experimental cycling behaviors of these anode materials.[113,114,173]

Graphite models (typically multilayer graphene (Figure 3b) have also been employed in DFT simulations to predict the
metal storage capacity of graphite anodes, and hard and soft carbon anodes. Graphite forms high stage intercalation compounds with lithium and potassium, but not with sodium (Figure 4b).[111] The theoretical capacity of lithium–graphite intercalation compounds (Li-GICs) is \(\approx 370\) mAh g\(^{-1}\), which corresponds to LiC\(_6\).[111] The maximum capacity of sodium–graphite intercalation compounds (Na-GICs) on the other hand is much smaller at \(35\) mAh g\(^{-1}\) (NaC\(_6\).[16,174] This unfavorable sodiation of graphite anodes further leads to sodium plating and consequent dendrite formation, rendering graphite an unsuitable NIB anode material.[175] Potassium GICs (K-GICs) have a theoretical capacity of \(\approx 280\) mAh g\(^{-1}\), corresponding to a concentration of KC\(_8\).[176,177] The GICs are formed when metal ions intercalate between the graphene planes in the interlayer region (Figure 4a).[111,178] This leads to the breaking of bonds, and the formation of new ones, with the structure of the GICs being highly dependent on the intercalant (Figure 4b).[111,178] What is common among the different graphite intercalation compounds however is their ionic and electronic conductivity, and their layered structure giving a 2D conductivity as the ions (in defect-free graphite) primarily move within the interlayer, and not through the graphene layers.[111,178] Hence, battery performance issues that lead to anode failure associated with large volumetric changes during cycling in alloy based anodes are not an issue for graphite anodes.[179–181] The limitation of graphite as an anode material for post-lithium technologies instead comes from the concentration of metal ions possible to store in graphite.[111]

Apart from predicting metal storage capacity, DFT simulations have also been applied to understand the intercalation mechanism, and stability of the carbon structures upon intercalation, using periodic graphite models with two (bilayer model) to four graphene layers.[182–186] Metal intercalation mechanism in graphite (or few-layer graphene model) have been studied for various metal concentrations (Figure 4). Computational studies of GICs have been widely focused on the difference in intercalation mechanism and stability of Li-GICs, Na-GICs, and K-GICs.[110,111,187] It has been shown that the difference in intercalation behavior between the different AMs is due to the sum of electrostatic and covalent binding contributions for Li-GICs being larger than those for Na-GICs and K-GICs.[85,110,187] The high stability of Li-GICs from formation energy calculations suggests that the small ionic size of lithium leads to small structural deformation in the graphite lattice, giving that only a small structural deformation energy needs to be overcome in Li-GICs.[96,184,188] This small structural deformation in the graphite lattice upon lithium intercalation further leads to the vdW interactions in between the monolayers stabilizing the Li-GICs.[85,110,189] High concentration Na-GICs are from DFT simulations found to be thermodynamically unstable (Figure 4b), which has been attributed to the relatively high redox potential of Na/Na\(^+\) compared to Li/Li\(^+\).[85,190,191] Intercalation of K into graphite leads to larger structural deformations, with the stability of the K-GICs being dependent on these structural deformations. The high capacity is a consequence of the high and exergonic ionization energy and relatively small cohesive energy (Figure 4c,d).[192] The structural deformation energy of the intercalated graphite lattice increases linearly with the size of the AM ion, with the main energy contribution to the thermodynamic stability arising from the expansion of the graphite lattice upon metal intercalation.[85,110,187] To this end, computational studies have been able to directly identify the reason for the seemingly unintuitive thermodynamic stability between...
3.2.2. Solvent Co-Intercalation in Graphite

Apart from metal ion storage in graphite, alkali metal atoms can also co-intercalate with solvent molecules.[125,174,194–199] Co-intercalation of metals with solvent molecules in graphite have been shown to improve the intercalation properties not only for Na,[60,200–205] but also for Li[206–208] and K.[188] Solvent co-intercalation with Na in graphite (neglecting electrolyte salt and SEI) was shown through dispersion corrected (D3) DFT simulations to be solvent dependent (Figure 5).[209] Both propylene carbonate (PC) and diglyme form stable initial graphite intercalation compounds with Na, while tetrahydrofuran (THF) and dimethyl carbonate (DMC) (which have weaker solvation energies with Na) do not intercalate in graphite. The high LUMO level (obtained through nonperiodic B3LYP calculations) of diglyme was shown to lead to reversible co-intercalation in graphite (also confirmed by periodic DFT simulations at PBE-D3 level of theory where a complex of two diglyme and Na, would lead to exfoliation of the co-intercalated graphite (Figure 5).

Na-GICs and K-GICs, proving that the inability of Na to intercalate in graphite is not a result of its larger ionic size than that of Li.

3.2.3. Effect of Pore Shape and Size on Adsorption and Storage

DFT and MD simulations have shown that the pore structure of carbonaceous anodes directly influences the anode performance.[142,211–215] From experimental characterization, both planar and curved pore motifs are present in nanoporous hard carbon. The exact contribution to anode performance of different pore shapes and size can be probed from computational studies, allowing for pore engineering to be conducted at an experimental stage. To this end, bilayer graphene and carbon nanotube models (Figure 3b,c) with variable interlayer distances and tube diameters have been used to computationally investigate metal storage. From DFT calculations of Li, Na, and K adsorption energies at both the concave and convex surface of carbon nanotubes (Figure 3c with diameter 1–5 nm), it is shown that these metals have stronger binding in bilayer graphitic pores (using model in Figure 3b) than to the curved carbon nanotubes.[142] Atomic scale studies of different hard carbon motifs have confirmed that metal storage at defect sites in carbon-based anodes can occur, and that the pore shape of nanoporous carbons directly impact metal incorporation.[97,113,121,137,142,216] The suggested Na storage mechanism by pore filling was confirmed through combined experimental...
and DFT studies.\cite{142,141} Apart from a pore filling mechanism, surface defects and intercalation in expanded graphite stacks are also responsible for the experimentally observed metal potentials.\cite{121,134,142,156,217} Na storage in small planar graphitic stacks, wide planar graphitic pores, and cylindrical pores (corresponding to the curved morphologies observed in real samples) were investigated using DFT simulations with D3-BJ corrections, showing that both the morphology and size of pores directly influences Na binding energies and migration. The inclusion of Li and K in these studies further shows that the anode performance is not only dependent on morphology, but also on the battery metal ions, as previously observed for metals on graphene.\cite{113,114,137,214,215} Glassy carbon has been employed both as a standalone anode material, and as composites.\cite{146} Glassy carbon structures were simulated using DFT from structures generated from random sampling.\cite{139} From these simulations, it was deduced that Na storage in the two glassy carbon models was more stable than Na storage in graphite, with the carbon amorphization having a thermodynamically favorable effect on Na insertion.\cite{119} The insertion of Na into glassy carbon was however found to be structure dependent, with some sites returning positive (i.e., energetically unfavorable) formation energies.\cite{119} Contrarily, the defect formation energy for Li insertion in the glassy carbon models remained negative for all concentrations and sites except one, indicating that this is a thermodynamically stable phase. Hence, in addition to providing more energetically favorable Na insertion, glassy carbon could also provide an alternative LIB anode material, as it is expected to increase the anodic voltage and limit electrolyte decomposition in LIBs. Additionally, it would also be an interesting material to study for KIBs, using atomic scale materials design to fine tune the structure for this specific application. Computational modeling opens the possibilities to investigate all three common battery metals simultaneously, and to systematically study not only the effect of different anode material structure on performance, but also how this would differ between LIBs, NIBs, and KIBs.

3.2.4. Effect of Defects on Metal Adsorption and Storage

A materials design strategy particularly well suited for computational studies where one can directly probe the effect of local changes in atomic structure is the introduction of defects. Defects are commonly present in carbonaceous materials including graphene, graphite, hard carbon, and soft carbon, as a result of synthesis methods, battery cycling, and materials engineering.\cite{15,17,20,137,143,218-224} Atomic scale computational modeling opens the possibility to directly probe the influence of single defects on several properties, which can be difficult, if not impossible, to discern experimentally.\cite{225,226} Common graphite and graphene defects investigated include single carbon vacancy, also referred to as monovacancy (MV), double carbon vacancies (DV), and Stone–Wales (SW) defects. The defect formation energies (according to Equation (8)) of these vacancy defects in bilayer graphene have been calculated to be 7.9 eV for MV, 9.2 eV for DV, and 6.9 eV for SW,\cite{183} which are similar to the defect formation energies of the same defects in monolayer graphene (7.5, 8, and 5 eV, respectively).\cite{227} The presence of these defects in bilayer graphene improves the Na intercalation as compared to graphite, making Na intercalation in graphite more energetically favorable in graphitic layers with MV, DV, and SW.\cite{183} Similarly, the adsorption of Na on a graphene sheet can be improved by including these defects,\cite{228} and Li and K adsorption have also been shown to be stronger at graphene sheets with vacancy defects.\cite{113,137} Preparing the graphene-based anode materials with appropriate concentrations of these defects could hence provide a promising materials design strategy to increase AM storage.

Jian et al. employed bilayer pristine and defective (MV, DV, and SW) graphene models to simulate sodium intercalation in soft carbon anodes.\cite{16} These DFT-D3-BJ level simulations showed that the higher formation energy defects MV and DV have a larger effect of sodium incorporation and storage than the SW defect.\cite{16} The reason for this was found in the poor electron transfer to the carbon layer. Furthermore, the inclusion of the vacancy defects in the bilayer graphitic model greatly improved the sodium storage, confirming experimental measurements.\cite{16} The sodium potential versus capacity curves (according to Equations (6) and (7)) were also calculated for sodium storage in hard carbon by Reddy et al.\cite{216} The effect of vacancy defects and interlayer distance in bilayer graphene as a proxy for hard carbon was studied through DFT simulations by Tsai et al.\cite{156} Yang et al.,\cite{181} and Yang et al.\cite{182} All these studies conclude that the MV and DV defects are beneficial for sodium storage, and that expanded interlayer distances are required for energetically favorable sodium intercalation.\cite{16,137,156,136} Hence, for higher-performance anode materials, defect engineering should be considered as an important route together with control of the interlayer distance.

Nitrogen-containing defects in carbon-based anode materials have also been shown to increase NIB and KIB capacity.\cite{20,229,230} Chen et al. employed expanded graphitic layer models to study the effect of graphitic and pyridinic nitrogen defects on Na and K adsorption energy.\cite{229} As shown previously, high concentration Na GICs (NaC$_6$ and NaC$_9$) were found to be thermodynamically unstable, resulting in a positive adsorption energy (0.132 eV), whereas K intercalation was shown to be thermodynamically stable (−0.229 eV). Upon the inclusion of a pyridinic nitrogen defect, the Na adsorption energy became negative (−0.267 eV), indicating a thermodynamically stable system.\cite{229} Phosphorous doped hard carbons using graphitic models functionalized with P=O, P=O, and P=C were simulated at GGA+U level without dispersion or vdW corrections and concluded to have a beneficial influence on Na adsorption.\cite{219} Studies of Na adsorption on P-doped and B-doped graphene monolayers showed that the Na adsorption energy was improved at these defects, as compared to pristine graphene.\cite{218} The B substitutional defect strengthened the Na adsorption energy by 1.4 eV, whereas the P substitutional graphene sheet saw a strengthening of the Na adsorption of 0.854 eV.\cite{219}

The computational defect studies have helped to explain the experimentally observed battery performance. For example, a revised mechanistic model for Na insertion in hard carbon has been proposed.\cite{158} Based on the experimental charge/discharge curves, it has been postulated that the metal incorporation mechanism is voltage dependent. The measured sodium potential of the sloping region on the charge/discharge curves has
been assigned to sodium adsorption at defect sites and sodium intercalation between graphitic layers; whereas the plateau region can be assigned to pore filling.[17,137,143]

Apart from defects in the graphitic layers themselves in GICs, defects within the metallic layers can influence anode performance. Wang et al. used dispersion corrected DFT (optpbe-vdW) to study the effect of metal layer defects in Li-, Na-, and K-GICs (Figure 6).[231] In this study, vacancy, self-interstitials, and Frenkel defects were investigated in the Li, Na, and K layers of AMC 6, AMC 8, AM 7C48, AM 7C64, AM 7C48, and AM 9C64 (Figure 6a). Metal vacancies were found to have the lowest defect formation energies (Figure 6b), showing that vacancy defects will dominate over both interstitial and Frenkel defects in first stage AM graphite intercalation compounds.[231]

It was addressed that both NaC 6 and NaC 8 are thermodynamically unstable, and that the real concentration in Na-GICs will be lower, but was included to show that the sodium concentration in Na-GICs contribute to the diffusion behavior.[231] It was addressed that both NaC 6 and NaC 8 are thermodynamically unstable, and that the real concentration in Na-GICs will be lower, but was included to show that the sodium concentration in Na-GICs contribute to the diffusion behavior.[231]

A similar study was reported in 2014 by Thinius et al.[189] at DFT and DFT-D3-BJ level showing that the Li vacancy in Li-GICs has a lower defect formation energy than the Li interstitial (0.11–0.21 eV vs 0.60–0.75 eV), indicating that this would be the, under equilibrium conditions, most probable defect in the metal layer.[189]

3.2.5. Metal Migration and Diffusion

Apart from storage capacity (which could be derived from the above computational adsorption and intercalation studies), cycling capacity and charge/discharge rate are also key battery performance indicators. Rapid metal diffusion/mobility is required to provide fast charge/discharge, to have high reversible capacity and limit dendritic growth. It is therefore important to also consider the metal migration and diffusion in anode materials.[113,151,177,232–236] For LIBs, the graphite anode hinders high-rate charge and discharge, limiting the development of electric vehicles and fast-charging consumer technologies.[237,238] Computational studies may screen and predict candidate systems and materials design theories to reduce charging times by calculating migration and diffusion barriers.

The Li migration barrier on the graphene surface (0.31 eV from NEB simulations with D3-BJ corrections) is lower than both the Na and K migration barriers ($\approx$ 0.1 eV for both simulated using the same methodology as Li).[113,177] The difference in migration energy has been attributed to the difference in metal adsorption energy between the different graphene adsorption sites. The difference in lithium adsorption energy between the hole site and the bridge or top site is much larger than that
for Na and K. Metal migration through the graphene layer is highly energetically unfavorable, yielding Li migration barriers >10 eV, and Na migration barriers >30 eV. Hence, it is unlikely that metal migration in carbon-based graphitic anode materials would progress through the graphene layers.

Metal migration in graphite is therefore predominantly 2D, occurring along the graphene planes. The Li migration barrier in graphite (LiC$_6$) is similar (0.34 eV from DFT simulations with D3-BJ corrections) to that of a Li ion on graphene, and has been shown to decrease (indicating more rapid diffusion) with expanding interlayer distance. In fully lithiated, sodiated, or potassiuated graphite, metal diffusion could also occur through metal vacancy migration (Figure 6). Through NEB calculations (Figure 6c), a curved migration path was established for LiC$_6$ and NaC$_6$, whereas a straight migration path was found to have the lowest migration activation energy (Figure 6e) for NaC$_6$ and KC$_6$. It was shown that Li migration following a Frenkel mechanism has a slightly lower Li migration activation energy ($E_a = 0.42–0.52$ eV) than the Li vacancy migration path ($E_a = 0.42–0.56$ eV). Both sets of calculated Li migration barriers are in agreement with the experimentally measured Li diffusion barrier of 0.55 eV (7Li NMR). For Li migration barriers are in agreement with the experimentally measured Li migration barriers of 0.55 eV.

Na and K migration on graphene is higher than Li mobility in GICs, following the trend found for structural deformation of the GIC lattice, but also the metal diffusion mechanism. The K migration barriers are further lower than the Li migration barriers, suggesting that K mobility is higher than Li mobility in GICs, following the trend found for Li and K migration on graphene.

DFT AM migration energy barriers in carbon nanotubes showed rapid AM migration, leading to the conclusion that curved morphologies benefit AM diffusion and pore filling. These simulations were directly used by experimental studies to resolve the sodiation/desodiation of hard carbon anodes, showing the power of a synergistic relationship between computational and experimental studies. MD simulations of organic solvents and sodium ions in carbon nanotubes and in slit carbon nanopores show that the dimensionality of the anode directly influences the sodium ion insertion process. The 1D carbon nanotube led to much less sodium ion insertion than in the 2D slit nanopore, in agreement with the DFT simulations on single metals in different carbon morphologies.

As demonstrated above, DFT-based computational simulations have been instrumental in the development and understanding of carbon-based anode materials. DFT simulations have conclusively deciphered the GIC problem for NIB anodes, and shown why graphite can accommodate high concentrations of both Li and K. Furthermore, computational studies have been able to identify both performance limiting and enhancing defects, dopants, pore structures, and local atomic scale structures in highly complex carbon materials such as the hard and glassy carbons, guiding and accelerating experimental anode materials development. The carbon-based anodes are among the most widely investigated materials for AMIBs, and a plethora of other materials have been developed working on the knowledge gained from the carbon-based materials.

sections, we will see that the intercalation behavior can also be taken advantage of by noncarbon anodes.

4. Insertion-Type Anodes

Insertion- or insertion-type anodes follow a similar mechanism to that described for graphite anodes. These anodes are typically layered materials such as MXenes, spinel titanates, or niobium oxides. As for graphite, the AM intercalation in the insertion-type anode is dependent on the interlayer distance and surface composition, which provides ample opportunity for computational materials design. MXenes (Figure 7) are a relatively novel class of materials, which have applications in energy storage, photocatalysis, gas sensing, and optoelectronics among others. MXenes include metal carbides, nitrides, and carbonitrides, with the common formula TM$_n$X$_n$ (m = 1, 2, or 3, TM transition metal, A is a group XIII–XVI elements, and X is C or N). These materials have high conductivity, good mechanical stability, high charging rate, variable interlayer spacing, and provides ample opportunity for surface engineering.

The computed voltages of these two NIB anode materials are 0.37 V (for Li 0.90 V) and 0.75 V, respectively, with the maximum intercalation voltages in Li$_2$Ti$_3$O$_7$ being 0.77 and 1.46 V, respectively, at the same level of theory. Na and Li intercalation voltages in Li$_2$Ti$_3$O$_7$ are 0.37 V (for Li 0.90 V) and 0.75 V, respectively, with the maximum intercalation voltages in Li$_2$Ti$_3$O$_7$ being 0.77 and 1.46 V, respectively, at the same level of theory. For both Nb-doped tantalates, Nb$_2$V$_2$O$_7$ and Nb$_2$Ta$_2$O$_7$, the computed voltages are 0.37 V (for Li 0.90 V) and 0.75 V, respectively, with the maximum intercalation voltages in Li$_2$Ti$_3$O$_7$ being 0.77 and 1.46 V, respectively, at the same level of theory. For both Nb-doped tantalates, Nb$_2$V$_2$O$_7$ and Nb$_2$Ta$_2$O$_7$, the computed voltages are 0.37 V (for Li 0.90 V) and 0.75 V, respectively, with the maximum intercalation voltages in Li$_2$Ti$_3$O$_7$ being 0.77 and 1.46 V, respectively, at the same level of theory.
The nonfunctionalized MXene and Nb$_2$O$_5$ anodes were however shown to have both the strongest Li, and Na adsorption, and the highest capacities. K did not show any energetically stable interaction with the nonfunctionalized MXene systems, leading to the conclusion that these MXenes are more promising as LIB and NIB anodes than KIB anodes. Fluoration of the Nb$_2$O$_5$ structure (where the fluorine ions substitute the oxygen sites) was shown from both experimental and computational studies to improve the NIB anode performance. Na adsorption energy calculations showed that Na adsorption is highly energetically favorable on both the fluorinated and nonfluorinated surface, although the strong adsorption energies (greater than 3 eV) could indicate that these sodium ions remain irreversibly bound. The strongest Na adsorption was obtained on the nonfluorinated surface. A separate study compared the electronic structures of non-, F-, and OH-functionalized Ti$_2$C$_2$ and showed that the nonfunctionalized materials are metallic, whereas the functionalization can (depending on the degree of functionalization) open up a narrow band gap, which might affect the anode performance. Similarly, sodiation can change the electronic properties from insulating to metallic, DFT simulations showed that a Nb concentration of 0.1–1.0% increased the metallic character of Ti$_2$O$_5$ due to the induced shift in Fermi level upon doping, whilst retaining the redox properties of the undoped anatase.

To further understand the implication of this on the electrochemical performance of these anodes, joint experimental and computational studies for the functionalized and nonfunctionalized MXenes should be conducted. Particularly it will be
helpful to calculate, from DFT simulations, the electronic conductivity under different conditions at different AM loading.

The niobium-based anodes are so far mainly investigated for LIBs and NIBs, and have thus far not been studied for KIBs. The larger ionic radius of Na⁺ and K⁺ might hinder the intercalation and diffusion of these metals in the polyhedral networks, but would be worth investigating, as would the effect of defects and dopants on anode performance.

5. Alloying Anode Materials

Alloying materials have shown great promise as anode materials for AMIBs (Figure 8) due to their high energy density and low voltage operation. The modeling of the alloying anodes is typically different to the modeling of the insertion/intercalation-type materials. These anode materials typically undergo an electrochemical alloying process via the reversible reaction $x$AM$^+$ + yB + xe$^- \rightarrow AM,B_x$, where AM$^+$ is the alkali metal ion, and B the alloying anode material (Figure 8). During electrochemical cycling, the metal ion incorporation and expulsion (i.e., lithiation/delithiation, sodiation/desodiation, potassiation/depotassiation) leads to large volume expansion and compression, which in turn can lead to battery breakdown, failure, and degradation. These large volume changes also influence the SEI formation, making the SEI layer unstable and highly surface dependent. Furthermore, a number of intermediate phases are possible as the AM concentration increases. To this end, the modeling of these materials often investigates phase stability and crystal structure in terms of structure search, which are then related to battery voltage.

Simulated and measured voltage profiles have shown that the group XIV elements Si, Ge, and Sn form alloying compounds with Li, Na, and K making them suitable as anode materials, but differences in capacities are present when changing the battery metal. Alloying anodes based on group XV elements could provide greater specific capacity than group XIV anodes, and might provide better performance for NIBs than LIBs. Furthermore, the group XV elements can also form high concentration K-compounds. Phosphorus has received attention as an anode material owing to its low cost, abundance, and large capacity. Black phosphorus, which has a layered structure (Figure 9a), has the highest electrical conductivity among the phosphorus allotropes and is the most stable. However, black phosphorous needs to be synthesized under high pressure and temperature, resulting in high costs. As for the other alloying anode materials, phosphorus anodes undergo large volume expansions during the electrochemical reaction, leading to poor cycle performance and low initial Coulombic efficiency. Hence, phosphorous anodes are typically composites with carbon, metals, or chalcogenides. Sb-based metal alloys for LIBs, NIBs, and KIBs are reported to have good cycling stability and performance.

5.1. Voltage and Phase

Simulated and measured voltage profiles have shown that the group XIV elements form alloying compounds with Li, Na, and K making them suitable as anode materials, but differences in capacities and intermediate phases are present when changing the battery metal. DFT studies on lithium insertion in silicon anodes, leading to the formation of lithium silicide, showed that Li preferably occupy interstitial sites, rather than forming substitutional defects. Electronic structure analysis of the Li$_2$Si further showed that Li$_2$Si softens with increasing x due to the breaking of Si–Si bonds. By employing AIRSS, Ge-based LIB anodes were found to be potentially safer than lithium silicide (Figure 9b,c). The calculated voltages for the Li$_x$Ge were higher than the corresponding voltages for Li$_x$Si, which could suggest that the germanides would have a lower energy density (Figure 9d). On the other hand, the lithium germanide anode could provide a safer alternative as higher lithium insertion potentials could reduce lithium plating (which can lead to dendrite formation), and more rapid lithium diffusion due to the lower lithium migration barriers in Ge than Si.

Combined experimental and DFT studies identified both crystalline and amorphous Na$_x$Sn phases. Increasing x giving increasing specific capacity in the charge/discharge curve, corresponding well to the experimental voltage/capacity curves (Figure 9e), showing the strength of predictive DFT studies (Figure 9f,g).

Figure 8. Schematic overview of alloying anode materials based on Si (representative structure of AM$_x$Si$_4$), P (representative structure AMP), Ge (representative structure AMGe), Sn (representative structure AM$_x$Sn$_4$), Sb (representative structure AM$_x$Sb$_5$), and Bi (representative structure AM$_x$Bi$_3$). AM are pink spheres, and the other spheres are the alloying elements.
Figure 9h shows the mixing enthalpies and homogeneous bulk free energies of Na$_x$P and Na$_{1-x}$(GeP$_3$), Li$_x$P, and K$_x$P.[126,310] From Figure 9h,i, there are similar phase behaviors between Na$_{1-x}$P and Na$_{1-x}$(GeP$_3$) in the range of 0.5 ≤ x ≤ 1.0, where both of them have three ground states at x = 0.5, 0.75, 1.0. Whereas there is a ground state at x = 0.25 for Na$_{1-x}$(GeP$_3$) but the pseudo ground state for Na$_{1-x}$P, implying that the Na$_{1-x}$P would be transformed into two phases of NaP
and Na0.3P in the range of 0 ≤ x ≤ 0.5, and the Na1.4(GeP3) would be stable without phase separation in the same range because of the unique stable phase at x = 0.25. As a result, Na(GeP3) favors faster Na⁺ kinetics and diffusion, leading to superior rate capability, attributed to the absence of lattice mismatch caused by phase separation. The evidence of different phase behaviors between Na₃P and Na₄.₅(GeP₃) can be further confirmed by the free energies (Figure 9b,c). The phase of Na₃P has a broad spinodal region at the range of 0.221 ≤ x ≤ 0.777, suggesting the continuous phase separation of NaP and Na₅P₃ by spinodal instability. On the contrary, Na₄.₅(GeP₃) have two spinodal regions (0.109 ≤ x ≤ 0.392 and 0.608 ≤ x ≤ 0.891) compared with Na₃P. [126] However, there is a single-phase region (0.392 ≤ x ≤ 0.608) for Na₄.₅(GeP₃) at the meanwhile, implying the existence of single phase Na₄.₅(GeP₃), which facilitate Na⁺ kinetics by reducing the disconnection and impedance in the internal Na(GeP₃). [310,311] Figure 9i further shows that different intermediate compositions are also part of the voltage curves (in agreement with experimental studies) for the phosphorous anodes between the different AM (LiP₃ → Li₃P → LiP → Li₃P, Na₃P → Na₅P₃ → NaP → Na₃P₃ → NaP and K₃P₁₁ → K₅P₃ → KP → K₃P → KP₃), although the fully charged anode is found to be AM₃P for all. [126] This difference in alloying mechanisms as a function on AM have also been predicted from DFT simulations for other alloying anodes such as bismuth, silicon, and antimony. [21,294,312–315]

In an amorphous silicon (a-Si) anode, the Na intercalation energy becomes thermodynamically favorable. [175,187] This leads to an increase in the average a-Si anode voltage for Na, with further benefit of reduced anode volume expansion. [130] Li incorporation in a-Si than c-Si structure was also found to be more energetically stable. From DFT optimization of MG generated amorphous models, it was shown that amorphous LixSi crystallizes into LiₓSiₙ (x = 3.75) upon lithiation. [316] This crystallization does not lead to phase separation, nor large-scale atomic motion. Rather the changes in the local bonding configuration are responsible for the transformation from amorphous to crystalline. [316] It was however noted, that due to the possible Na cluster formation in a-Si, limiting the practical metal intercalation, the charge and discharge process needs to be carefully controlled in order for a-Si to be a viable anode material for NIBs. [81,307] However, the volume expansion in these amorphous anodes is significant; 160% for a-LiSi, 230% for a-NaSi, 140% for a-LiGe, 200% for a-NaGe, 260% for a-LiₓSₓSn, and 480% for a-NaₓSₓSn. [175] This difference in volume expansion, and also in mechanical properties related to lattice expansion and metal concentration, [177] was assigned to the disintegration of the sodiated materials at Na/metal ratios above 1:1, whereas the lithiated materials maintained the connectivity even at higher Li concentrations. [179] Other silicon allotropes such as Siₙₙ, which has an open cage structure, have been considered for NIBs, but sluggish sodium diffusion (due to high Na migration barriers) is currently limiting its use even though they show less volume expansion (2.3%) than the a-Na5S12. [290]

K₅Sb, Na₅Sb, and Li₅Sb show different alloying behavior. [315,318–320] DFT studies helped to reveal that this arises from the difference in thermodynamically stable alloy structures. [318] Experimental research show that after cycling, the Na–Sb alloy forms a hexagonal Na₅Sb polymorph, whereas Li₅Sb is found in a cubic structure. [315,318] DFT simulations were used to calculate phase diagrams of Na–Sb and Li–Sb, which show that the hexagonal phase is significantly more favorable for Na₅Sb than the cubic phase, and that the cubic phase could be stabilized under high pressure. [318] A combined experimental and DFT study further investigated the intrinsic thermodynamic and kinetic properties of Sb lithiation and sodiation and found that the sodiation of Sb also resulted in amorphous phases. [315] Furthermore, the intermediate states observed during experimental studies of Sb anodes for LIBs (Sb→Li₅Sb→LiSb (cubic)) and NIBs (competitive reaction paths between Sb→NaSb→Na₅Sb (hexagonal), and Sb→Na₅Sb (hexagonal)) were confirmed, demonstrating the predictive and guiding strengths of theoretical calculations for battery anode materials. [294,318,321] For KIBs, four intermediate phases exists; KSb, K₅Sb₄, K₅Sb₆. [120] The calculated equilibrium potentials for the potassiation of Sb from DFT simulations was found to be 0.89 V for KSb₂, 0.85 eV for KSb, 0.44 eV for K₅Sb₄, and finally 0.40 eV for K₅Sb₆ (hexagonal), which corresponds to the highest potassiation. [120] Hence, the final Sb alloying anode product with Li, Na, and K are all M₅Sb, but the intermediate phases and the final crystal structures differs. Similar observations were made for bismuth alloying anodes. [294] The binary sodium bismuth alloy has been shown from structure exploration calculations (using both pre-existing crystal structures from the Crystal Structure Database) [296] and employing structure prediction with the USPEX code [131] to form the alloying compounds Na₅Bi, and Na₅Bi₉. [320] This indicates that Na in Bi metal anodes follows a similar alloying mechanism to Na in Sn anodes. [294,312] The Na alloying mechanism in P and As anodes on the other hand was shown to include a larger number of Na concentrations, and undergoes significant elastic softening, whereas the Bi anodes show less loss of elastic strength when sodiated. [126,294,312] Similar elastic softening issues were also previously shown to be present in group XIV anodes. [123] This might lead to large irreversible capacities and battery breakdown, leading to the need for further theoretical and experimental studies to stabilize these anode materials. [294]

5.2. Li, Na, and K Migration in Alloying Anodes

The calculated Li migration barrier in Si anodes following an interstitial migration path along a hexagonal transition site is 0.54 eV. [306,324] At higher Li concentrations (Li₉₋₁₂Sb₆₋₉ₓ), the Li migration barrier increased to 0.69 eV. These higher Li concentrations result in a distorted structure and clustering of Li atoms within the anode structure. [306] Chou et al. performed a comparative DFT study of Li and Na in Si, Ge, and Sn. [125] NBE calculations showed that the migration barriers are lower for Li in these crystals than for Na. [175] The higher Na migration barriers were attributed to the larger ionic size of Na. [175] However, a separate study of Se suggested that the difference in sodiation and lithiation speed was more to do with the kinetics of the sodiation and lithiation reactions than the ionic radii. [297] Following an interstitial migration path, the Na migration barriers in crystalline Si, Ge, and Sn were calculated to be 1.08, 0.78, and 0.53 eV, respectively. [175] The same migration path gave migration barriers of 0.62, 0.44, and 0.39 eV for Li in crystalline Si,
Ge, and Sn, respectively.\textsuperscript{[175]} The reason for the higher migration barriers of Na in relation to Li could be due to Na insertion in crystalline silicon (c-Si) anodes being thermodynamically unfavorable (Na intercalation energies 1.90 eV observed from DFT studies) (Figure 9).\textsuperscript{[175,307,310]} The introduction of a second Na at the interstitial site next to the first Na interstitial in bulk Si was suggested to reduce the Na diffusion barrier in c-Si, arguing that an increasing Na concentration in c-Si anode material can improve its charge/discharge properties.\textsuperscript{[305]} The same observation was made for Na in crystalline Ge (formation energy 0.88 eV), whereas Na in crystalline Sn had a negative (−0.09 eV) formation energy.\textsuperscript{[175]} Crystalline Sn anodes could hence be shown to be more promising NIB anodes than crystalline Ge and Si for future experimental anode studies. AIMD simulations to generate amorphous Si, Ge, and Sn did further show that the Na migration barriers (0.31, 0.27, and 0.26 eV for Si, Ge, and Sn, respectively) are also reduced (as compared to Na migration in the crystalline materials), indicating an alternative materials design route for the alloying anodes.\textsuperscript{[175]} As for the crystalline systems, amorphous Sn shows the most rapid Na diffusion, which from Bader charges have been attributed to the weaker covalent bonding between Sn and Na, as compared to Si and Na.\textsuperscript{[175]}

The alloying anodes have been shown to have high storage capacity and facile diffusion, but issues remain regarding their volumetric expansion which could lead to breakdown. To further investigate and prevent this, MD simulations with appropriate force fields or AIMD (which will be limited by the length and time scales these simulations will be possible to conduct with the current technologies) simulations of the thermal and volumetric expansion over anode cycling should be performed. Furthermore, as has been investigated experimentally, composites with graphene\textsuperscript{[325,326]} could both increase electronic conductivity (which is currently a limiting factor of the alloying anodes) and mitigate the volume expansion, and should be pursued also in computational studies.

6. Conversion-Type Anode Materials

Conversion-type anodes are commonly metal oxides, metal sulfides, or metal selenides.\textsuperscript{[293,327–333]} The conversion reaction mechanism can be expressed as $A_xB_y+(ynAM) \rightarrow yAM,B + xA$, where AM is the alkali metal ion, A the metal in the conversion type anode, and B is O, N, S, P or Se.\textsuperscript{[253,333–338]} This conversion reaction can result in high theoretical capacities, making these anodes highly attractive.\textsuperscript{[253,334]} During charge, AM$^+$ moves from the cathode, via the electrolyte, and arrives at the anode surface where a redox reaction leads to the formation of AM$_x$B and A. During discharge, A reacts with AM$_x$B, returning AM$^+$ to the cathode.\textsuperscript{[253,334]} Despite having high capacity for Li$_2$S, transition metal oxide anode materials have yet to realize commercial success due to their high voltage, poor cycling stability, and volume expansion, which result in decreased energy density during battery operation.\textsuperscript{[337]}

6.1. Structural Simulations

The anisotropic structure of the MoS$_2$ monolayer provides numerous metal adsorption sites.\textsuperscript{[327,329,340,338–342]} Fast electron transfer and AM ion intercalation/deintercalation is facilitated in the layered bulk.\textsuperscript{[329]} It has been suggested that during charge this layered first undergoes an intercalation type reaction, and then a conversion reaction (forming Mo and AM$_x$S) in the final step.\textsuperscript{[343,344]} However, MoS$_2$ on its own has shown poor cycling behavior and low reversible capacities. Doping with Se or composites with other sulfides and carbon-based materials have been investigated experimentally to improve its stability.\textsuperscript{[325,329,330]}

DFT, MD, and AIMD studies of MoS$_2$ anode materials have focused on the structural stability, and the electronic properties of the MoS$_2$ structure, forming an understanding of its intrinsic intercalation and surface adsorption properties. Layered MoS$_2$ exists in five different polytypes; hexagonal 2H (naturally most stable form), tetragonal 1T (high energy, stabilized from liquid exfoliation), rhombohedral 3R, tetragonal 2T (from theoretical studies), and coexistence of 2H and 3R (Figure 10a).\textsuperscript{[345]} DFT studies of Na intercalation into layered MoS$_2$ with the hexagonal 2H symmetry have shown that Na intercalation leads to a phase transformation to the tetragonal phase.\textsuperscript{[339,345]} At higher Na concentrations, the 3R and 2T polymorphs become energetically and geometrically identical to the 2H and IT polymorphs.\textsuperscript{[345]} A similar observation was made for the lithium conversion of the 2H MoS$_2$ structure, indicating that the metal concentration directly affects the crystal structure of this anode material and that a phase transition occurs at high metal concentrations due to a softening of the mechanical properties.\textsuperscript{[346]} The incorporation of Li in 2H-MoS$_2$ leads to a smaller interlayer expansion than for Na intercalation, 11% (to 14 Å versus 23% (to 15.5 Å).\textsuperscript{[349,350]} K has also shown strong MoS$_2$ surface adsorption,\textsuperscript{[347]} and stable K intercalation structures. Potassiation of MoS$_2$ is energetically favorable in the 2H structure up to K$_{0.875}$MoS$_2$, and the intercalation energies per K atom are stronger at lower K loading. This high K loading is higher than the experimentally observed K$_{0.4}$MoS$_2$.\textsuperscript{[348]} At higher K loading, MoS$_2$ was shown to reduce to Mo and K$_2$S, in accordance with the previously seen intercalation/conversion reaction for this anode material.\textsuperscript{[348]} As for Na, the surface adsorption energies are stronger (−3.16 to −3.46 eV)\textsuperscript{[347]} than the intercalation (≈−2 eV at low K loading).\textsuperscript{[349,350]}

AM intercalation in between the MoS$_2$ monolayers in bulk MoS$_2$ incorporates at two distinct sites (octahedral, or tetrahedral), in a similar fashion to Li intercalation in Bi$_2$Se$_3$.\textsuperscript{[316,345]} For the octahedral site, AM is bonded to six S, and for the tetrahedral site it is bonded to four S.\textsuperscript{[345]} The calculated intercalation energies show that Na intercalation at octahedral sites is more energetically favorable than tetrahedral sites, whereas Li intercalation is only more energetically favorable at an octahedral site at interlayer distances below 14.7 Å.\textsuperscript{[341,345]} Hence, it was concluded that the weak dispersion interactions in between the MoS$_2$ layers (leading to the stabilization of the different polymorphs) become negligible in relation to the stronger chemical interaction between the AM and MoS$_2$.\textsuperscript{[345]} Na intercalation in Na$_x$MoS$_2$ at concentrations up to $x = 1.0$ were shown to be energetically stable in both the IT and 2H polymorph, with the Na intercalation energies being stronger in the IT polymorph.\textsuperscript{[345]} The electronic structure of the IT polymorph from DFT calculations show that the lowest degenerate 4d$_{xy}$, 4d$_{yz}$, and 4d$_{z^2}$ orbitals are partially occupied, making them readily available for accommodating the AM electron upon bonding.\textsuperscript{[345,346]}

6.2. Migration

Both Li and Na were found to form bonds and interact with the sulfur sites instead of the Mo-sites when intercalated and diffusing in between the MoS\(_2\) layers. Due to these Li–S/Na–S bonds, the interlayer distance between the MoS\(_2\) layers were found to be directly impacting the Li and Na binding and migration energies.\(^{[341,343]}\) The Na migration barriers (Figure 10b) in the 1T polymorph was also found to be lower (0.28 eV) than in the 2H polymorph (0.68 eV), suggesting that the 1T polymorph is more suitable as an NIB anode, due to its higher electrochemical performance from voltage simulations, metallic electronic structure, more rapid Na mobility, and higher Na capacity.\(^{[345]}\) DFT simulations also showed that the Li and Na diffusion in 2H MoS\(_2\) can be improved by expanding the interlayer distance (originally 12.60 Å) between the MoS\(_2\) layers, showing a way for materials design and engineering to be applied experimentally.\(^{[341,343]}\) 1T-MoS\(_2\) was shown experimentally to have faster potassium kinetics in terms of reversible K\(^+\) intercalation and conversion than 2H MoS\(_2\).\(^{[351]}\) However, to the best of our knowledge, no computational study of the effect of different MoS\(_2\) polymorph on K intercalation has been presented in the literature.

Combining a MoS\(_2\) layer with graphene can further lower the Li and Na migration barrier and improve LIB and NIB performance.\(^{[166,352,353]}\) Wu et al. simulated Na migration in between two MoS\(_2\) layers and in between a MoS\(_2\) layer and a graphene layer. In the graphene MoS\(_2\) system, the Na migration energy barrier is 0.21 eV, with the bilayer MoS\(_2\) having a higher Na migration barrier of 0.34 eV.\(^{[352]}\) A separate study by Sun et al. showed that the Na migration energy on the MoS\(_2\) layer in the MoS\(_2\) graphene systems has a higher migration energy barrier of 0.35 eV in between two MoS\(_2\) rings, with a smaller migration barrier of 0.07 eV moving Na from on top of a Mo site to the middle of the MoS\(_2\) ring. These two diffusion behaviors (in between layers and on the MoS\(_2\) surface) are likely from these studies to coexist in physical anode materials, with a higher degree of surface diffusion postulated to be due to the stronger Na surface adsorption energy than Na intercalation energy.\(^{[353]}\)

Graphene can also be combined with a SnS\(_2\) monolayer. Samad et al. modeled the 1T SnS\(_2\) monolayer, both with and without a graphene layer. Na atoms was found to adsorb both at the hollow position (above a sulfur atom) and on top of a Sn atom, with only a small difference in adsorption energy (−1.36, and −1.34 eV, respectively). These energies can be lowered by intercalating Na in between a MoS\(_2\) and a graphene layer, and this was shown to also hold true for the adsorption and intercalation of more than one Na atom.\(^{[335]}\)

7. Novel 2D Anode Materials

In the above sections, computational modeling has mainly been used to investigate anode materials that have already been suggested or tested experimentally to understand the material performance and how atomic scale alterations can improve AMIB performance. Computational modeling is also employed to explore and investigate novel materials that have not been...
tested in real batteries, and to guide the experimental development of anode materials. For this purpose, a plethora of novel 2D materials (Figure 11) have been studied computationally,[354–359] with the aim to increase adsorption as an indication of storage and migration of AM.[22,326,360–364]

Recently graphdiyne, which consists of both sp- and sp²-hybridized carbon atoms (Figure 11) have been investigated computationally.[364] Its structure can be extensively modified by varying the number of sp- and sp²-carbons in the simulation cell, making it particularly suitable for computational investigation and screening prior to experimental synthesis. The calculated Na capacity of graphdiyne is NaC_{2.57}, which corresponds to a theoretical specific capacity of 497 mAh g\(^{-1}\). By layering the graphdiyne monolayers, in a manner similar to graphene layering in graphite, a lower capacity (316 mAh g\(^{-1}\)) is obtained, corresponding to NaC_{5.56}.[365] This further supports the argument that the graphdiyne monolayers provide more storage capacity for NIBs per carbon atom. Li adsorption on methyl substituted graphdiyne was further shown to be highly dependent on lattice site, with lattice sites closer to the alkynyl group being more favorable for Li adsorption (adsorption energy \(\sim 1.34 \text{ eV}\)) than away from this site (adsorption energy \(\sim 1.16 \text{ eV}\)).[360] Based on these calculations, the theoretical lithium storage capacity is 1701 mAh g\(^{-1}\), showing high LIB anode capacity.[360]

Upon K insertion in graphdiyne, transformation of sp-hybridized carbon to sp²-hybridized carbons, and theoretical capacities of 2870 mAh g\(^{-1}\) in monolayer graphdiyne calculated due to the formation of C\(_7\)K\(_9\). As for Na, layering of graphdiyne for KIB anodes lowers the theoretical storage capacity of K to 1700 mAh g\(^{-1}\). The lower storage capacity of K in the layered structure was assigned to the higher K migration barrier between the graphdiyne layers (0.666 eV) than on the monolayer (0.175 eV).[372]

The challenge now lies in synthesizing these monolayer graphdiyne anode materials, and form stable interfaces with the battery electrolytes.

Recently, Zhang et al. explored the possibility of using the carbon nitride 2D materials of C\(_2\)N (Figure 11), C\(_3\)N, and g-C\(_3\)N\(_4\) as LIB anode materials.[356,365] From calculations of Li adsorption energies, C\(_3\)N and g-C\(_3\)N\(_4\) were found to be unsuitable for LIBs. It was however suggested that a nanotube version of g-C\(_3\)N\(_4\) could show improved Li capacity, making this a more suitable anode material for future investigation.[356] The theoretical capacities calculated for the C\(_3\)N material was 671.7 mAh g\(^{-1}\). As for Li diffusion through graphene sheets, the Li diffusion through the C\(_3\)N sheet was found to be highly energetically hindered (\(E_m \approx 7 \text{ eV}\)), whereas the metal migration across the material is more rapid.[356] The migration barriers of on-plane Na and K diffusion were reported to be 0.24 eV for Na, significantly higher than on graphene, and 0.10 eV for K (the Li migration barrier for comparison on the same system is 0.25 eV).[373] DFT simulations further showed that C\(_2\)N monolayers could be a promising anode material worthy of experimental investigation, with high theoretical specific capacity of 1181.9 mAh g\(^{-1}\) for Li, 599.72 mAh g\(^{-1}\) for Na and 385.81 mAh g\(^{-1}\) for K.[373] A 2D nanoporous graphene was recently synthesized,[374] and shown through DFT simulations to have favorable AMIB properties.
when doped with heteroatoms. This further highlights the importance of heteroatom doping and defect engineering as a tool for anode design and optimization, and the power of computational methods in guiding practical studies.

2D zirconium nitrogen (Figure II) was studied for NIB anodes by assessing different stable phases and functionalization (O, OH, and F). Among the considered ZrN, t-ZrN, h-ZrN, t-ZrN2, h-ZrN2, and p-ZrN2, t-ZrN was shown to be the most stable. Functionalization of this 2D material with O improves the Na adsorption energy (~2.042 eV for nonfunctionalized, and ~2.505 eV when O-functionalized), whereas OH- and F-functionalization led to weaker Na adsorption (~1.095 and ~0.791 eV, respectively). The trend Na adsorption energy is also carried through in the theoretical capacity (C.Zr2N = 545.9 mAh g\(^{-1}\) \(x_{\text{SAM,max}} = 4\), C.Zr2NO\(_2\) = 469.4 mAh g\(^{-1}\) \(x_{\text{SAM,max}} = 4\), C.Zr2N(OH) = 413.1 mAh g\(^{-1}\) \(x_{\text{SAM,max}} = 3.5\)), where C is calculated with Na adsorbing on both sides of the 2D surface. As previously seen for graphene, the stronger adsorption can also lead to higher metal migration barriers, with Na migration at the nonfunctionalized Zr2N having \(E_m = 0.018\) eV, and O-functionalized Zr2N 0.13 eV. This material could be sensitive to electrolyte breakdown and SEI constituents, slowing down NIB anode performance if functional groups are allowed to bind to the surface.

Phosphorene is a single layer of black phosphorus and is widely studied due to its similarity to graphene and graphite in its layered structure. Each phosphorus atom is covalently bonded to three other phosphorus atoms, forming the puckered structure shown in Figure Ie. As for graphene, vacancy defects in the phosphorene plane lead to stronger metal adsorption. When Li atoms are continuously adsorbed on phosphorene with a single vacancy defect, its dangling bonds will be filled first, resulting in a semiconductor to metal transformation, which can improve the electrochemical performance. A similar transformation from semimetallic to metallic conductivity caused by Li adsorption have also been observed in separate studies. It was seen that there are strong noncovalent interactions and extensive charge transfer between the adsorbent and phosphorene, which will improve their corresponding electronic properties. Unfortunately, phosphorene (Figure II) is not thermally stable and is highly reactive with air. Hence, studies combining phosphorene with other 2D materials are instigated.

DFT studies of lithium and sodium migration between the hexagonal boron nitride (h-BN) and phosphorene layers and above the surface of the phosphorene layer showed that structural anisotropy has an essential effect on metal migration. This work revealed that the energy barrier along the zigzag direction is far lower than that along the armchair direction, while the other 2D materials (graphene, Ti3C2) have higher diffusion barriers due to their isotropy. Moreover, the diffusion barrier of h-BN/phosphorene is lower than that of isolated phosphorene, suggesting the superior charge/discharge capability is improved by the heterostructure. Moreover, the electronic properties of phosphorene/BN and its lithiated/sodiated products have a bandgap of 0.68 V, which would limit electronic conductivity. However, when phosphorene/BN is intercalated with Li or Na, a semiconductor to metal transition occurs. Further systematic DFT studies of the effect of metal loading (which would reflect different stages in the electrochemical cycle) on the electronic conductivity would be required to further optimize these structures for practical anode applications.
anode materials, and the next challenge is to make these a practical reality.

2D monochalcogenides such as 2D selenides (GeSe, SiSe) and 2D sulfides (GeS, SiS) have also been investigated computationally to explore their possible applications in AMIBs. These 2D monochalcogenides are resistant to oxidation, and are thermodynamically stable under ambient conditions.\(^{141,371}\) 2D selenides, such as GeSe (Figure 11), have been proposed as anode materials due to their high surface area and superior electronic properties.\(^{141,371}\) These materials are suggested to be able to be grown through liquid or mechanical exfoliation. DFT simulations of Li, Na, and K have shown that this 2D material has energetically favorable metal adsorption (\(E_{ads} \text{Li} = -1.92 \text{ eV}, \text{Na} = -1.25 \text{ eV}, \text{and K} = -1.36 \text{ eV}\)), and rapid metal migration paths in the zigzag direction (\(E_m \text{Li} 0.29 \text{ eV}, \text{Na} 0.12 \text{ eV}, \text{and K} 0.11 \text{ eV}\)).\(^{141,371}\) Metal migration could also be conceptually possible in the armchair direction, but leads to higher metal migration energies due to the stronger repulsion from the Ge ions.\(^{371}\) The higher Li migration energies are due to its stronger adsorption energy.\(^{141,371}\) 2D GeSe can accommodate a maximum of 8 Na, 6 K, and 2 Li per unit cell, whereas the bulk layered material can only accommodate one AM ion in the unit cell.\(^{141}\) Hence the theoretical capacities of 177, 707, and 530 mAh g\(^{-1}\), respectively, from voltage simulations of Li, Na, and K on 2D GeSe are much higher than the theoretical capacity of the layered bulk GeSe anode (89 mAh g\(^{-1}\) for Li, Na, and K).\(^{141}\) Based on these computational studies, 2D GeSe could be a suitable anode material for NIBs and KIBs, but would have limited success as a LIB anode. Other 2D monochalcogenides such as SiS, SnS, SnS\(_2\), GeS, SiSe, and SnSe have also been investigated as possible anode materials based on the previous successful modeling of other 2D materials.\(^{128,371}\) Li has shown stronger adsorption to the silicon-based monochalcogenides, with theoretical specific capacity calculated as 445.7 mAh g\(^{-1}\) for SiS, and 250.44 mAh g\(^{-1}\) for SiSe.\(^{128,371}\)

In summary, DFT simulations allow for exotic 2D materials to be assessed as anode materials for AMIBs. However, the practical applications of these materials in batteries are not straightforward, due to the challenges in synthesizing these materials experimentally. The computational investigation of Zr\(_2\)N anodes also identified practical issues and breakdown mechanisms, and similar treatment and analysis of other 2D materials would be useful.

8. Summary and Perspectives

High-performance anodes remain one of the most critical optimization and engineering challenges to achieve high-performance alkali metal ion batteries. In this review, we have outlined the current progress on LIB, NIB, and KIB anode materials from computational studies. To date, anode materials have largely been focused on graphite/graphene-based carbon anodes. Based on the success in modeling graphene, a plethora or other 2D anode materials have been suggested and investigated computationally. A common approach to improve anode performance is to couple graphene to other conversion, intercalation, and alloying anodes. The allaying anode materials, whilst successfully modeled remains short of reaching their
potential as an anode material due to large volume expansion. To further optimize these anodes materials for practical applications, additional investigations are needed, and further research into alloying-graphene (or other suitable materials with high electronic conductivity and ability to restrain the volume expansion) composites required.

Performance limiting processes in AMIBs such as irreversible capacity loss, phase stability, and sluggish diffusion, can be probed using computational molecular modeling. The strength of computational methods is to provide insight in the effect of material composition and structure on materials properties, advancing materials design. This review has conclusively that atomic scale modeling can predict, verify, and optimize anode materials for alkali-ion batteries. Computational materials design, as highlighted in this review article, is manifold. One successful approach to increase or tune the intercalation and adsorption ability of anode materials is through defects and dopants. Atomic scale computational studies have been shown to be powerful in directly probing the effect of both bulk and surface defects on capacity, voltage, and diffusion, providing input to experimental studies. Indeed, DFT studies have been further employed to show which defects or heteroatoms should be avoided or limited in an anode material as they would provide strong storage sites, but limit the reversibility and cycling behavior. Similarly, simulations have shown the effect of surface functionalization on anode performance for both carbon-based and MXene anodes, further showing the difference in AM interaction with the same surface functionalization. Moving away from defects, dopants, and functional groups, computational materials design has also been used to directly probe the effect of interlayer distance in intercalation and conversion-type anode materials. By altering the interlayer distance, and indeed also the pore shapes, increased anode performance could be proposed. Similarly, atomic design of the crystal phase, structure, and degree of disorder and amorphousness has been pursued to increase anode performance in both intercalation, alloying, and conversion-type anodes. This has further led to easing of the transference from LIB to KIB anodes, where the ionic radius of the AM ion varies.

To move forward, techniques and methodologies to model more complex materials, heterogeneous materials and realistic interfaces are required, in addition to the already very powerful DFT approaches currently in use.

Computational materials design has greatly accelerated the AMIB field. Computational studies can be helpful in screening materials, and present guides to improved materials properties through defect and dopant engineering. Future advances in anode materials need to continue the exploration of novel structures as well as continue to optimize current materials. More wide integration of experiments with computational methods to gain fundamental understanding of structure, composition, defect, dopant, and electronic and mechanistic features of these materials would be advantageous. Deeper atomic-scale and fundamental insights into local structures, heterogeneities, diffusion mechanisms, electronic conduction, and interfaces with electrolytes will be needed to move to the next frontier. From experimental characterization, there are problems about heat generated during battery cycling, which would require the modeling and understanding of high temperature thermodynamic processes.

The ideal scenario for the computational modeling of any material would be a one-size-fits-all approach, with no empirical parameters and the only input needed being material composition or desired property. For atomic scale modeling, more powerful computing facilities would eradicate many of the challenges currently faced due to the need for approximations and assumptions. As demonstrated in this review, significant advances in computational materials science have been made. Limitations do exist, and improvements and expansion of capabilities are required. One of the areas that would lead to the most impact in DFT and AIMD modeling of anode materials is the development of better performing exchange-correlation functionals. It has been suggested that the new meta-GGA SCAN functionals would improve the modeling of layered cathode materials as it can treat both dispersion and localized states within the functional and as such it would be an interesting topic to pursue for future modeling for the layered anode materials. Extensive testing and benchmarking would be required to evaluate both its accuracy, performance, and computational expense as compared to the current state-of-the-art.

In practice, real systems are often inherently more heterogeneous than that can currently be handled by DFT and MD simulations. MD melt quench methods followed by DFT optimizations have been shown to be excellent to model some glassy materials, but it is heavily reliant on experimental data to validate the generated structures and show that the generated structures are representative of a physical system. Machine learning potentials fitted against experimental pair distribution functions of hard carbon materials have also been reported, but again the length scales currently achievable with DFT simulations, and the absence of MD interatomic potentials that can simulate the electrochemical mechanisms, limits the modeling even of these more realistic models to small motifs (<1000 atoms). Furthermore, the dependence of these machine learning potentials on training sets could limit the predictive powers needed for computational materials design. Nevertheless, such machine learning approach by coupling experimental and computational data to understand the atomic scale mechanisms could be very powerful and should be developed further. In depth reviews of machine learning for materials design can be found in reference

The next frontier in atomic scale computational materials design should be scaling methods that allows for larger systems to be modeled with DFT, and for longer AIMD trajectories to be obtained within reasonable computational expense and time. This would allow for both larger and more complex systems to be investigated. Additionally, the possibility to combine different methods for different materials within the same simulation (for example, interfaces between metal and semiconductors/insulators) would advance the field.

An anode property that is typically not investigated to the same extent as metal ion storage (relating to battery specific capacity and voltage) and metal ion diffusion, but key to a high-performing anode material, is electronic conductivity. Electronic conductivity contributes to high-rate performance and can be calculated from DFT simulations but is dependent on the knowledge of experimental relaxation time which is challenging to obtain. It is however possible to set a relaxation time, and to comparatively investigate the electronic conductivity between different materials. Experimentally, graphene has been
composited (as also evident from the computational studies presented here that have layered different materials with graphene) with both alloying and conversion type anode materials to increase their electronic conductivity. For future anode studies, the electronic properties (which can also be assessed in terms of density of states and band structures), and their thermal variations should be considered, especially in the high specific capacity (here investigated in terms of stable formation of high Li, Na, or K concentrations from intercalation or phase stability simulations) alloying and conversion type anode materials.

Moving toward a working battery setup, it is not enough to design a standalone high-performing anode material. The anode material must form a chemically, thermally, physically, and mechanically stable interphase with electrolytes, whilst at the same time allowing for facile ionic diffusion across this interphase. Additionally, this interphase might vary (forming and reforming) over the electrochemical cycles. One of the main breakdown mechanisms of LIBs, NIBs, and KIBs is related to the anode electrolyte interphase, and computational studies as the next frontier need to expand to not only consider the isolated bulk or surfaces, but also these interphases. This is however a nontrivial task. Homogeneous interphases are currently investigated computationally. More realistic, heterogeneous interphases that consider defects, disorder, amorphous materials (or indeed amorphous domains in the interphase), defects, dopant segregation to surface, electrolyte molecule dissociation, grain boundaries, etc. are yet in their infancy. These simulations would require “large” systems to be modeled with DFT, and for the diffusion processes long AIMD trajectories, bringing the attention to the development of more efficient codes and HPC infrastructure.

Apart from the anode materials reviewed in this paper for AM-ion batteries, it is worth noting that there is increasing interest in using AM metals directly as anodes,\textsuperscript{[27,392–394]} in next-generation batteries such as AM-O\textsubscript{2} batteries, AM-S batteries, and AM solid state batteries, as they could provide the highest theoretical specific capacity. Whilst beyond the scope of the topic of this review, there remain challenges and opportunities for computational materials design to support the development of these next-generation batteries. One challenge with AM metals anodes in AM-O\textsubscript{2} and AM-S batteries with liquid electrolyte is the dendrite formation and growth, and the formation and growth of the SEI. DFT and MD simulations could be used to understand the dendrite formation and growth mechanisms as well as the SEI formation mechanisms at the metal-liquid electrolyte interface. DFT and MD simulations can also be used to support the design of AM metal alloy and interface engineering approaches to stabilize AM metals,\textsuperscript{[195–197]} as well as the design of novel electrolyte solutions to stabilize the SEI.\textsuperscript{[198]} One possible solution allowing for the use of AM metal anodes is to exchange the liquid electrolytes to solid ceramic electrolytes.\textsuperscript{[199,200]} Currently, a large research effort, accelerated by DFT and MD simulations, is taking place in designing solid electrolytes with ionic (i.e., Li, Na, and K) conduction comparable to that of the liquid electrolytes. These solid electrolytes were initially expected to mitigate the safety issues related to the use of liquid electrolytes, but recent studies have suggested that lithium dendrite formation could also be an issue at solid electrolyte | lithium metal anode interfaces.\textsuperscript{[45,401–404]} To this end, further computational studies are required to pinpoint the nucleation mechanisms at the AM metal-solid electrolyte interface, leading to dendrite formation and interface breakdown, as well as atomic-scale design of solid electrolytes themselves. Moving away from AMIBs, but retaining the goal of using metal anodes, multivalent ion batteries based on Mg, Ca, Zn, and Al ions have been suggested.\textsuperscript{[10]} These battery technologies have the potential to provide higher capacity (due to the multiple electron transfer per metal cation) compared to the single valent AMIBs, and have also been suggested to have improved safety when coupling the metal anodes with liquid electrolytes.\textsuperscript{[9,280,405–407]} Whilst these battery technologies remain less well studied than their AMIB counterparts, computational studies are excellently poised to translate the same materials design strategy used when adopting LIB anodes to NIBs and KIBs to the multivalent metal-ion battery anodes.

Finally, as evident from this review (and not surprising considering the timeline of technology development) KIB anode materials are less studied computationally than NIB and LIB anodes. Hence, there are opportunities for computational studies to screen, validate, optimize, and modify the currently investigate LIB and NIB anode materials for KIBs, and to predict novel ones. The anode materials currently studied computationally for AMIBs should further be evaluated for use in alternative technologies such as divalent batteries, sulfur batteries, air batteries, etc. The current wealth of computational modeling of anode materials has shown to be invaluable for materials design and should continue to be incorporated with experiments based on their success in materials optimization, materials discovery, and materials characterization, and will play an integral part in the future work by also considering nanostructured materials, heterogeneities, composites, and compatibility with electrolytes. Development of a screening methodology with not only anode-specific properties, but also identifying anode properties and materials that will be stable with electrolytes and under different operating conditions will allow the practical advances to accelerate by removing the number of anode-electrolyte couples needed to be explored in a lab.
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