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Chapter 9
Core XPath with Inflationary Fixed Points

In the previous chapter, we proposed to introduce an inflationary fixed point (IFP) operator in XQuery. We presented an efficient processing technique for it and argued for its practical advantage, both on theoretical and experimental grounds. In this chapter, we continue with our theoretical investigation of the IFP operator in the context of Core XPath 1.0 (CXP) [Gottlob and Koch, 2002], the core navigational fragment of XPath and thus of XQuery.

We prove that the satisfiability problem of CXP extended with the IFP operator is undecidable. In fact, the fragment containing only the self and descendant axes is already undecidable. This means that a complete static analysis of recursive queries specified by means of the inflationary fixed point operator is not feasible. As a by-product of our result, we also obtain that CXP extended with IFP is strictly more expressive than CXP extended with the transitive closure (TC) operator, also known as Regular XPath [Marx, 2004].

This chapter is organized as follows: in Section 9.2, we define two languages, Core XPath extended with IFP (CXP+IFP) and Modal Logic extended with IFP (ML+IFP). In Section 9.3, we relate the two languages and give a truth-preserving translation from ML+IFP into CXP+IFP. In Section 9.4, we establish that the satisfiability of ML+IFP is undecidable on finite trees by presenting an encoding of successful runs of 2-register machines in ML+IFP. In Section 9.5, we discuss the implications of this result, the remaining open questions, and conclude.

9.1 Introduction

In the previous chapter, an extension of XQuery with an inflationary fixed point operator was proposed and studied. The motivation for this study stemmed from a practical need for declarative recursion operators. The existing mechanism in XQuery for expressive recursive queries (i.e., user defined recursive functions)
is procedural in nature, which makes queries both hard to write and hard to optimize. The inflationary fixed point operator provides a declarative means to specify recursive queries, and is more amenable to query optimization since it blends in naturally with algebra-based query optimization frameworks such as the one of MonetDB/XQuery [Boncz et al., 2006a]. Indeed, we showed that a significant performance gain can be achieved in this way.

While the empirical evidence is there, a foundational question remains:

9.1. QUESTION. How feasible is it to do static analysis for recursive queries specified by means of the fixed point operator. Specifically, are there substantial fragments of XQuery with the fixed point operator for which static analysis tasks such as satisfiability are decidable?

In this chapter, we give a strong negative answer. Our main result states that, already for the downward-looking fragment of Core XPath 1.0 with the inflationary fixed point operator (CXP+IFP), satisfiability is undecidable. The proof is based on a reduction from the undecidable halting problem for 2-register machines (cf. Börger et al., 1997), and borrows ideas from the work of Dawar et al. [2004] on the Modal Iteration Calculus (MIC), an extension of modal logic with inflationary fixed points.

As a by-product of our investigation, we establish a relationship between CXP+IFP and MIC. While similar in spirit, it turns out that the two formalisms differ in subtle and important ways. Nevertheless, we obtain a translation from 1MIC (the fragment of MIC that does not involve simultaneous induction) to CXP+IFP node expressions.

In Dawar et al., 2004, after showing that the satisfiability problem for MIC on arbitrary structures is highly undecidable, the authors ask whether there are fragments that are still interesting to consider, and also whether the logic has any relevance for practical applications. Our results shed some light on these questions. We obtain as part of our investigation that the satisfiability problem for 1MIC is already undecidable on finite trees, and the relationship between MIC and CXP+IFP adds relevance to the study of MIC.

Another implication of our encoding of the halting problem for 2-register machines is the fact that CXP extended with IFP is strictly more expressive than CXP extended with the transitive closure (TC) operator, also known as Regular XPath [Marx, 2004]. The result follows from the ability of CXP+IFP to define a non-regular string language, while in Regular XPath this language cannot be defined.
9.2 Preliminaries

9.2.1 Core XPath 1.0 extended with IFP (CXP+IFP)

Core XPath 1.0 (CXP) was introduced in [Gottlob and Koch 2002] to capture the navigational core of XPath 1.0. The definition that we use here differs slightly from the one of [Gottlob and Koch 2002]. We consider only the downward axes child and descendant (plus the self axis), both in order to facilitate the comparison with MIC, and because this will already suffice for our undecidability result. We will briefly comment on the other axes later. Other differences with [Gottlob and Koch 2002] are that we allow filters and unions to be applied to arbitrary expressions.

We consider the extension of CXP, which we call CXP+IFP, with an inflationary fixed-point operator. This inflationary fixed-point operator was first proposed in Chapter 8 in the context of XQuery, and is naturally adapted here to the setting of CXP. We first give the syntax and semantics of CXP+IFP, and then discuss the intuition behind the operator.

9.2.1. Definition (Syntax and Semantics of CXP+IFP). Let \( \Sigma \) be a set of labels and \( VAR \) a set of variables. The CXP+IFP expressions are defined as follows:

\[
axis ::= \text{self} | \text{child} | \text{desc} \\
step ::= axis::l | axis::* \\
\alpha ::= \text{step} | \alpha_1/\alpha_2 | \alpha_1 \cup \alpha_2 | \alpha[\phi] | X \text{ with } X \text{ in } \alpha_1 \text{ recurse } \alpha_2 \\
\phi ::= \text{false} | \langle \alpha \rangle | \neg \phi | \phi_1 \land \phi_2 | \phi_1 \lor \phi_2 | X
\]

where \( l \in \Sigma \) and \( X \in VAR \). The \( \alpha \) expressions are called path expressions, the \( \phi \) expressions are called node expressions. The with \( \ldots \) in \( \ldots \) recurse \( \ldots \) operator is called the WITH operator, while \( X \), \( \alpha_1 \), and \( \alpha_2 \) in the expression with \( X \) in \( \alpha_1 \) recurse \( \alpha_2 \) are called the variable, the seed, and the body of the recursion.

The CXP+IFP expressions are evaluated on finite node-labeled trees. Let \( T = (N,R,L) \) be a finite node-labeled tree, where \( N \) is a finite set of nodes, \( R \subset N \times N \) is the child relation in the tree, and \( L \) is a function from \( N \) to a set of labels. Let \( g(\cdot) \) be an assignment function from variables to sets nodes, \( g : VAR \rightarrow \wp(N) \). Then the semantics of CXP+IFP expressions are as follows:

\[
\begin{align*}
\llbracket\text{self}\rrbracket_{T,g} &= \{(u,u) \mid u \in N\} \\
\llbracket\text{child}\rrbracket_{T,g} &= R \\
\llbracket\text{axis::l}\rrbracket_{T,g} &= \{(u,v) \in \llbracket\text{axis}\rrbracket_T \mid L(u) = l\} \\
\llbracket\text{axis::*}\rrbracket_{T,g} &= \llbracket\text{axis}\rrbracket_T
\end{align*}
\]
\[ [\alpha_1/\alpha_2]_{T,g} = \{(u,v) \mid \exists w. (u,w) \in [\alpha_1]_{T,g} \land (w,v) \in [\alpha_2]_{T,g}\} \]
\[ [\alpha_1 \cup \alpha_2]_{T,g} = [\alpha_1]_{T,g} \cup [\alpha_2]_{T,g} \]
\[ [\alpha[\phi]]_{T,g} = \{ (u,v) \in [\alpha]_{T,g} \mid v \in [\phi]_{T,g}\} \]
\[ [X]_{T,g} = N \times g(X), X \in VAR \]

[with \(X\) in \(\alpha_1\)\]

[recurse \(\alpha_2\)]_{T,g} = union of all sets \(\{w\} \times g_k(X)\), for \(w \in N\), where \(g_k\) is obtained in the following manner, for \(i \geq 1\):
\[
g_1 := g[X \mapsto \{v \in N \mid (w,v) \in [\alpha_1]_{T,g}\}],
\]
\[
g_{i+1} := g_i[X \mapsto g_i(X) \cup \{v \in N \mid (w,v) \in [\alpha_2]_{T,g}\}],
\]
and \(k\) is the least natural number for which \(g_{k+1}=g_k\).

\[
\{\text{false}\}_{T,g} = \emptyset \]
\[
\{\text{true}\}_{T,g} = \{u \in N \mid (u,v) \in [\alpha]_{T,g}\} \]
\[
\{\phi\}_{T,g} = N \setminus \{\phi\}_{T,g} \]
\[
\{\phi_1 \land \phi_2\}_{T,g} = \{\phi_1\}_{T,g} \cap \{\phi_2\}_{T,g} \]
\[
\{\phi_1 \lor \phi_2\}_{T,g} = \{\phi_1\}_{T,g} \cup \{\phi_2\}_{T,g} \]
\[
\{X\}_{T,g} = g(X), X \in VAR \]

While the semantics \([\alpha]_{T,g}\) of a path expression \(\alpha\) is defined as a binary relation, it is natural to think of it as a function mapping each node \(u\) to a set of nodes \(\{v \mid (u,v) \in [\alpha]_{T,g}\}\), which we denote by \(\text{Result}_u^{\alpha}(\alpha)\). It represents the result of evaluating \(\alpha\) in the context node \(u\) (using the assignment \(g\)). The semantics of the variables and of the WITH operator is most naturally understood from this perspective, and can be equivalently stated as follows:

- \(\text{Result}_u^{\alpha}(X) = g(X)\), i.e., when \(X\) is used as a path expression, it evaluates to \(g(X)\) regardless of the context node.

- \(\text{Result}_u^{\alpha}(\text{with } X \text{ in } \alpha_1 \text{ recurse } \alpha_2) = X_k\), where \(X_1 = \text{Result}_u^{g[X \mapsto \emptyset]}(\alpha_1)\), \(X_{i+1} = X_i \cup \text{Result}_u^{g[X \mapsto X_i]}(\alpha_2)\) for \(i \geq 1\), and \(k\) is the smallest number such that \(X_k = X_{k+1}\).

Note that, at each iteration, the context node of the evaluation of \(\alpha_1\) or \(\alpha_2\) remains \(u\).

When a variable \(X\) is used as a node expression, it simply tests whether the current node belongs to the set assigned to \(X\).

The example query below yields the set of nodes that can be reached from the context node by following the transitive closure of the child::a relation.

\[
\text{with } X \text{ in child::a recurse } X/\text{child::a}
\]

The query below yields the set of nodes that are labeled with \(a\) and are at an even distance from the context node.

\[
(\text{with } X \text{ in self::* recurse } X/\text{child::*}/\text{child::*})*/\text{self::a}
\]
It is important to note that (unlike MIC) the language provides no way to test whether a given node belongs to the result of \( \text{with } X \text{ in } \alpha_1 \text{ recurse } \alpha_2 \), it only allows us to go to a node belonging to the result set. From the point of view of XQuery and XPath, it is very natural to define the inflationary fixed point operator in this way, i.e., as an operator on path expressions. However, this has some subtle consequences, as we explain next.

The semantics of the WITH operator we give here differs slightly from the original semantics used in Chapter 8. According to the original semantics, when \( \text{Result}^u_\alpha(\text{with } \alpha_1 \text{ in } \alpha_2 \text{ recurse } \alpha_2) \) is computed, the result of \( \alpha_1 \) is only used as a seed of the recursion but is not itself added to the fixed point set. In other words, \( \text{Result}^u_\alpha(\text{with } X \text{ in } \alpha_1 \text{ recurse } \alpha_2) \) was defined there as \( X_k \), where \( X_0 = \text{Result}^u_\emptyset(\alpha_1) \), \( X_1 = \text{Result}^u_{X \leftarrow X_0}(\alpha_2) \), \( X_{i+1} = X_i \cup \text{Result}^u_{X \leftarrow X_i}(\alpha_2) \) for \( i \geq 1 \), and \( k \) is the least number such that \( X_k = X_{k+1} \). The semantics we use here is arguably mathematically cleaner and more intuitive since it is truly inflationary: all the nodes assigned to the recursion variable during fixed-point computation end up in the result.

### 9.2.2 Propositional Modal Logic extended with IFP (ML+IFP)

The language ML+IFP we consider is an extension of Propositional Modal Logic (ML) \cite{Blackburn2002} with a monadic IFP operator. It is also known as 1MIC, the fragment of Modal Iteration Calculus (MIC) that does not involve simultaneous induction, and it was first introduced in \cite{Dawar2004}, where it was also shown that its satisfiability problem is undecidable on arbitrary structures.

**9.2.2. Definition (ML+IFP).** Let \( \Sigma \) be a set of labels and \( VAR \) a set of variables. Then the syntax of ML+IFP is defined as follows:

\[
\phi ::= \bot \mid l \mid X \mid \Diamond \phi \mid \neg \phi \mid \phi_1 \land \phi_2 \mid \phi_1 \lor \phi_2 \mid (\text{ifp } X \leftarrow \phi)
\]

where \( l \in \Sigma, X \in VAR \).

The semantics of ML+IFP is given in terms of Kripke models. To facilitate the comparison with CXP+IFP, we will assume that the Kripke models assign a unique label to each node, rather than a set of labels. This is not essential, since for a finite set of labels \( \Sigma \) this property can be expressed with a Modal Logic formula. Let \( T = (N, R, L) \) be a Kripke model, where \( N \) is a set of nodes, \( R \subseteq N \times N \) is a binary relation on the nodes in \( N \), and \( L \) is a valuation function that assigns a label from \( \Sigma \) to each node in \( N \). Let \( g(\cdot) \) be an assignment function from variables to sets of nodes, \( g : VAR \rightarrow \wp(N) \). Then the semantics of ML+IFP
The formulas are as follows:

\[
\begin{align*}
[\bot]_{T,g} &= \emptyset \\
[l]_{T,g} &= \{ n \in N \mid L(n) = l \} \\
[X]_{T,g} &= g(X) \\
[\Diamond \phi]_{T,g} &= \{ u \mid \exists v. (u,v) \in R \land v \in [\phi]_{T,g} \} \\
[\neg \phi]_{T,g} &= N \setminus [\phi]_{T,g} \\
[\phi_1 \land \phi_2]_{T,g} &= [\phi_1]_{T,g} \cap [\phi_2]_{T,g} \\
[\phi_1 \lor \phi_2]_{T,g} &= [\phi_1]_{T,g} \cup [\phi_2]_{T,g} \\
[\text{ifp } X \leftarrow \phi]_{T,g} &= g_k(X), \text{ where } g_k \text{ is obtained in the following manner:} \\
&\quad g_0 := g[X \mapsto \emptyset], \\
&\quad g_{i+1} := g_i[X \mapsto g_i(X) \cup [\phi]_{T,g}], \text{ for } i \geq 0, \\
&\quad \text{where } k \text{ is the minimum number for which } g_{k+1} = g_k.
\end{align*}
\]

We write \( T, g, u \models \phi \) if \( v \in [\phi]_{T,g} \). If a formula has no free variables, we may leave out the assignment and write \( T, u \models \phi \) or \( u \in [\phi]_T \).

It was shown in [Dawar et al., 2004] that the satisfiability problem for ML+IFP on arbitrary Kripke models is highly undecidable. As we will show below, it is undecidable on finite trees as well.

### 9.3 ML+IFP vs. CXP+IFP

In this section, we give a truth-preserving translation from ML+IFP to CXP+IFP. In fact, the translation yields CXP+IFP expressions that use only the self and descendant axes. It follows that this fragment of CXP+IFP already has (at least) the expressive power of ML+IFP.

One of the main differences between ML+IFP and CXP+IFP is that, in the former, fixed-point expressions are node expressions that test whether the current node belongs to the fixed point of a formula, while in the latter, fixed-point expressions are path expressions that travel to nodes belonging to the fixed point of a formula. Another difference is that, in CXP+IFP, during the entire fixed point computation, the expressions are evaluated from a fixed context node, whereas in ML+IFP, whether a node is added to the set at some stage of the fixed point computation is determined by local properties of the subtree below that node.

In our translation from ML+IFP to CXP+IFP we have to overcome these differences. The main idea for the translation of ML+IFP formulas of the form \( \text{ifp } X \leftarrow \phi \) will be that, during the fixed point computation, we treat leaf nodes in a special way, never adding them to the fixed point set but keeping track of them separately. More precisely, we first compute the set \( Y \) of all leaf nodes satisfying \( \text{ifp } X \leftarrow \phi \). Next, we let \( X_0 = \emptyset \) and \( X_{i+1} \) is computed as \( X_i \cup ([\phi]_{T,g}[X \mapsto X_i \cup Y] \setminus Y) \). Observe how the nodes in \( Y \) are added to the input and subtracted again from the output. Let \( X_k \) be the fixed point of the sequence \( X_0 \subseteq X_1 \subseteq \cdots \). Then we
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have that \([\text{ifp } X \leftarrow \phi]_{T,g} = X_k \cup Y\). The advantage of this construction is that, since the leaves are never added during the fixed point computation, they can be freely used for signalling that the context node was added to the set \(X\): if the context node is added at some stage, we add a leaf node as well, and the presence of a leaf node in the result set will be used as a sign that we test for afterwards.

Before we give the details of the construction, we first note that when computing the inflationary fixed point of an ML+IFP formula, any leaf node that is added to the fixed point set is in fact already added at the first stage of the fixed point computation. This is expressed by the following lemma.

9.3.1. **Lemma.** Let \(u\) be any node in a Kripke model \(T\), and let \(\phi(X)\) be any ML+IFP formula and \(g\) an assignment. If \(u\) has no successors, then \(u \in [\text{ifp } X \leftarrow \phi]_{T,g}\) iff \(u \in [\phi]_{T,g[X \mapsto \emptyset]}\).

**Proof.** Follows from the fact that the modal formula \(\phi\) only speaks about the submodel generated by \(u\), i.e., the submodel consisting only of the node \(u\) itself.

QED

In what follows we will use \(\emptyset\) as shorthand for \(\text{self}::*\text{[false]}\), \(\text{desc-or-self}::*\) as shorthand for \(\text{desc}::* \cup \text{self}::*\), and \(\text{leaf}\) as shorthand for \(\neg \text{child::*}\). Also, for node expressions \(\phi, \psi\) and a variable \(X\), such that \(X\) only occurs in \(\phi\) in the form of node tests, we will denote by \(\phi_{X/\psi}\) the node expression obtained from by replacing all free occurrences of \(X\) in \(\phi\) by the node expression \(\psi\).

The translation \(\tau(\cdot)\) from ML+IFP formulas to CXP+IFP node expressions is given by Equation (9.1).

\[
\begin{align*}
\tau(\bot) & = \text{false} \\
\tau(l) & = \langle \text{self}::l \rangle \\
\tau(\phi_1 \land \phi_2) & = \tau(\phi_1) \land \tau(\phi_2) \\
\tau(\phi_1 \lor \phi_2) & = \tau(\phi_1) \lor \tau(\phi_2) \\
\tau(\neg \phi) & = \neg \tau(\phi) \\
\tau(X) & = X \\
\tau(\lozenge \phi) & = \langle \text{child}::* \tau(\phi) \rangle \\
\tau(\text{ifp } X \leftarrow \phi) & = \langle \text{with } X \text{ in desc-or-self}::*[\tau(\phi)_{X/\text{false}} \land \neg \text{leaf}] \text{ recurse desc-or-self}::*[\tau(\phi)_{X \lor \tau(\phi)_{\text{leaf}}} \land \neg \text{leaf}] \cup \text{self}::*[X \lor \tau(\phi)_{\text{leaf}}/\text{desc}::*] \rangle \text{[leaf]} \\
\end{align*}
\]

9.3.2. **Theorem.** Let \(T = (N, R, L)\) be a node-labeled finite tree, \(g\) an assignment, and \(u\) a node in \(T\). Then \(T, g, u \models \phi\) iff \(T, g, u \models \tau(\phi)\).

**Proof.** The proof is by simultaneous induction on the form of the formula \(\phi\). The cases for \(\bot, l, \psi_1 \land \psi_2, \psi_1 \lor \psi_2, \neg \psi, X, \text{ and } \lozenge \psi\) are immediate. Therefore, let \(\phi = (\text{ifp } X \leftarrow \psi)\).
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Since ML+IFP formulas and CXP+IFP node expressions can only see the subtree of the context node, we may assume without loss of generality that \( u \) is the root of the tree \( T \). We write \( T_u \) instead of \( T \), to make this explicit.

Let \( g_i, 0 \leq i \leq k \), be the variable assignments computed for \( \phi \) in accordance with the semantics of the IFP operator (see Definition 9.2.2) on \( T_u \), where \( g_0 = g[X \mapsto \emptyset] \) and where \( k \) is the least natural number such that either \( u \in g_k(X) \) or \( g_k(X) = g_{k+1}(X) \), whichever happens first. Similarly, let \( g'_i, 1 \leq i \leq k \), be the first \( k \) variable assignments computed for the recursive sub-expression of \( \tau(\phi) \) in accordance with the semantics of the WITH operator (see Definition 9.2.1) for \( u \) as the context.

Let \( Y = \left[ \tau(\phi)\right]_{T,g} \). It follows from the induction hypothesis, together with Lemma 9.3.1 that \( Y \) is precisely the set of all leaf nodes belonging to \( g_k(X) \), and moreover, for every \( 1 \leq i \leq k \), \( Y \) is precisely the set of all leaf nodes belonging to \( g_i(X) \).

Now, a straightforward induction shows that, for each \( i \leq k \), \( g_i(X) \) is exactly the disjoint union of the sets \( g'_i(X) \) and \( Y \) (note that we use here the fact that \( u \not\in g_{k-1}(X) \)).

Now, there are two possibilities: either \( u \in g_k(X) \) (in which case \( u \) satisfies \((\text{ifp } X \leftarrow \phi)\)) or \( u \not\in g_k(X) \) (in which case \( u \) does not satisfy \((\text{ifp } X \leftarrow \phi)\)). In the first case, it is easy to see that \( g'_{k+1}(X) \) contains all nodes below \( u \), and in particular, contains a leaf node, and therefore \( \tau((\text{ifp } X \leftarrow \phi)) \) is satisfied. In the second case, \( g'_{k+1}(X) = g'_k(X) \), and therefore \( u \) does not satisfy \( \tau((\text{ifp } X \leftarrow \phi)) \). This concludes the proof.

We can conclude that CXP+IFP node expressions have (at least) the expressive power of ML+IFP. Since the desc axis is definable from the child axis, the same holds of course for the fragment of CXP+IFP without the desc axis. What is more surprising is that the same holds for the fragment of CXP+IFP without the child axis. The next lemma shows that the use of the child axis in the above translation can be avoided (provided that we keep, of course, the desc axis). Note that the child axis was only used in the translation of formulas of the form \( \diamond \phi \).

9.3.3. Proposition. For any node expression \( \phi \), \( \langle \text{child::*}[\phi] \rangle \) is equivalent to the following node expression (which does not use the child axis):

\[
\langle \left( \text{with } X \text{ in desc::* }/\text{desc::* }[\text{leaf }] \text{ recurse self::* }[\langle \text{desc::* }[\text{leaf } \land \neg X \land \phi]\rangle][\neg\text{leaf}] \right) \lor
\langle \left( \text{with } X \text{ in desc::* }/\text{desc::* }[\neg\text{leaf }] \text{ recurse desc::* }[\neg\text{leaf } \land \neg X \land \phi]/\text{desc::* }\right) [\text{leaf}] \rangle
\]
9.4. CXP+IFP and ML+IFP are undecidable on finite trees

Proof. Let $T = (N, R, L)$ be a finite node-labeled tree, $u \in N$ a node, and $g : \text{VAR} \to \wp(N)$ an assignment. We will show that the first disjunct of the node expression is true at $u$ under the assignment $g$ if and only if $u$ has a child satisfying $\phi$ (under $g$) that is a leaf. Similarly, it can be shown that the second disjunct is true if and only if $u$ has a child satisfying $\phi$ that is not a leaf.

Thus, let us consider the first disjunct. In the first step of the inflationary fixed point computation, all leaf nodes below $u$ are added to the set $X$ except those that are a child of $u$. Next, $u$ itself is added to the set $X$ just in case it has a descendant satisfying $\phi$ that is a leaf and that was not marked with $X$ already. After these two steps, the fixed point is reached. It is easy to see that the set $X$ obtained in this way contains a non-leaf node if and only if it contains the node $u$, which holds if and only if $u$ has a descendant satisfying $\phi$ that is a leaf and that was nor marked by $X$ in the first step of the fixed point computation. The latter holds if and only if $u$ has a child that is a leaf and that satisfies $\phi$.

In the same way, for the second disjunct of the node expression, it can be shown that the inflationary fixed point set $X$ contains a leaf node if and only if $u$ has a child satisfying $\phi$ that is not a leaf. QED

9.4 CXP+IFP and ML+IFP are undecidable on finite trees

We show that the satisfiability problem for ML+IFP on finite trees is undecidable, and therefore also (by our earlier translation), the satisfiability problem for CXP+IFP.

9.4.1. Theorem. The satisfiability problem of ML+IFP on finite trees is undecidable.

9.4.2. Corollary. The satisfiability problem of CXP+IFP is undecidable, even if the child axis is disallowed.

The proof, given in Section 9.4.2, is based on a reduction from the halting problem for 2-register machines (cf. Börger et al. [1997]).

9.4.1 2-Register machines

A 2-register machine is a very simple kind of deterministic automaton without input and output. It has two registers containing integer values, and instructions for incrementing and decrementing the content of the registers. These 2-register automata form one of the simplest types of machines for which the halting problem is undecidable. The formal definition is as follows:

A 2-register machine $M$ is a tuple $M = (Q, \delta, q_0, q_f)$, where $Q$ is a finite set of states, $\delta$ is a transition function from $Q$ to a set of instructions $I$, defined below,
and \( q_0, q_f \) are designated states in \( Q \), called initial and final states, respectively [Börger et al. 1997].

The set of instructions \( I \) consists of four kinds of instructions:

- \( INC_A(q') \): increment the value stored in \( A \) and move to state \( q' \);
- \( INC_B(q') \): increment the value stored in \( B \) and move to state \( q' \);
- \( DEC_A(q', q'') \): if the value stored in \( A \) is bigger than 0 then decrement it with one and move to state \( q'' \), otherwise move to state \( q'' \) without changing the value in \( A \) nor \( B \); and
- \( DEC_B(q', q'') \): if the value stored in \( B \) is bigger than 0 then decrement it with one and move to state \( q'' \), otherwise move to state \( q'' \) without changing the value in \( A \) nor \( B \).

A configuration of the machine \( M \) is a triple \( S = (q, a, b) \), where \( q \) is a state in \( Q \), and \( a, b \) are non-negative integers that correspond to the numbers stored in the registers \( A \) and \( B \), respectively. The configuration \( S_0 = (q_0, 0, 0) \) is called the initial configuration, and the configuration \( S_f = (q_f, 0, 0) \) is called the final configuration.

A successful run of the machine is a sequence of configurations, \( S_i = (q_i, a_i, b_i) \), \( 0 \leq i \leq n, n > 0 \), such that:

- the sequence starts with the initial configuration, \( S_0 \), and it ends with the final configuration \( S_f \), and
- any pair of consecutive configurations in the sequence, \( S_i \) and \( S_{i+1} \), satisfies \( \delta \), i.e., the state and the register values in the successor configuration correspond to the instruction attributed to the state in the predecessor configuration by \( \delta \):
  
  - if \( \delta(q_i) = INC_A(q'_i) \), then \( S_{i+1} = (q'_i, a_i + 1, b_i); \)
  - if \( \delta(q_i) = INC_B(q'_i) \), then \( S_{i+1} = (q'_i, a_i, b_i + 1); \)
  - if \( \delta(q_i) = DEC_A(q'_i, q''_i) \), then \( S_{i+1} = (q'_i, a_i - 1, b_i); \) if \( a_i > 0 \), else \( S_{i+1} = (q''_i, a_i, b_i); \)
  - if \( \delta(q_i) = DEC_B(q'_i, q''_i) \), then \( S_{i+1} = (q'_i, a_i, b_i - 1); \) if \( b_i > 0 \), else \( S_{i+1} = (q''_i, a_i, b_i). \)

9.4.3. THEOREM ([Börger et al. 1997]). The following question is known to be undecidable: given a 2-register machine, is there a successful run of this machine?
Note that, since a 2-register machine is deterministic without input, it can have only one minimal successful run, and any other successful other run must contain the first one as a prefix. We may in fact assume without loss of generality that the machine does not pass through the final configuration \((q_0, 0, 0)\) more than once, and hence has at most one successful run. Two further assumptions we can safely make are: (i) the initial and final states are distinct (if \(q_0 = q_f\) then the machine trivially has a successful run), and (ii) no two subsequent configurations on any run of the machine have the same state (this can be ensured by adding additional intermediate states if necessary).

### 9.4.2 The reduction

In this section, we construct a ML+IFP formula that is satisfied in the root of a finite labeled tree if and only if all the paths from the root to the leaves represent a successful run of a given 2-register machine. If a successful run exists, then there is a tree that satisfies this formula, and vice versa, if there is no successful run, then there is no tree that satisfies the formula.

For the remainder of this section, fix a 2-register machine \(M = (Q, \delta, q_0, q_f)\). The set of labels used in the formula will be \(\Sigma = Q \cup \{a, b, $\}\), where \(Q\) is the set of states of the 2-register machine, \(a, b\) are symbols used for representing the register content in each configuration, and $ is another symbol used for marking the end of the encoding of the successful run. It is convenient in what follows to treat these labels as mutually exclusive. In other words, when we write a symbol such as \(a\), we actually mean \(a \land \bigwedge_{c \in \Sigma \setminus \{a\}} \neg c\).

We model the registers \(A\) and \(B\) of a 2-register machine with paths labeled with \(a\) and \(b\), respectively. The number of nodes in the path corresponds to the integer number stored in the respective register. Then we prove that we can express the equality of two register values in ML+IFP. This is needed in order to express that two configurations of the machine satisfy the transition function \(\delta\). Once we can express that two configurations satisfy the transition function, we construct a formula that forces the existence of a sequence of configurations that forms a successful run.

It will be convenient to consider regular expressions describing paths in the tree. By a path in a tree, we mean a sequence of nodes \(v_1, \ldots, v_n\) \((n \geq 1)\) such that any two consecutive nodes satisfy the child relation, i.e., \((v_i, v_{i+1}) \in R\), for \(1 \leq i \leq n - 1\). A path that ends with a leaf node is called a branch. A prefix of a path \(v_1, \ldots, v_n\) is any path \(v_1, \ldots, v_i\) with \(i \leq n\). In order to describe paths, we will use expressions built up inductively from ML+IFP formulas using the regular operations of composition, union (+), and transitive closure (\(\cdot^+\)) as well as reflexive transitive closure (\(\cdot^*\)). We call such expressions regular path expressions. For example, \(a(\neg a)\) is a regular path expression that is satisfied by paths of length two whose first node satisfies \(a\) and whose second node does not, and \((\top \top)^*\) is a regular path expression that is satisfied by paths of even length.
We want to build a formula that describes a successful run of a given 2-register machine. For this purpose, we encode a configuration of this machine, \( S = (q, n, m) \), \( n, m \geq 0 \), with a path that satisfies \( qa^{n+1}b^{m+1} \), i.e., we represent the values \( n \) and \( m \) stored in the \( A \) and \( B \) registers with a sequence of \( n+1 \) \( a \)-labels and a sequence of \( m+1 \) \( b \)-labels. A sequence of configurations \( S_1, \ldots, S_k \) is encoded by a path that satisfies \( qa_1 a_2 \ldots a_k b_1 b_2 \ldots b_k \), where \( $ \) is a special label indicating the end of the sequence. In order to describe a successful run, we first build a formula describing that a pair of configurations satisfy the transition function \( \delta \) of the given machine, then we build a formula that ensures that every consecutive pair of configurations satisfies \( \delta \). In order to describe a pair of configurations that satisfy \( \delta \), we need to be able to express the equality constraints that \( \delta \) enforces on the register values before and after a transition.

For example, for \( \delta(q) = \text{INC}_A(q') \) and two configurations that satisfy \( \delta \), \( S = (q, n, m) \) and \( S' = (q', n+1, m) \), \( n, m > 0 \), we need to express that a path satisfies \( qa^n b^m q' a^{n+1} b^m \).

Below, in Lemma 9.4.5, we show a generic formula that expresses the equality of the lengths of two \( a \)-labeled sequences. But first, we prove an auxiliary lemma that helps with the notations and interpretation of the formulas.

9.4.4. Lemma. Let \( \alpha \) be any regular path expression. Then there are ML+IFP formulas \( \phi^\exists_\alpha \) and \( \phi^\forall_\alpha \) such that for any finite labeled tree \( T \) and node \( v \),

1. \( T,v \models \phi^\exists_\alpha \) iff there is a path starting with \( v \) satisfying \( \alpha \), and
2. \( T,v \models \phi^\forall_\alpha \) iff every branch starting with \( v \) has a prefix-path that satisfies \( \alpha \).

Proof. We know that the statement holds for the modal mu-calculus (it follows from the fact that the modal mu-calculus is the bisimulation invariant fragment of MSO on finite trees [Janin and Walukiewicz 1996]). To see that it holds also for ML+IFP we proceed as follows:

Let an expression \( \alpha \) be given. First we replace each ML+IFP formula \( \psi \) occurring in \( \alpha \) by a new corresponding fresh propositional variable \( p_\psi \). Let the resulting expression be \( \alpha' \). Then, clearly, \( \alpha' \) is an expression built up from formulas of the modal mu-calculus using concatenation, union, and star. Hence, there are formulas \( \phi^\exists_\alpha \) and \( \phi^\forall_\alpha \) of the modal mu-calculus satisfying the required conditions with respect to \( \alpha' \). Now, replace each \( p_\psi \) back by the original formula \( \psi \) (making sure that no free occurrences of variables in \( \psi \) accidentally get bound by a fixed point operator during the substitution—this can be ensured by renaming bound variables appropriately). It follows that the resulting formulas satisfy the required conditions with respect to \( \alpha \).

QED

In the following, we rely heavily on this lemma.

9.4.5. Lemma. There is a formula, \( \phi^\forall_{a^n b a^n c} \), such that for any finite labeled tree \( T \) and a node \( v \) in this tree, \( T,v \models \phi^\forall_{a^n b a^n c} \) iff there is a \( k > 0 \) such that every branch starting with \( v \) has a prefix-path that satisfies \( a^k b a^k c \).
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Proof. In [Dawar et al.] 2004, a formula was constructed that, on finite strings (i.e., finite trees in which each node has at most one child), defines the language \(a^n b^z a^n\). Our construction below differs from the one in [Dawar et al.] 2004 in that our formula expresses exact equality, and, more importantly, in the fact that it works on arbitrary finite trees, which makes it a non-trivial generalization.

We define \(\phi^\forall_{a^n b a^n c}\) as in Equation (9.2).

\[
\phi^\forall_{a^n b a^n c} := \phi^\forall_{a^n ba^n c} \land \neg \phi^\exists_{a^n ba^n + n c + a a + c}
\]

(9.2)

where

\[
\phi^\forall_{a^n ba^n c} := \phi^\forall_{a^n ba^n c} \land (\text{ifp } X \leftarrow \phi^\forall_{a^n (a\land X)^* (b(a \land -X) a^* c) \lor \phi^\exists_{a^n (a \land X)^* c})}
\]

\[
\phi^\exists_{a^n ba^n + n c + a a + c} := (\text{ifp } X \leftarrow \phi^\exists_{a^n (a \land X)^* (b(a \land -X) a^* ac) \lor \phi^\exists_{a^n (a \land X)^* ac})
\]

The idea behind the two conjuncts of the formula is that \(\phi^\forall_{a^n ba^n c}\) expresses something slightly too weak, since it only enforces the second sequence of \(a\)-nodes on each path to be at least as long as the first sequence. The second conjunct \(\neg \phi^\exists_{a^n ba^n + n c + a a + c}\) corrects for this by enforcing that there is no path on which the second sequence of \(a\)-nodes is strictly longer than the first sequence. For technical reasons, the formula \(\phi^\exists_{a^n ba^n + n c + a a + c}\), in question expresses something weaker than the existence of a path satisfying \(a^n ba^n c\): it also accepts nodes where a path starts satisfying \(a a^+ c\). However, this clearly does not affect the correctness of the overall formula \(\phi^\forall_{a^n ba^n c}\).

Below, we prove that the formulas \(\phi^\forall_{a^n ba^n c}\) and \(\phi^\exists_{a^n ba^n + n c + a a + c}\) do indeed have the intended meaning, which is captured by the following claims:

1. \(T, v \models \phi^\forall_{a^n ba^n c}\) iff \(\exists k\), such that every branch starting with \(v\) has a prefix-path that satisfies \(a^{<k} ba^{>k} c\).

2. \(T, v \models \phi^\exists_{a^n ba^n + n c + a a + c}\) iff there exists a path starting with \(v\) that satisfies \(a^n ba^n c\), for some \(m > n > 0\), or that satisfies \(a^n c\), for some \(n \geq 2\).

It is clear from the above discussion that the lemma follows directly from (1) and (2). Below we give the proof for (1). The proof for (2) is similar. Note that we rely on Lemma [9.4.4] for the existence and the semantics of the formulas \(\phi^\exists_{a^n (a \land X)^* (b(a \land -X) a^* c)}\), \(\phi^\forall_{a^n (a \land X)^* (b(a \land -X) a^* c)}\), \(\phi^\exists_{a^n (a \land X)^* ac}\) and \(\phi^\forall_{a^n ba^n c}\).

Let \(g(\cdot)\) be a variable assignment and let \(g_i(\cdot)\), \(0 \leq i\), be the variable assignments obtained for (ifp \(X \leftarrow \phi^\forall_{a^n (a \land X)^* (b(a \land -X) a^* c) \lor \phi^\exists_{a^n (a \land X)^* c)})\) in accordance with the semantics of the IFP operator (Definition [9.2.2]), where \(g_0 = g[X \mapsto \emptyset]\). First, we show, by induction on \(i\), \(0 < i\), the following:

i. A node in \([\phi^\exists_{a^n + c}]_{T,a}\) is added to \(g_i(X)\) at the recursion step \(i\) iff there is a path from that node that satisfies \(a^i c\) and there is no other path from that node that satisfies \(a^{<i} c\) (i.e., that satisfies \(a^j\) for some \(j < i\)).
Here, by “is added to $g_i(X)$ at the recursion step $i$”, we mean that the node belongs to $g_i(X)$ and not to $g_{i-1}(X)$. Then, using this equivalence, again by induction on $i$, $0 < i$, we show the following:

ii. A node in $[\phi^\omega_{a \to b \to c}]_{T,g}$ is added to $g_i(X)$ at the recursion step $i$ iff every branch starting with that node has a prefix-path that satisfies $a^{<i}ba^*a^ic$ and $i$ is the least number with this property.

Suppose $u \in [\phi^\omega_{a \to b \to c}]_{T,g}$. It is easy to see that $u$ is added to $g_1(X)$ iff $u \in [\phi^\omega_{a \to b \to c}]_{T,g[X \leftarrow \emptyset]}$ iff there is a path starting with $u$ that satisfies $ac$. Next, suppose that (i) holds for some $i \geq 1$. We show that (i) holds for $i + 1$.

Suppose $u \in [\phi^\omega_{a \to b \to c}]_{T,g}$ and $u$ is added to $g_{i+1}(X)$. Then $u \in [\phi^\omega_{a \to b \to c}]_{T,g}$. From this it follows that $u$ is labeled with $a$ and there is a successor $w$ labeled with $c$ or $w \in g_i(X)$. Note that $w \in [\phi^\omega_{a \to c}]_{T,g}$. In the first case, by induction hypothesis, $u$ was added already to $g_1(X)$, which contradicts our assumption. In the second case, $w \in g_i(X)$ and $w$ was added to $g_i(X)$ at the recursion step $i$.

Conversely, suppose that there is a path from $u$ that satisfies $a^{i+1}c$ and there is no other path from that node that satisfies $a^{<i+1}c$. Let $w$ be the successor of $u$ on that path. Then there is a path from $w$ that satisfies $a^c$ and there is no other path from $w$ that satisfies $a^{<c}$. By induction hypothesis, $w$ was added to $g_i(X)$ and thus, $u$ must be added to $g_{i+1}(X)$.

This concludes the proof of (i). We now proceed with the proof of (ii).

Suppose $u \in [\phi^\omega_{a \to b \to c}]_{T,g}$. Again it is easy to see that $u$ is added to $g_1(X)$ iff $u \in [\phi^\omega_{a \to b \to c}]_{T,g[X \leftarrow \emptyset]}$ iff every branch starting with $u$ has a prefix-path that satisfies $abaa^c$. Further, suppose that (ii) holds for $i$, $0 < i$. We show that (ii) holds for $i + 1$.

Suppose $u \in [\phi^\omega_{a \to b \to c}]_{T,g}$ and $u$ is added to $g_{i+1}(X)$. Then we know that $u \in [\phi^\omega_{a \to b \to c}]_{T,g[X \leftarrow \emptyset]}$ and thus, every successor $w$ of $u$ (there is at least one successor) is in $g_i(X)$. Suppose that $w$ was added to $g_j(X)$ at iteration step $j \leq i$. By induction hypothesis, every branch from $w$ has a prefix-path that satisfies $a^{<j}ba^*a^ic$, thus it satisfies $a^{<j}ba^*a^ic$. By statement (i) proven above, every branch from $u$ has prefix-path that satisfies $a^{<j}ba^*a^{i+1}c$. From the last two statements it follows that every branch from $u$ has a prefix-path that satisfies $a^{<j}ba^*a^{i+1}c$. Note that $i + 1$ is the least number with this property, otherwise $u$ would have been added at an earlier iteration step.

For the other direction, suppose that every branch from $u$ has a prefix-path that satisfies $a^{<j}ba^*a^{i+1}c$ and $i + 1$ is the least number with this property. From this, it follows that every branch from a successor $w$ of $u$, has a prefix-path that satisfies $a^{<j}ba^*a^{i+1}c$, and hence $a^{<j}ba^*a^ic$. Let $j$ be the least number with this property for $w$. Then, by induction hypothesis, it follows that $w$ was added to
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Let \( j_0 \) be the least number such that \( g_{j_0}(X) \) contains all successors of \( u \). Note that \( j_0 \) equals \( i \), otherwise every branch from \( u \) has a prefix-path that satisfies \( a^{i+1}ba^i c \), which contradicts our initial assumption. From this, it follows that \( u \in [\phi_{a^i}^\nu T, g_{i+1}(X)] \) at iteration step \( i+1 \).

Now, based on (ii) we can prove the statement of (1): \( T, v \models \phi_{a^n ba^m}^\nu \) iff \( v \in g_k(X) \cap [\phi_{a^n ba^m}^\nu T, g] \), where \( k \) is the recursive step at which the computation of the IFP operator ends \( \iff \exists n_0, 0 < n_0 \leq k \), such that \( v \) was added to \( g_{n_0}(X) \) at the iteration \( n_0 \) and \( v \in [\phi_{a^n ba^m}^\nu T, g] \iff \exists n_0, 0 < n_0 \leq k \), every branch starting with that node has a prefix-path that satisfies \( a^n ba^m c \), for some \( 0 < n \leq n_0 \leq m \).

The proof for (2) is similar to the proof for (i).

\[\text{QED}\]

Lemma 9.4.5 can be extended to other formulas of the form \( \phi_{a^n ba^m\gamma}^\nu \), where \( \alpha \), \( \beta \), and \( \gamma \) are a certain kind of regular expressions denoting sequences of labels. We do not attempt a general result along these lines, but we consider instances of this general pattern for which it is clear that the proof of Lemma 9.4.5 works. In particular, in order for the proof of Lemma 9.4.5 to work, it is important that \( \beta \) and \( \gamma \) are incompatible, in the sense that they cannot be satisfied by the same path. Below, we give two examples of such formulas and state their semantics. We use these examples further on for our reduction.

Intuitively, the first example is a formula that describes a transition of the 2-register machine, in which register \( A \) is incremented. The second example describes a transition in which register \( A \) is decremented. The variable \( Y \) in these formulas is intended to represent that the remaining part of the run is already known to be correct (and will be bound by an IFP-operator).

Let \( q, q', q'' \in Q \) such that \( q \neq q' \) and \( q \neq q'' \), and let \( Q_Y := q' \land Y \), \( Q'_Y := q'' \land Y \), and \( E_Y := Y \lor \$ \), where \( Y \) is a variable in \( \text{VAR} \).

9.4.6. Example. Consider \( \phi_{a^n ba^m Q_Y a^n+1 b^* E_Y}^\nu \) defined by Equation (9.3). Similarly to Lemma 9.4.5 we can prove that \( \phi_{a^n ba^m Q_Y a^n+1 b^* E_Y}^\nu \) is valid in a node \( v \) of a finite labeled tree \( T \) iff every branch starting with \( v \) has a prefix-path that satisfies \( qa^n b^* Q_Y a^n+1 b^* E_Y \), for some \( n > 0 \).
φ^{\forall}_{qa^n b^r Q'_Y a^{n+1} b^r E_Y} := \phi^{\forall}_{qa^n b^r Q'_Y a^{n+1} b^r E_Y} \land \\
\neg \phi^{\forall}_{qa^n b^r Q'_Y a^{n+1} b^r E_Y + a^* b^r E_Y}

φ^{\forall}_{qa^n b^r Q'_Y a^{\geq n+1} b^r E_Y} := φ^{\forall}_{qa^n b^r Q'_Y a^{\geq n+1} b^r E_Y + a^* b^r E_Y} \\
\square (\text{ifp } X \leftarrow φ^{\forall}_{a(\land X)^* b^r Q'_Y (a\land X) a^* b^r E_Y} \lor \phi^{\exists}_{a(a\land X)^*(a\land X)b^r E_Y})

φ^{\exists}_{qa^n b^r Q'_Y a^{\geq n+1} b^r E_Y + a^* b^r E_Y} := q \land \phi^{\exists}_{qa^n b^r Q'_Y a^{\geq n+1} b^r E_Y + a^* b^r E_Y} \\
\phi^{\exists}_{qa^n b^r Q'_Y a^{\geq n+1} b^r E_Y + a^* b^r E_Y} := q \land \phi^{\exists}_{qa^n b^r Q'_Y a^{\geq n+1} b^r E_Y + a^* b^r E_Y} \\
\phi^{\exists}_{qa^n b^r Q'_Y a^{\geq n+1} b^r E_Y + a^* b^r E_Y} := q \land \phi^{\exists}_{qa^n b^r Q'_Y a^{\geq n+1} b^r E_Y + a^* b^r E_Y}

9.4.7. Example. For convenience, consider the following alternative notations for the until formulas ψ_1 EU ψ_2 := φ^{\forall}_{\psi_1 \psi_2} and ψ_1 AU ψ_2 := φ^{\forall}_{\psi_1 \psi_2}. Consider φ^{\forall}_{qa^n b^{n+1} Q'_Y a^* b^r E_Y} defined by Equation (9.4) and let g(·) be a variable assignment that covers Y. Similarly to Lemma 9.4.5, we can prove that φ^{\forall}_{qa^n b^{n+1} Q'_Y a^* b^r E_Y} is valid in a node v of a finite labeled tree T and given g(·) ⇐⇒ every branch starting with v has a prefix-path that satisfies qa^n b^{n+1} Q'_Y a^* b^r E_Y, for some n > 0.

In a similar fashion, we construct the following formulas:

φ^{\forall}_{qa^n b^r Q'_Y a^n b^r E_Y} φ^{\forall}_{qa^n b^r Q'_Y a^{n+1} b^r E_Y} φ^{\forall}_{qa^n b^{n+1} Q'_Y a^* b^r E_Y} φ^{\forall}_{qa^n b^r Q'_Y a^n b^r E_Y} φ^{\forall}_{qa^n b^r Q'_Y a^{n+1} b^r E_Y} φ^{\forall}_{qa^n b^{n+1} Q'_Y a^* b^r E_Y} φ^{\forall}_{qa^n b^{n+1} Q'_Y a^* b^r E_Y}

An equivalent of Lemma 9.4.5 can be proven for each of these formulas. Finally, we are ready to define the transition function of a given 2-register machine.

φ^{\forall}_{qa^n b^m Q'_Y a^{n+1} b^m E_Y} := φ^{\forall}_{qa^n b^m Q'_Y a^{n+1} b^m E_Y} \land φ^{\forall}_{qa^n b^m Q'_Y a^n b^m E_Y} \\
φ^{\forall}_{qa^n b^m Q'_Y a^n b^m E_Y} := φ^{\forall}_{qa^n b^m Q'_Y a^n b^m E_Y} \land φ^{\forall}_{qa^n b^m Q'_Y a^n b^m E_Y} \\
φ^{\forall}_{qa^n b^m Q'_Y a^{n+1} b^m E_Y} := φ^{\forall}_{qa^n b^m Q'_Y a^{n+1} b^m E_Y} \land φ^{\forall}_{qa^n b^m Q'_Y a^n b^m E_Y} \\
φ^{\forall}_{qa^n b^m Q'_Y a^{n+1} b^m E_Y} := φ^{\forall}_{qa^n b^m Q'_Y a^{n+1} b^m E_Y} \land φ^{\forall}_{qa^n b^m Q'_Y a^n b^m E_Y} \\
φ^{\forall}_{qa^n b^m Q'_Y a^{n+1} b^m E_Y} := φ^{\forall}_{qa^n b^m Q'_Y a^{n+1} b^m E_Y} \land φ^{\forall}_{qa^n b^m Q'_Y a^n b^m E_Y} \\
φ^{\forall}_{qa^n b^m Q'_Y a^{n+1} b^m E_Y} := φ^{\forall}_{qa^n b^m Q'_Y a^{n+1} b^m E_Y} \land φ^{\forall}_{qa^n b^m Q'_Y a^n b^m E_Y} \\
φ^{\forall}_{qa^n b^m Q'_Y a^{n+1} b^m E_Y} := φ^{\forall}_{qa^n b^m Q'_Y a^{n+1} b^m E_Y} \land φ^{\forall}_{qa^n b^m Q'_Y a^n b^m E_Y}
Recall from Section 9.4.1 that we assume without loss of generality that the 2-register machine $M$ is such that no two subsequent configurations on a run have the same state and therefore $q'$ and $q''$ are always distinct from $q$ in the formulas in (9.6). Thus, generalizing from the above examples and the proof of Lemma 9.4.5, we have the following.

**9.4.8. Lemma.** Let $T = (N, R, L)$ be a finite labeled tree and $g(\cdot)$ be a variable assignment that covers the free variable $Y$. Then $T, v, g \vdash Tr(Y)$ iff every branch starting with $v$ has a prefix-path that satisfies $qa^n b^m q' a^n b^m E_Y$, for some pair of triples, $S = (q, n, m)$ and $S' = (q', n', m')$, that satisfies $\delta(n, n', m, m' > 0)$.

Having the formula that describes a transition, we can build the formula $\phi_{\text{run}}$, below, that describes a successful run of a given 2-register machine; $\phi_{\text{run}}$ enforces that every branch starting from a node in the tree represents a successful run of the given machine.

\[
\begin{align*}
Tr_q(Y) &= \begin{cases} 
\phi^Y_{q a^n b^m Q'_a a^n b^m E_Y} & \text{if } \delta(q) = \text{INC}_A(q'), \\
\phi^Y_{q a^n b^m Q'_a a^n b^m + 1 E_Y} & \text{if } \delta(q) = \text{INC}_B(q'), \\
\phi^Y_{q a^n + 1 b^m Q'_a a^n b^m E_Y} \lor \phi^Y_{q a^n b Q'_a a^n b b E_Y} & \text{if } \delta(q) = \text{DEC}_A(q', q''), \\
\phi^Y_{q a^n b Q'_a a^n b E_Y} & \text{if } \delta(q) = \text{DEC}_B(q', q'')
\end{cases} \\
Tr(Y) &= \bigvee_{q \in Q} Tr_q(Y)
\end{align*}
\]

(9.6)

Retrace from Section 9.4.1 that we assume without loss of generality that the 2-register machine $M$ is such that no two subsequent configurations on a run have the same state and therefore $q'$ and $q''$ are always distinct from $q$ in the formulas in (9.6). Thus, generalizing from the above examples and the proof of Lemma 9.4.5, we have the following.

**9.4.9. Theorem.** The formula $\phi_{\text{run}}$ is satisfiable iff the 2-register machine $M$ has a successful run.

**Proof.** ($\Leftarrow$) Suppose that the sequence of configurations, $S_1, \ldots, S_n$, $n > 0$, is a successful run of $M$, with $S_i = (q_i, k_i, \ell_i)$. In particular, $S_1 = (q_0, 0, 0)$ is the initial configuration and $S_n = (q_f, 0, 0)$ is the final configuration. Also, as explained in Section 9.4.1, we may assume that $n > 1$, and that $q_i \neq q_{i+1}$ for $1 \leq i < n$. Let $T$ be the tree consisting of a single branch, such that the sequence of labels of the nodes on the branch forms the string $q_1 a^{k_1+1} b^{l_1+1} \cdots q_n a^{k_n+1} b^{l_n+1}$. Let $u_i$ (for $1 \leq i \leq n$) be the $i$-th node on the branch whose label belongs to $Q$. It is clear that the root of the tree, $u_1$, satisfies $Q_s$, and that $u_n$ satisfies $Q_f$. Furthermore, for each $i \leq n$, $T, u_i \not\models (\text{ifp } Y \leftarrow Tr(Y) \lor Q_f)$ as can be shown by a straightforward induction on $n - i$. It follows that $T, u_1 \not\models \phi_{\text{run}}$

($\Rightarrow$) Suppose $T, v \models \phi_{\text{run}}$. Let $g(\cdot)$ be a variable assignment. Since $T, v \models (\text{ifp } Y \leftarrow Tr(Y) \lor Q_f)$ we have that $v \in g_k(Y)$, where $g_k(\cdot)$ is the last variable
assignment obtained conform the definition of the IFP operator (Definition 9.2.2 for \( \text{ifp} \ Y \leftarrow \text{Tr} \( Y \) \lor Q \)). One can show by a straightforward induction on \( i \), \( 1 \leq i \leq k \), that for every branch starting with a node \( u \in g_i(Y) \), the sequence of labels of the nodes on this branch, up to the first node satisfying $, forms an encoding of a run of the 2-register machine, starting in some (not necessarily initial) configuration and ending in the final configuration. In particular, since \( v \in g_k(Y) \), and also \( T, v \models Q \), we then have that for every branch starting at \( v \), the sequence of labels of the nodes on this branch, up to the first node satisfying $, forms an encoding of a successful run of the 2-register machine (starting in the initial configuration).

We have shown that the undecidable halting problem for 2-register machines reduces to the satisfiability problem for ML+IFP on finite trees. Theorem 9.4.1 now follows.

9.5 Discussions and conclusions

We proved that the fragment of CXP+IFP with only self and descendant axes is undecidable. This implies the undecidability of CXP+IFP with all the axes. Moreover, since the undecidability proof for ML+IFP, as well as the translation from ML+IFP into CXP+IFP, works on strings too, no matter what axis one takes (along with the self axis) the fragment of CXP+IFP with only that axis is undecidable. Recall that the transitive axes (e.g., descendant, ancestor, following-sibling, preceding-sibling) are easily defined from the corresponding non-transitive axes using the IFP operator.

This result means that a complete static analysis of recursive queries specified by means of the IFP operator is not feasible. In other words, we cannot do better than implementing sound-but-not-complete query optimizations, such as the distributivity-based optimization presented in Chapter 8.

Another recursion operator that has been studied extensively in the context of CXP, is the transitive closure (TC) of path expressions and the language is known as Regular XPath [Marx, 2004]. Note that we can express the transitive closure of a path expression \( \alpha \) by using the IFP operator as follows:

\[
\alpha^+ = \text{with } X \text{ in } \alpha \text{ recurse } X/XX
\]

Regular XPath falls within monadic second-order logic (MSO) [ten Cate, 2006a], while by Lemma 9.4.5 CXP+IFP can define (among all finite strings) the strings that satisfy \( a^n b^n c, n > 0 \), which is not a regular string language and thus not definable in MSO [Thomas, 1997]. From this it follows that CXP+IFP is strictly more expressive than Regular XPath.

Note that the definition of the TC operator via IFP does not use negation on the recursion variable. Thus the TC operator can be expressed also via a least
fixed point (LFP) operator, which is a non-inflationary fixed point operator that does not allow the recursion variable to occur under an odd number of negations. If we consider CXP extended with LFP, then this language still falls within MSO and is at least as expressive as Regular XPath but strictly less expressive than CXP+IFP on finite trees.

In conclusion, when choosing a recursion operator to extend CXP, one should keep in mind that the inflationary fixed point operator is the most expressive and expensive operator (with undecidable static analysis problems) of the three recursion operators discussed above.

9.5.1 Remaining questions

One natural follow-up question is whether CXP+IFP node expressions are strictly more expressive than ML+IFP formulas.

Other natural follow-up questions concern fragments of CXP+IFP. Recall that in CXP+IFP, the variables can be used both as atomic path expressions and as atomic node expressions. The former is the most natural, but the translation we gave from ML+IFP to CXP+IFP crucially uses the latter. Our conjecture is that the fragment of CXP+IFP in which variables are only allowed as atomic path expressions is also undecidable.

It is also natural to consider CXP+IFP expressions where the fixed point variables occur only under an even number of negations, so that the WITH-operator computes the least fixed point of a monotone operation. Note that this fragment is decidable, since it is contained in monadic second-order logic. Thus, further questions like the complexity of the static analysis problems and the expressive power of this language are open to investigation.

In Part II of this thesis, we showed how to optimize recursion in XQuery by extending the language with an Inflationary Fixed Point operator. We implemented the operator, and the optimization technique, in MonetDB/XQuery, and we provided experimental evidence for its advantages in practice. We also investigated the theoretical properties of the operator in the context of Core XPath.