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Chapter 1
Introduction

An enormous amount of biological knowledge has been generated by the scientific community and is available from a large number of biological databases, scientific literature, and domain experts. This knowledge is actively used to define new hypotheses and to validate new findings, but it may also be included in computational modelling and high-throughput data analysis as prior knowledge in order to improve the analysis or guide it towards meaningful solutions. However, the use of prior knowledge is not always straightforward and may additionally be hampered by its incompleteness. Moreover, the use of prior knowledge may bias the results towards known biology thereby preventing new findings. In this thesis we explored the use of prior knowledge in data-driven and knowledge-driven modelling approaches for high-throughput data analysis and biological systems modelling. In the first part of this thesis we reviewed methods that incorporate prior knowledge in statistical models for the analysis of high-throughput transcriptomics and metabolomics data (Chapter 2). We highlighted characteristics and differences of this methods and the type of prior knowledge that was used. In the second part of this thesis we used prior knowledge to model two biological systems. First, we used sparse prior knowledge to build a network-based model of a multi-organ genistein elimination pathway that can assist in the design of new experiments (Chapter 3). Secondly, we developed a mathematical model of B-cell affinity maturation based on incomplete prior knowledge about the selection of high affinity B cells. Here, we used prior knowledge to simplify the mathematical description of the B-cell selection process to avoid excessive model complexity. We showed that despite this simplification the model generated valuable insights in the affinity distribution among (un)expanded subclones (Chapter 4). Further, the model was used to identify changes in B-cell lineage trees during affinity maturation (Chapter 5). In summary, we explored possibilities to facilitate high-throughput data analysis with prior knowledge, and demonstrated the use of prior knowledge in biological systems modelling.

1.1. Modelling approaches

The modelling of biological systems is an essential part of nowadays research in systems biology. It aims to abstract a biological system in a statistical or mathematical modelling framework and to subsequently apply computational methods to determine (emerging) properties of the system. The work in this thesis aims to show how the modelling of biological systems can benefit from prior knowledge, and also how prior knowledge can be incorporated in the modelling procedure. We considered three types of models that either incorporate prior knowledge directly in the model computation or have been constructed by using prior knowledge:

- Statistical models for high-throughput data analysis;
• Network-based models of biological systems;

• Mathematical models.

Statistical models aim to find and quantify relationships between the variables in a dataset. These models may or may not assume a distribution of the variables under investigation. An example of a statistical model is a (linear) regression model that describes a relationship between one or more explanatory variables and a dependent variable. Other examples of statistical models include component models such as principal component analysis [1] or cluster methods such as k-means clustering [2] that also aim to find associations between objects (e.g. samples) and variables (e.g. genes). However, these statistical models generally do not explain the precise nature of relationships between variables in terms of biological processes. Hence, they are phenomenological. In contrast, mathematical models, such as differential equations, use equations to specify a mechanistic model, that is, the nature of the relationships between, for example, genes is explicitly specified. Moreover, the parameters in such model have biological definitions. Network-models such as Petri nets [3], Bayesian networks [4], and Boolean networks [5, 6] live between the phenomenological and mechanistic models. These models do not necessarily include a full mechanistic description of the biological system but specify relationships between objects in the model more explicitly then is the case in statistical models. Models reviewed or used in our research involve various statistical models, Petri nets, and ordinary differential equations.

Modelling approaches may further be divided in two categories: data-driven and knowledge-driven (Figure 1.1). Data-driven approaches include statistical models and network-based models to analyse high-throughput experimental data such as coming from transcriptomics and metabolomics studies in which many genes and metabolites, respectively, are measured. In this type of modelling one is generally interested in identifying (linear) relationships or correlations between the variables and, therefore, the models do not use any a priori known facts about the modelled biological system. However, due to the high data dimensionality (many variables are measured compared to the number of samples), these models may reveal chance correlations (i.e. spurious correlations, which are found for a specific data set but have no biological relevance). As a solution, incorporation of prior knowledge has been suggested, which may also improve the interpretability of the results by focusing them on known biology. For example, prior knowledge has been used to softly penalise the minimization function in a principal component based method in order to find principal components that are partially defined by already known information [7]. We reviewed a range of methods that followed this strategy in Chapter 2 [8].

Knowledge-driven approaches comprise methods that use known biological facts to define the model structure (e.g. equations and parameters in a mathematical model, or the topology in a network-based model) and, therefore, depend on literature, information from public biological databases, and/or knowledge provided by domain experts. Knowledge-driven approaches include mathematical models based on ordinary differential equations, and network-based models such as Petri nets, Boolean, and Bayesian networks. Both mathematical and network-based models are widely used to model relations between molecules or cells. Usually, network-based methods are preferred if quan-
Chapter 1.1. Modelling approaches

Figure 1.1: Conceptual representation of data-driven and knowledge-driven modelling approaches. Three types of models are considered, which are shown in the relation to two types of prior knowledge. Among data-driven modelling approaches we consider only models that incorporate prior knowledge.

It is important to note that network-based models are successfully employed in both knowledge and data-driven approaches, which is indicated by the overlap of these approaches in Figure 1.1. For example, using a knowledge-driven approach Schlatter and co-authors have built a literature-based Boolean model to study a set of pathways involved in apoptosis [9]. In contrast, Sahoo and co-authors used a data-driven approach to construct a genome-wide Boolean model of gene pairs from a comprehensive set of microarray experiments [10].

The reviewed types of models have different requirements to the used prior knowledge (Figure 1.1). Mathematical models require detailed specifications of biological mechanisms (mechanistic interactions) to construct equations. In addition, some parameters in these models also have to be based on a priori biological knowledge (while other may be estimated from experimental data). For network-based models the same is true although, in general, less detailed information is required and the model also contains fewer parameters that do not necessarily have to reflect biological values. Statistical models and network-based models (used in the data-driven approaches) are less demanding and have capability to incorporate a wide variety of prior knowledge. Prior knowledge may come from associations between biological entities such as the regulation of gene expression by transcription factors, or the co-expression of genes. Associations may also come from pre-defined groups of biological entities such as gene products (defined in the gene ontology; GO)[11] that participate in the same pathway. Associations do not present mechanistic details and can not be incorporated in mathematical models.

Statistical models for high-throughput data analysis

High-throughput experimental techniques characterize each samples by thousands of variables (e.g., genes, proteins, metabolites) and potentially allow to reconstruct the underlying gene, protein, and metabolic networks involved in biological processes. This attractive property secured a place for high-throughput experiments in biomi-
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cal research. Consequently, a new subfield of bioinformatics has emerged that applies network-based and statistical models to the data. However, these methods have to handle specific features of the high-throughput data. Particularly, these methods do not always distinguish between biologically significant correlations and chance correlations and consequently lead to spurious findings. Moreover, biological differences among technical and biological replicates in high-throughput experimental data may be not the primary interest but may also significantly challenge the data analysis [8]. To prevent spurious findings, the use of prior knowledge has been suggested to restrict or guide the statistical modelling. We dedicated a chapter of this thesis to give a fairly broad overview of such methods in transcriptomics and metabolomics (Chapter 2).

Challenges using prior knowledge in high-throughput data analysis

Incorporation of prior knowledge in statistical analysis of high-throughput data guides the analysis towards known biological relationships and thereby reduces the detection of spurious relationships among variables. The improved separation of biologically relevant variation from the noise in the data could potentially lead to enhanced discovery of new biology. However, the amount, nature and quality of prior knowledge may drastically influence the quality of the resulting models and their ability to assist in exploring the system. Moreover, prior knowledge incorporated in the analysis may even bias the results towards the expected biology and thus leading to false positive detection of the expected relationships suggested by the prior knowledge, but not present in the data. Thus, there is a delicate balance between data-driven and knowledge-driven analysis. Unfortunately, there are no guidelines or a credible unified indicator that can help with this. We will discuss this topic in more details in Chapter 2 of this thesis.

Another important issue with prior knowledge is so-called negative prior knowledge [12]. While positive prior knowledge refers to known interactions (of any nature) between two biological entities, negative prior knowledge would reflect truly non-existing interaction between two entities. However, such non-existing interactions are generally not explicitly specified in literature or public databases making it hard to distinguish between interactions that truly do not exist and interactions that remain to be discovered and described. Non-existing interactions may be included in modelling approaches by defining which entities do not interact and therefore any identified correlations between them can be considered as spurious.

Another issue with prior knowledge and methods that incorporate prior knowledge is the evaluation of its added value. Currently, this problem has been addressed only by few authors. For example, in the work of Tian and co-authors “random” knowledge has been considered to evaluate the prior knowledge influence on the inference of gene interaction networks from high-throughput genomic data [13]. This allowed them to conclude that using real prior knowledge in their method was robust to false positive interactions between genes. Other research forwarded a general framework to investigate the relevance of different prior knowledge sources (such as databases, literature, and \textit{a priori} gene co-expression experiments) for inferring gene interaction networks [14]. In our opinion, the evaluation of the added value of prior knowledge and the evaluation of the relevance of different prior knowledge sources requires a well-thought-of universal test framework including appropriate (synthetic) datasets. This would also greatly improve
Chapter 1.1. Modelling approaches

Figure 1.2: Example of (A) a biological system (chemical reaction): molecule X is converted to molecule Y with rate $k$. (B) Petri net model describing this chemical reaction. This Petri net contains two places and one transition. Firing of the transition moves token(s) from “pre-place” X to “post-place” Y. (C) ODEs model corresponding to the chemical reaction. The concentration change $dX$ (and therefore $dY$) in time is proportional to the concentration $X$.

application and development of statistical approaches that include prior knowledge [8].

Network-based models of biological systems

A variety of network-based models have been developed including Petri nets [3], Boolean [5, 6] and Bayesian networks [4]. These models represent biological systems as a graph and allow to naturally resemble biological pathways. Network-based approaches allow to model a system in a range of abstraction levels depending on available prior knowledge or on the model purpose. In Chapter 3 of this thesis Petri nets were used to study the dynamics of a multi-organ genistein elimination pathway and to assist in the design of new experiments. Petri nets are bipartite graphs with two types of nodes: places and transitions [15, 3]. In Chapter 3 Petri net places represent molecules (metabolites) and transitions represent interactions between connected nodes (enzymatic reactions or metabolite transport). In addition, places contain tokens that represent the relative concentration of the corresponding molecule (Figure 1.2). During a simulation several steps are executed. At each step a transition 'fires' and tokens are moved from pre-transition places to post-transition places. A set of firing rules (heuristics) define which transition fires at each step and, in combination with topology of the network, allows to reproduce the dynamic behaviour of a real system. The unique feature of Petri nets is that various firing rules may be assigned to transitions to represent system dynamics in a desirable level of details and abstraction. This resulted in a wide range of Petri nets based methods such as Stochastic Petri nets [16], Time Petri Nets [17], Hybrid Functional Petri Nets [18] and Petri nets that incorporate Fuzzy logic [19] and even ODEs [20] providing a wide modelling capability.

Together with Petri nets, Boolean and Bayesian networks are widely used to model biological systems. Although Petri nets were used in this thesis, Boolean and Bayesian network-based approaches also play an important role in biological systems modelling.
To model biological pathways both approaches represent the biological system as a graph in which every node represents a molecule (e.g., protein, gene, and metabolite) and every edge represents a defined interaction between two molecules. A variety of interaction types may be represented: directional and undirectional, signed (inhibition/activation) and unsigned, a physical binding (e.g., binding of regulatory molecules), or correlations of gene expression. The simplest representation of biological systems is provided by Boolean network models [6]. They represent qualitative behaviour and may be used to model biological systems with no or sparse prior knowledge about quantitative parameters. Despite their simplicity Boolean networks have been widely used to study various signalling pathways and their properties [21, 22, 9, 23]. In Boolean models, each node has a Boolean state (0 or 1). Each edge holds a rule from the set of AND/OR/NOT values and this defines the interaction between two nodes. By changing initial node states or edge rules different hypotheses may be investigated. However, because Boolean networks only hold binary values they are strongly limited in the representation of continuous values and time. If a lower abstraction level is needed to model a system then Bayesian networks may be employed. Instead of a set of AND/OR/NOT rules Bayesian networks assign probabilities to node interactions. The probabilistic representation of relationships in a model is believed to be suitable to handle biological and experimental noise in high-throughput data and allows to combine Bayesian networks with analysis of high-throughput microarray data [24, 25, 4, 26, 27]. Further research led to the development of discrete multi-state models, which allow to assign multiple states to nodes or values between 0 and 1 and, therefore, allow to model sensitivities or concentrations of molecules [28]. Finally, discrete statements are transformed to continuous values of input and output in fuzzy logic models [29]. The time limitations of Boolean networks have been overcome by advanced approaches such as continuous or mixed discrete continuous Boolean networks [30, 31], and probabilistic Boolean networks [32, 33]. However, a lower abstraction level (i.e., more detail) and therefore a higher complexity of models require higher computational power as well as more parameters to be estimated.

Mathematical models of biological systems

Ordinary differential equations (ODEs) provide one often used framework to specify mathematical models of biological systems. To specify ODEs prior knowledge about the biological system is used to define the dynamics and relations between all biological entities involved (e.g. genes, metabolites, cells). Relations in an ODE may, for example, represent chemical reactions or cell differentiations (Figure 1.2). Solutions of the resulting set of equations describe or predict the temporal or spatial dynamic behaviour of the system. Because differential equations allow to represent non-linear behaviour they are widely used to model nontrivial dynamics like limit-cycle oscillations and multi-stability [34]. Moreover, while most sets of differential equations cannot be solved analytically, numerical methods are well developed and supported by various computational tools. Together the possibility to model a broad spectrum of biological systems behaviour and availability of various computational tools promote the use of differential equations. Therefore, we choose differential equations to model the complex behaviour of B-cell affinity maturation in Chapter 4. The resulting model allowed us to follow a large set of
B-cell subclones individually and, consequently, to follow affinity change in the context of B-cell lineage trees (Chapter 5). As a result, the model expanded our understanding of B-cell repertoire sequencing experimental data.

Several types of differential equations have been developed and applied in biological systems modelling. Widely used are mathematical models based on ordinary differential equations (ODEs) [35, 36]. They can be used to describe time dependent concentration or signal changes. To also model spatial dynamics partial differential equations (PDEs) may be used [37]. For example, Smith and co-authors used PDEs to reflect protein diffusion through the cytosol [38]. Another feature of biological systems is that stochastic processes inherent or external to the system may affect their behaviour. Individual differences in hormone levels or diet of subjects as well as small differences in experimental procedures like temperature may produce variations in experimental results. To address this dynamic variations stochastic differential equations (SDEs) have been applied [39]. For example, Chen and co-authors used SDEs to address stochasticity in gene regulations by transcription factors [39].

Despite their capability to model and analyse the dynamic behaviour of biological systems differential equations are not always the first choice. Particularly, the model output may strongly depend on its topology and corresponding parameter values and, therefore, a good knowledge about the biological system is required, as well as precise quantitative measurements for all parameters involved. Sometimes parameter values can be obtained from scientific literature or public databases. However, these parameter values may have been obtained under different experimental conditions that do not exactly match requirements for the new model. Alternatively, experiments to directly measure the parameter values may be conducted but this is usually time consuming if many parameters are needed, or may even be impossible. In such cases parameters may sometimes be estimated from experimental (time series) data that match the output of the model. However, parameters may be non-identifiable if the experimental data is insufficient to unambiguously determine all parameters [40, 41]. Consequently, for large and complex biological systems the parameterization of the model may become challenging and computationally expensive.

**1.2. Scope and outline of the thesis**

This thesis explored the use of prior knowledge in modelling approaches for high-throughput data analysis and biological systems modelling. Because the main interest was in how prior knowledge might be used in the analysis of biological systems in general, no restrictions on the specific types of models were specified. Therefore, three types of models for various applications were used. Firstly, the use of prior knowledge in data driven statistical models of high-throughput data was reviewed. Secondly, a Petri net model of human genistein elimination pathway was build based on sparse prior knowledge. Finally, ODEs were used to model B cells affinity maturation during an immune response using prior knowledge about affinity maturation to construct and eventually simplify the mathematical model.

Use of prior knowledge in the analysis of high-throughput data is an emerging field which is hoped to boost our understanding of biological systems on a big scale. The research started by a review of more than twenty high-throughput data analysis methods
in Chapter 2. The set includes methods of high-throughput data analysis in transcriptomics and metabolomics that use prior knowledge to define or to estimate statistical model parameters. Because prior knowledge may be incomplete, incorrect, or may hide new discoveries, specific attention was paid to the problem of balancing experimental data and prior knowledge. It was concluded that for further understanding of the influence of prior knowledge on the analysis, and for comparing different methods to incorporate prior knowledge, a well-defined test framework is required.

In Chapter 3 of this thesis very scarce and incomplete knowledge about a complex multi-organ genistein elimination pathway that comprises several concurrent routes was used. A Petri net based model was suggested that relied on topology alone to reconstruct metabolite concentration profiles. Furthermore, this model was used as an experimental design tool to propose new metabolite measurements to more precisely infer the relative contributions of concurrent elimination routes, and to improve the reconstruction of concentration profiles of all metabolites in this pathway. Overall it was shown that a Petri net model based on scarce prior knowledge may be used to assist in the design of future experiments to complete missing knowledge.

The second application of biological systems modelling aimed for better understanding of high-throughput B-cell repertoire RNA sequencing data. A mathematical model was developed, based on ordinary differential equations, to simulate B-cell affinity maturation during an immune response to determine the affinity distribution in (un)expanded B-cell subclones (Chapter 4) and to study the evolution of B-cell lineage trees during affinity maturation (Chapter 5). In this case available prior knowledge was used to define a simplified representation of the B-cell competition process (survival and positive selection). The simplification avoids an overcomplicated model but sufficient realistic to allow further interpretation of repertoire sequencing experiments.

This thesis is closed with Chapter 6 where some open issues are discussed and future research opportunities are suggested that could move forward the analysis of biological systems and experimental data with the use of prior knowledge.
Chapter 2
Use of prior knowledge for the analysis of high-throughput transcriptomics and metabolomics data

High-throughput omics technologies have enabled the measurement of many genes or metabolites simultaneously. The resulting high dimensional experimental data poses significant challenges to transcriptomics and metabolomics data analysis methods, which may lead to spurious instead of biologically relevant results. One strategy to improve the results is the incorporation of prior biological knowledge in the analysis. This strategy is used to reduce the solution space and/or to focus the analysis on biologically meaningful regions. In this article, we review a selection of these methods used in transcriptomics and metabolomics. We combine the reviewed methods in three groups based on the underlying mathematical model: exploratory methods, supervised methods and estimation of the covariance matrix. We discuss which prior knowledge has been used, how it is incorporated and how it modifies the mathematical properties of the underlying methods.

2.1. Background
High-throughput technologies such as DNA microarrays in transcriptomics and mass spectrometry in metabolomics produce large amounts of experimental data, where each sample is characterized by the expression levels of thousands of genes, or concentration levels of hundreds to thousands of metabolites respectively. This high number of variables gives a unique chance to catch a broad range of biological processes but, at the same time, poses significant challenges to statistical methods of analysis. First of all, traditional statistical methods highlight relationships among variables based only on mathematical criteria (e.g. maximizing variance or correlation among variables) and thereby do not always distinguish between correlations from biological origin and chance correlations that may arise because of the high dimensionality of the data and measurement noise. Secondly, biological differences of the subjects in the study produce variations in gene expression values and metabolite concentrations in experiments. Very often such biological variation is not of primary interest and not under control of the researcher.
Therefore, a challenge of statistical methods in transcriptomics and metabolomics is to distinguish between the different variation sources.

Recently, new methods have appeared that use prior knowledge of the biological system to guide the statistical analysis to enhance discovery of new biology while reducing the detection of spurious relationships. In addition, prior knowledge may be used to check consistency of the available knowledge and experimental data to fill in possible gaps or add more detail. We focus our review on approaches that incorporate prior knowledge about the relationship between the genes or between metabolites to achieve an optimal balance between mathematical criteria and known biology. The relationships among variables (genes or metabolites) can be determined, for example, from public databases that contain results of previous experimental data analysis. For example, the KEGG [42] database contains information about metabolic pathways, GO [11] contains annotation of gene products, the TRANSFAC [43] database contains information about transcription factors, their binding sites, and target genes. We are specifically interested in how each method manages the balance between the discovery of new biology and, using prior knowledge, forcing the results towards existing biology.

In this review, we focus on high dimensional supervised and unsupervised data analysis methods that include prior knowledge into the mathematical model used for the analysis of metabolomics or transcriptomics data. Methods for genomics and proteomics also have been developed (see for example [44, 45]) but they are out of the scope of our review. To the best of our knowledge, our review is the first that provides a comprehensive overview of strategies using prior biological knowledge in metabolomics and transcriptomics data analysis. In the remainder of this text we will refer to metabolomics and transcriptomics data as “omics” data.

To structure this review, we classified the reviewed methods into three groups, based on the mathematical approach and whether the method is unsupervised or supervised. We distinguish three groups of mathematical approaches. The first group comprises component models that reduce the dimensionality of the data by constructing latent variables from the observed genes or metabolites. The second group comprises cluster models that use similarity measures to group related genes or metabolites, and the third group comprises covariance methods that primarily aim to estimate variances/correlations among the genes or metabolites. We wittingly have not grouped the methods based on the used type of prior knowledge. As can be seen from our review, the same type of prior knowledge is utilized by a range of mathematical methods. In section Exploratory methods we discuss unsupervised methods (component based models and clustering methods). These methods explore data and describe the major drivers underlying the observed data structure. In section Supervised classification methods we discuss supervised methods for finding a classification function that predicts class labels. In section Covariance matrices we discuss methods that estimate the covariance matrix. For each section we provide additional figures [see Supplementary Material 2.7].

2.2. Two phases of the analysis of high dimensional data
The term model has many interpretations in the bioinformatics literature. In the context of this review we define a “model” as a statistical or mathematical representation of omics data. Each model has specific estimated parameters, for example, principal
components in component models or coefficients in a regression model. Omics data is written as a two-way matrix \( X \) with \( I \) rows representing genes or metabolites, and \( J \) columns representing samples (e.g., subjects, tissues, treatments, diseases). \( J \) is usually much smaller than \( I \). In this review, we will focus on data analysis methods that handle two-way data. To facilitate the discussion and comparison of data analysis methods that use prior knowledge, we consider two phases in the analysis of omics data:

1. Definition of a model and estimation of the model parameters.
2. Interpretation of the model parameters in terms of biological knowledge.

Prior biological knowledge can be incorporated in each of these two phases. In the second phase, the prior information is used to facilitate or even enable interpretation of the data analysis result. Examples of such methods include gene set enrichment analysis [46] and metabolite set enrichment analysis methods [47]. The enrichment methods have been extensively reviewed by others [48, 49]. In this paper, we focus on the first phase in which the model parameters are estimated.

The inclusion of prior knowledge in data analysis implies that we have to weight the importance of the data against the importance of the biological knowledge. This is visualized by the slider in Figure 2.1. The methods discussed in this review implicitly or explicitly (using a weight factor) deal with this balance. Inclusion of prior knowledge aims to emphasize the known relationships between the genes or metabolites while eliminating spurious variation among these variables. However, it may also limit the possibility to make new discoveries if we put too much emphasis on the already known biology. The main challenge is to find an optimal position for the slider such that new discoveries can be made from the data that are in agreement with current biological knowledge. The methods reviewed in this paper follow different strategies to set this balance.

Figure 2.1: A general scheme of data analysis methods. \( f(data) \) is a function that does not include prior knowledge. \( f(data, prior\ knowledge) \) is a function that includes prior knowledge. “Answer with prior knowledge” gives a better predictive model, is easier interpretable and/or more reproducible than “answer” without prior knowledge. The slider controls the strength of the influence of prior knowledge on the result.
2.3. Exploratory methods

Component models

Component models are used in omics data analysis to extract and represent the most informative changes in the experimental data among different conditions or samples. Recently, new approaches have appeared that use prior information such as regulation networks, protein networks, and metabolic networks to highlight the most valuable changes that are related to the question of the study. The basic equation of component models is

\[ X = AF^T + E \]  

(2.1)

where \( X \) is an \( I \) by \( J \) data matrix that consists of \( I \) variables (genes or metabolites) and \( J \) samples. Matrix \( A \) contains the linear components (summarizers) of the data \( X \). Matrix \( F \) contains the weights of these components in each sample. The residual matrix \( E \) contains the part of the data not explained by the model. Matrices \( A \) and \( F^T \) are estimated to maximize the fraction of data variation that is explained by the components. The combination of columns in \( A \) and \( F^T \) are called principal components and are required to be orthogonal (Principal Component Analysis) or independent (Independent Component Analysis). In PCA matrices \( A \) and \( F^T \) are estimated in a least squares sense to minimize the sum of squares of the residuals (Equation 2.2).

\[
\min_{A,F} \left[ \|X - AF^T\|^2 \right]
\]  

(2.2)

The prior information is translated into the mathematical model by applying various restrictions on the elements of \( A \) and \( F^T \). The restrictions are a predefined range of certain elements in \( A \) and \( F^T \) or dependencies of some elements on other elements in \( A \) or \( F^T \). Because of the restrictions, the new principal components are no longer forced to be orthogonal and may deviate from their standard requirements to reflect better the underlying biological processes. We define two concepts of incorporation of prior knowledge in a component model.

The first concept is based on a relatively simple idea. Metabolites or genes are split into two groups with the ones on which the focus will be in one group (\( X_2 \)) and the remainder in another (\( X_1 \)). The analysis also shows metabolites or genes from the first group, which follow profile patterns of the second group. Van den Berg et al. [50] adjusted consensus PCA to implement the concept. Equation 2.3 and Figure 2.2 (Supplementary Material 2.7) demonstrate the method.

\[
\begin{bmatrix}
  w_1 \cdot X_1 \\
  w_2 \cdot X_2 
\end{bmatrix} =
\begin{bmatrix}
  A_1 \\
  A_2 
\end{bmatrix} F^T +
\begin{bmatrix}
  E_1 \\
  E_2 
\end{bmatrix}
\]  

(2.3)

where \( X_1 \) and \( X_2 \) are two parts of \( X \). \( X_2 \) contains a small group of metabolites that are thought to be important for the problem under the study. Initially, weights \( w_1 \) and \( w_2 \) were used to compensate the small size of matrix \( X_2 \). This weights were set to the square root of the sum of squares of the corresponding matrix. Consequently, the total variation in each matrix became "1" and equally important for explaining variation in the data. We suggest the weights may also be used as the slider (Figure 1) to put more emphasis on known relationships among metabolites in \( X_2 \). The method was applied
on experimental data from a phenylalanine overproducing strain and wild type strain of *E. coli* that contained measurements of metabolites under 28 conditions. The authors selected the phenylalanine biosynthesis pathway for the subset of genes in the matrix $X_2$ and showed that the method was able to successfully identify large common effects between the metabolome in the matrix $X_1$ and the specific metabolites in the matrix $X_2$.

The second concept to include prior knowledge predefines variations, which must be described. For example, Network Component Analysis (NCA) of Liao and colleagues is forced to catch variation within a gene regulatory network \[51\]. For that the method specifically searches for changes in expression level of genes that are known to be regulated by a transcription factor. Variation caught by the method is interpreted as the activity of the transcription factor in the network during the experiment. Therefore, the method uses known qualitative information about regulatory networks topology to generate quantitative network information on the connection strength between genes and transcription factors while decomposing experimental data. The formula of the method is

$$X = A_{TF} \cdot F^T + E \quad (2.4)$$

where each column in $A_{TF}$ is forced to represent the effect on genes of a single transcription factor by putting zeros representing that the specific gene is not regulated by that specific transcription factor (Figure 2.3 in Supplementary Material 2.7). The further estimation of the matrix $A_{TF}$ is made only for elements that are not restricted to be 0. Thus only the genes that are regulated by the corresponding transcription factor will have parameters in $A_{TF}$ estimated and the values in the matrix $F^T$ are considered as the activity of that transcription factor in each sample.

The authors analyzed experimental data of a cell cycle regulation in *S. cerevisiae* and focused the analysis on 11 transcription factors that are known as regulators in the cell-cycle. NCA successfully revealed the role of each transcription factor; in contrast, the gene expression ratios of the transcription factors do not suggest their important role.

Later it was shown that NCA suffered from many false connections between genes and transcription factors in the prior knowledge. Therefore a realization of the slider that would control inputs of biological and mathematical constraints was needed. Yu and Li proposed to use the high-confident part of the prior knowledge to build a model \[52\]. The model is finalized later through iterations between an estimation of components on experimental data and an estimation on the low-confident part of the prior knowledge. The authors argued that the iteration process allowed to reduce the influence of false connections on the model. As proof the authors report two regulatory networks under different growth conditions for *S. cerevisiae*. For the same purpose, Tran et al. suggested to combine stepwise regression and NCA in an iterative approach \[53\]. The authors argue that their algorithm overcomes the problems of NCA in the analysis of large networks where multiple transcription factors regulate a single gene. Moreover, the authors argued that NCA could not be used in the case when the number of experiments was very small and their method overcame this limitation. The method was demonstrated on a network that contains 70 transcription factors, 778 genes, and 1423 edges between the transcription factors and genes.

Grey Component Analysis (GCA) is the first implementation of the slider that actually
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allows to choose how much trust is given to the prior knowledge [7]. The topology of gene
regulatory networks is used in the same way as in NCA. But how strict the analysis has to
follow the prior knowledge is defined by a soft penalty approach. The penalty approach
allows using the GCA method for two purposes. If the penalty is strict the decomposition
is biased towards prior knowledge. If the penalty is soft the method analyzes the consist-
tency of the data and the prior knowledge. By varying $\lambda$ it is possible to show how well
the data follows the prior knowledge and where it does not follow it anymore.

To implement the idea, GCA minimizes the combined sum of squares of the model
residual and the penalty

$$\min_{A,F} \left[ \|X - AF^T\|^2 + \lambda \|W \circ (A - A^{true})^2\| \right]; \lambda \geq 0 \quad (2.5)$$

where matrix $A$ is defined according to the given prior knowledge, but the zeros ap-
plied to the matrix $A$ in NCA method are allowed to be small values in GCA. The au-
thors argued that in noisy data such as omics data, enforcing real zeros might lead to the
mis-estimation of the nonzero values. The added part $\lambda \|W \circ (A - A^{true})^2\|$ is the penalty.
Matrix $A^{true}$ is the structure as applied in NCA, $A$ is the estimated matrix and $W$ is an in-
dicator matrix which assures that the penalty is only active on the positions in $A$ where
$A^{true}$ has zeros. The parameter $\lambda$ determines how much emphasis the method puts to fit
the data and how much to follow the prior knowledge in $A^{true}$.

Above we discussed various component models. Table 2.1 in Supplementary Mate-
rial 2.8 summarizes our overview.

Cluster models
Cluster analysis aims to construct groups of genes or metabolites that share a biological
factor such as a common function or co-regulation by transcription factors. Traditional
cluster algorithms base their similarity score only on measured data (gene expression
values or metabolite concentrations) and discard known relationships between genes or
metabolites. This may, for example, result in clusters of genes/metabolites that exhibit
similar profiles across samples but are not necessarily co-regulated, do not have similar
functions, or do not participate in the same pathway. Here we describe three concepts
of including prior knowledge into clustering:

1. Adjusting the distance measure by including prior knowledge.
2. Improving K-means clustering for variables with similar profiles within one regu-
   latory pathway.
3. Extending model-based clustering by increasing the probability of grouping vari-
   ables with similar prior knowledge.

These concepts are discussed in more detail below.

The first concept adjusts the clustering distance measure between variables. A dis-
tance between variables based on prior knowledge is calculated and added to the data
based distance. Based on the combined score the hierarchical tree will cluster variables
with both similar experimental profiles and prior knowledge. Figure 2.4 in Supplemen-
tary Material 2.7 shows the first concept where similarity between GO annotation is used
as the prior knowledge distance measure. The slide ruler naturally fits the concept.
The first implementation of the concept was done in a publication of Cheng et al. [54]. To achieve the goal the method uses similarity in the GO annotation between genes. GO has a hierarchical structure where more general functional terms are located closer to the root, while more specific terms are located closer to leafs. The authors assumed that the first common ancestor of two terms that is closer to leafs reflects a larger functional similarity of the corresponding genes. The formula of the method is

\[ d_{ii'} = s_{ii'} + g_{ii'} \] (2.6)

where \( s_{ii'} \) is the gene expression similarity score between gene \( i \) and \( i' \), calculated as Euclidian distance between the expression profiles of gene \( i \) and gene \( i' \), and \( g_{ii'} \) is the annotation similarity between GO terms of two genes that is based on the GO terms common ancestor. The authors showed that a strong correlation between biological functions and expression profiles led to a cluster. Genes that had close expression patterns but did not have similar annotation were separated.

R. Kustra and A. Zagdanski improved this approach by including a weight factor that balances the contribution of profile distances and the prior knowledge [55]. The overall distance between two genes \( i \) and \( i' \) was defined as

\[ d_{ii'} = \lambda s_{ii'} + (1 - \lambda)g_{ii'}; 0 \leq \lambda \leq 1 \] (2.7)

where the gene expression similarity \( s_{ii'} \) is given by the Pearson's correlation between gene profiles; \( g_{ii'} \) is the GO annotation similarity; \( \lambda \) represents the slider. This method also utilizes the hierarchical structure of the GO tree, but in contrast to the method of Cheng who used the common ancestor, this method uses the Information Content of each node. The authors suggested that the GO similarity measure would diminish spurious perturbations in gene expression levels and would lead to more meaningful clusters by focusing the analysis on the known biology. To study the influence of prior knowledge the authors clustered 3224 yeast genes from 424 microarray experiments. Specifically, the authors proposed to use a protein-protein interaction based measure to assess the biological relevance of clusters for \( \lambda = 0.0, 0.25, 0.5, 0.75, 1.0 \). However, since the protein-protein interactions also reflect functional relationships between the genes, it can not be used as an unbiased measure to evaluate the incorporation of GO annotations as prior knowledge. As expected the protein-interaction score increased for smaller \( \lambda \), i.e., stronger influence of the GO annotations. Consequently, it was not possible to suggest a good value of \( \lambda \). An additional stage of validation conducted by a biologist or a new measure of biological relevance of clusters were required.

Whereas the cluster methods we have discussed so far use GO information, Hanish et al. incorporated metrics on metabolic and regulatory pathways from KEGG into the distance function [56]. The distance function assigns small values to pairs of genes, which are close in a network and show similar expression patterns. Genes which are far apart in the network and are not co-regulated or even oppositely regulated are assigned large values. The distance function emphasizes genes that are co-regulated within pathways. The proposed model for the distance between two genes is

\[ d_{ii'} = 1 - 0.5 \times (g_{ii'} + s_{ii'}) \] (2.8)
where \( s_{ij} \) is a Pearson correlation based measure and \( g_{ij} \) is a measure based on the 'minimal degree' of a path between two genes in a metabolic pathway. Both measurements were adapted in order to combine the Pearson correlation and the minimal degree to one joint function that would emphasize genes with a high expression profile correlation and which are tightly linked within a pathway. Compared to a distance measure based on either the correlation or minimal degree, this compound distance compensates for biased results due to, for example, very high profile correlations or missing pieces of prior knowledge. The degree of path is calculated as the sum of incident edges of all nodes between two genes. Note that the authors took a minimal path without hubs, because the hubs are considered to be unspecific or ubiquitous molecules and thus unimportant or misleading for the method. The method does not implement the slide ruler with an explicit weight factor but gives an equal importance for both expression data and prior knowledge.

In hierarchical clustering, the final clusters are defined by horizontally cutting the branches of the tree at a certain level. This may also be a non-trivial process. Dotan-Cohen and co-authors proposed a tree snipping algorithm that construct clusters by cutting selected edges at different levels [57]. This method uses GO terms to annotate each node and provides a novel partitioning of the cluster tree in order to have genes with similar GO annotation in one or closely related clusters. More specifically, during the procedure a GO label list of each leaf of a subtree is compared to the annotation of the corresponding cluster. A leaf with the most dissimilar list of labels will be excluded from the subtree while nodes from close subtrees and similar labels will be included. In the first step, the method builds the hierarchical tree without using the prior knowledge. Subsequently, the method changes the original grouping by incorporating the prior knowledge into the partitioning function. We note that the authors assumed any types of labels and not specifically GO annotation. For example, the transcription factors known to regulate genes can be used. For that reason the tree snipping algorithm does not utilize the hierarchical graph information that is specific for GO. Considering an improvement of other methods by including the graph information (as in [54]) we expect that it might give a better result for the tree partitioning algorithm as well. We also note that the method can be directly used in the field of metabolomics where the partitioning may be improved by metabolic networks, or biological annotation.

The second concept of incorporation of prior knowledge in clustering does not explicitly use prior knowledge as a similarity measure. Instead, in a first step genes are grouped according to prior knowledge and, subsequently, similarity among gene expression profiles within a single group is used to improve the clustering. Following this concept, Tseng et al. proposed a clustering method PW-Kmeans (Penalized and Weighted K-means) that extends the K-means method by incorporating GO functional annotations [58] (Figure 2.5 in Supplementary Material 2.7). The method groups genes according to known functional annotation from GO and then assigns a weight to each gene. The weight reflects how well the gene expression profile conforms to expression profiles of all others genes in its a priori defined group. High expression profile similarity among genes with common functional annotation results in small values of their weights and consequently in tight clusters. In addition, the method introduces a noise cluster that contains all scattered genes, which do not follow expression profiles of other genes with
similar GO annotation.

The method adapts the loss function in the following way

$$W(C; k, \lambda) = \sum_{k=1}^{K} \sum_{x_i \in C_k} w(x_i; L) d(x_i, C_k) + \lambda |S|$$  \hspace{1cm} (2.9)

where $K$ is the number of clusters; $d(x_i, C_k)$ is the distance between gene $i$ expression profile $x_i$ and the mean of the cluster $C_k$; $w(x_i; L)$ is the weight that codes the prior knowledge; $\lambda$ is a penalty term that forces scattered variables in a separate cluster $C_s$; $|S|$ is the number of scattered genes in the noise cluster; $C = \{C_1, ..., C_k, C_s\}$ is the resulting clustering assignment. Minimization of Equation 2.9 produces a clustering solution. Intuitively, a smaller $\lambda$ will produce tighter clusters, but more genes will be assigned to the noise set.

The prior knowledge comes in the form of $L$ known pathways in which gene $i$ participates. If each pathway $l (1, ..., L)$ contains $N_l$ genes then $x_{nl}$ is the expression profile of gene $n$ in pathway $l$. The value of the weight function $w(x_i; L)$ is directly proportional to the distance between the expression vector of gene $i$ (i.e. $x_i$) and one of the $l$ pathways. Thus, the value of $w(x_i; L)$ is small for genes whose expression vector $x_i$ closely follows at least one of pathways in the set $L$. How well a gene follows pathways in the set $L$ is defined by formula

$$\min_l \frac{1}{N_l} \sum_{n=1}^{N_l} \| x_i - x_{nl} \|$$  \hspace{1cm} (2.10)

Shen and co-authors observed that the parameter $w(x_i; L)$ in PW-Kmeans algorithm is gene-specific and remains the same no matter which cluster the gene is assigned to [59]. Therefore, while weighting does help identifying the scattered genes, it does not enhance the clustering of genes with similar functions. To overcome this limitation, Shen proposed a novel weighted clustering method, Dynamically Weighted Clustering with Noise set (DWCN) that considers the same weight for all genes within one cluster.

Instead of the parameter $w(x_i; L)$ in the original equation (2.9) Shen uses the smallest p-value of over representation of all possible GO terms for the genes in the cluster. Consequently, the method separates scattered genes and makes use of functional annotation data to enhance the clustering of genes with similar functions. The authors showed that DWCN outperforms both the original K-means and PW-Kmeans methods on simulated data and gave clusters with strong biological explanation.

The third concept also uses grouping of genes according to prior knowledge in purpose of better clustering. It extends model-based clustering by using the assumption that genes with similar GO annotation have the same probability to belong to one cluster. The concept was realized by Pan [60] in stratified model-based clustering method (Figure 2.6 in Supplementary Material 2.7). Model-based clustering methods build a gene probability distribution function to belong to all possible clusters and use the similarity among the functions to cluster genes. The initial probability distribution function for each gene to belong to the clusters is

$$f(x_i; \Theta) = \pi \sum_{c=1}^{C} f_c(x_i; \theta_c)$$  \hspace{1cm} (2.11)
where \( x_i \) is the expression vector of gene \( i \), \( C \) is the number of clusters, \( f_c \) is a probability distribution function with parameters \( \theta_c = \{ \mu_c, \delta^2_c \} \) where \( \mu_c \) is a gene expression mean and \( \delta^2_c \) is a gene expression variance in probability distribution \( c \). The parameter \( \pi \) is the prior probability that a gene originates from each distribution (in other words, the prior probability that a gene belongs to each cluster). The parameter \( \Theta \) is a set of unknown parameters \( \{ \pi, \theta_c \} \) that will be maximized in the procedure. Originally, \( \pi \) is assumed to be the same for all genes. Pan suggested to take an advantage of known grouping of genes and assign to all genes in each group a prior probability of belonging to a cluster. He replaces \( \pi \) by a cluster and gene group specific probability \( \pi_h \). For that all genes are grouped to \( H_1,...H \) groups. Then, the same prior probability \( \pi_h \) to end up in one cluster \( c \) is assigned to all genes in a group \( h \). The initial probabilistic function for any gene \( i \) in functional group \( h \) became

\[
f_h(x_i; \Theta_h) = \sum_{c=1}^{C} \pi_h f_c(x_i; \theta_c)
\]

where \( \Theta_h = \{ \pi_h, \theta_c \} \). Pan argued that the probability component of model-based methods fits very well the highly variable nature of biological data and gives a broad range of possibilities to include biological prior knowledge. As an example, Pan tested the probability of genes with the same GO labeling to comprise one cluster.

The discussed implementations of the second and third concepts do not realize the slider and do not allow to change the ratio between influence of prior knowledge and experimental data. Considering incompleteness and shortcomings of secondary databases that are used in the methods, new realizations of the slider are of interest.

We have summarized cluster methods that include prior knowledge in calculation of the similarity score in Table 2.2 Supplementary Material 2.8. All the methods described are from transcriptomics studies. We are not aware of any implementation of cluster models in metabolomics that includes prior knowledge. However, clustering of metabolomics data is a helpful and popular approach. No doubt it is worthwhile to implement clustering methods in metabolomics that are driven by prior knowledge. The functional annotation of metabolites is available and could potentially be used for knowledge guided clustering.

### 2.4. Supervised classification methods

The main goal of supervised methods is to infer a classification function from a labeled training dataset. The classification function should be able to correctly predict labels of new samples. Examples of such algorithms include regression analysis, support vector machine and decision trees. We define three concepts of including prior knowledge that are used to adjust supervised methods. The first concept separates all variables to groups according to prior knowledge and builds a classification model for each group independently. The second concept forces genes or metabolites that are connected in a network to have close coefficients in the classification function. The third concept uses prior knowledge to predefine the topology of a decision tree.

To reduce the multiple testing problem and to improve the sensitivity and specificity of the classification, the first concept uses a group of related variables to classify the
samples. A group may represent a pathway or a set of genes with similar GO annotation. The concept does not require the changes to be in the same direction (only up or only down) but it gives a larger score to a group where changes among more variables are found (Figure 2.7 in Supplementary Material 2.7).

The idea was suggested by Goeman et al. and implemented in the global test [61]. The authors employed the logistic regression model and rewrote it for \( J \) samples and \( I' \) genes as follow

\[
E(Y_j|\beta) = h^{-1}(\alpha + \sum_{i=1}^{I'} x_{ij} \beta_i)
\] (2.13)

where \( \alpha \) is the intercept, \( \beta_i \) the regression coefficient for gene \( i \), \( h \) the logit function, \( x_{ij} \) is the gene \( i \) expression profile and \( j \) is the index for the samples \( (j = 1, ..., J) \). Note, that the model is built for \( I' \) variables (genes), which belong to the same group (or pathway). For each group of genes, defined by the prior knowledge, a separate model will be build. The authors suggested a "gene influence" plot to uncover the influence of a single gene. As an example, the authors demonstrated the new method using gene expression data for a cell line treated and untreated with heat shock. While the overall expression profile was not notably different between two groups, the global test showed significant differences for groups of genes known to function in heat shock response according to GO database.

A possibility to use the global test for a metabolomics application was shown by Hendrickx et al. [62]. The authors successfully tested a selection of pathway metabolites from KEGG on metabolites profiles of \textit{E. coli} and \textit{S. cerevisiae}. Specifically, they showed that glycolysis pathway and the TCA cycle pathway are significantly different when aerobic conditions are compared to anaerobic conditions for \textit{S. cerevisiae}. The authors concluded that the results of the global test correspond with the physiology of studied organisms and therefore can be used in metabolomics.

The idea of the global test was further developed by several authors including the highly cited method of Chuang et al. [63]. They interpret groups of genes as subnetworks and assume that proteins that are close in protein-protein interaction networks have a similar gene expression vector. While the idea to test a group of genes simultaneously instead of multiple testing for each single gene remains the same in Chuang's work, we would like to put attention on how the groups were defined. The authors score subnetworks of protein-protein interaction network in gene expression data of metastatic and non-metastatic breast tumors. To find subnetworks a greedy search algorithm is used. A score function is calculated for a set of genes that is combined based on topology of the network. In each iteration step a next closest gene is added and a new score is checked for increasing. The score function \( O(l) \) for a particular subnetwork \( l \) is calculated by the formula

\[
O(l) = \sum_{x \in l} \sum_{y \in z} p(x, y) \log \frac{p(x, y)}{p(x)p(y)}
\] (2.14)

where \( p(x, y) \) is the joint probability density function of subnetwork \( l \) and a set of output labels \( z \) (metastatic or non-metastatic); \( p(x) \) and \( p(y) \) are marginal density functions.
The score function \( O(l) \) represents the mutual information between gene expression vector \( x_i \) from subnetwork \( l \) over samples and a corresponding vector of sample labels \( z \). All significantly different subnetworks represented as gene groups were used to train the logistic regression model. The authors showed that subnetwork markers are more reproducible and achieve higher accuracy in the classification than individual marker genes selected without network information.

The first concept incorporates prior information as a vector with binary labels that show whether or not a gene belongs to a group. This concept does not allow implementation of the slide ruler.

The second concept is based on the idea that genes in the same regulatory network will have similar expression profiles. Following this idea Rapoport et al. [64] suggested to consider a gene expression profile from one microarray experiment as a function and to apply the Fourier transform to it. Genes were arranged according to the topology of metabolic networks from the KEGG database. The Fourier transform was used to decompose the expression function into "low-frequency" and "high-frequency" components. The authors argued that the "high-frequency" components contained expression profiles of unimportant genes and measurement errors while the "low-frequency" components reflected properties of the system. The low-frequency part of the decomposed data was successfully used for PCA analysis and to train support vector machine classifiers to distinguish between irradiated and non-irradiated samples of \( S. \) cerevisiae strains.

Another attempt to implement the second concept was done by Li et al. in a network-constrained regularization procedure for a linear regression model [65]. The method requires a smoothness of the regression coefficients across the network. The smoothness means that two variables that are connected in the network must have close weights in the classification function (Figure 2.8 in Supplementary Material 2.7). The regularization is based on the normalized Laplacian of the network and similar to \( L_1 \) and \( L_2 \) penalties on the regression coefficients called the LASSO or elastic net [26] (Figure 2.9 in Supplementary Material 2.7 shows an example of Laplacian matrix). For nonnegative penalty coefficients \( \lambda_1 \) and \( \lambda_2 \) the network constrained regularization criterion is defined as follows:

\[
\min_{\beta} \left[ (y - X\beta)^T (y - X\beta) + \lambda_1 |\beta| + \lambda_2 \beta^T L p \beta \right]
\]

In the minimization procedure of \( \beta^T L p \beta \) only coefficients of connected genes are important and coefficients of not connected genes are neglected by 0 in the Laplacian. Moreover, because the sum of each row of the Laplacian is zero, absolute values in \( \beta \) which are close in the network are forced to be similar. This is how the network-constrained coefficient \( \beta^T L p \beta \) induces a smooth solution of \( \beta \) on the known network.

The third concept employs a pathway topology to build an easy interpretable decision tree (Figure 2.10 in Supplementary Material 2.7). Each inner node corresponds to a gene; each edge corresponds to either up regulation or down regulation of the gene. Finally, each leaf corresponds to a class in the classification problem. By the idea, each path from the root to the leafs can be analyzed for biological interpretation of the system. Consequently, it is possible to analyze the final decision tree and identify up and down regulated genes in each of discriminated classes. The concept was implemented...
by Dutkowski and Ideker in the method Network-guided forest [66]. It is important to mention that the method is not forced to use all information about the network; only the important for studied experiment and classification problem part will be used. It is of the interest to implement the method in metabolomics, because the network guided forest method uses the network topology but does not assume a similar concentration of neighboring metabolites. The concentration freehold can be used as the decision value.

We summarize supervised methods that include prior knowledge to guide the analysis in Table 2.3 Supplementary Material 2.8.

### 2.5. Covariance matrices

This section provides a separate discussion of the covariance matrix because it plays a central role in many multivariate data analysis methods, as discussed in the previous sections.

Estimation of the covariance matrix from omics data with a low number of samples and a high number of variables is notoriously difficult. A solution is to regularize the estimation by a structured so-called target matrix. Schafer and Strimmer first gave an overview of the most widely used target matrix $T_t$ for analysis of high dimensional genomics data that, however, did not incorporate prior knowledge [67]. The authors suggested that the covariance matrix $T$ can be estimated as

$$T = \lambda T_t + (1 - \lambda) T_u$$  \hspace{1cm} (2.16)

where $T_u$ is unstructured covariance matrix estimated from data; $T_t$ is the structured covariance target matrix. Later, several authors suggested to use prior knowledge to define $T_t$ to allow the regularization of all variables in one biological group together rather then individual regularization for each variable [68, 69]. We note that if $T_u$ represents experimental data and $T_t$ represents prior knowledge then $\lambda$ provides an implementation of the slide ruler. The main concept of covariance matrix optimization by prior knowledge is to push the structure of the matrix towards known biology. For example, the confidence that a covariation between two genes in experimental data is not due to the high dimensionality of the data is higher when there is also evidence of a connection between these genes from the prior knowledge (Figure 2.11 in Supplementary Material 2.7). We discuss two methods of defining $T_t$ by prior knowledge below.

Guillemont et al. presented a method called graph constrained discriminant analysis (gCDA) that regularized estimation of the gene covariances by the Laplacian matrix $L_p$ of a known gene regulation network [69]. The authors defined the target matrix $T_t$ as

$$T_t = (L_p + U)^{-1}$$  \hspace{1cm} (2.17)

where $U$ represents the unit (identity) matrix that stabilizes the covariance matrix $T_t$. We give an example of matrix $T_t$ in Figure 2.12 in Supplementary Material 2.7. The authors compared performance of the method with gene regulation networks inferred from microarray data (other than the analyzed) and with gene regulation networks obtained from KEGG database. Interestingly, gene regulation networks inferred from microarray data always outperformed gene regulation networks from KEGG.
Tai and Pan also used gene regulation networks to construct a matrix $T_t$ with block-diagonal structure [68]. All genes were combined in groups (according to pathways in which genes participate) and represented by matrices on the diagonal of $T_t$. The diagonal values are obtained from the covariance matrix $T_u$. The off-diagonals of genes that are not related are set to 0 while the off-diagonals of related genes are calculated by the formula

$$t_{ii'} = t_h\sqrt{t_{i'i'} t_{ii}}$$

(2.18)

where $t_h$ is the covariance mean of all genes in the group $h$; $t_{i'i'}$ and $t_{ii}$ are diagonal values obtained from the covariance matrix $T_u$. The block-diagonal covariance matrix constructed this way mathematically represents the idea that genes from the same functional group will have more close covariances than genes from different functional groups. The final covariance matrix $T$ was used in classification of simulated and real tumor data by linear discriminant analysis. The classification function based on the new covariance matrix showed a better performance compared to classification functions that were based on covariance matrices regularized by mathematical criteria along. Moreover, the interpretation of the result was improved because the classification function was guided by groups of genes with biological meaningful connection.

The final covariance matrix defined by Tai and Pan was further studied by Jelizarow et al. [70]. Specifically, they showed that an arbitrary solution to solve prior knowledge ambiguity affected the classification result. The prior knowledge ambiguity included genes that were in no functional group or genes that were in more than one functional group. The authors compared performance of ten structured matrices $T_t$ that solved the ambiguity in ten different ways.

### 2.6. Discussions and Conclusions

In this work, we reviewed data analysis methods that incorporate prior biological knowledge in the definition of the model and the estimation of its parameters. Most of the reviewed methods are developed in the field of transcriptomic and only few are available for metabolomics data. It might reflect the problem of metabolite identification in metabolomics data. It remains hard to assign metabolite names to peaks what leaves us with only a limited number of variables which are known and those for which prior knowledge can be incorporated.

Authors of the methods claim that prior knowledge forces and guides the analysis towards the underlying biology and give more reproducible and reliable result. However, to promote a more wide-spread use of these approaches, much more validation of the results is required. Another factor that limits the further use and development of these methods is the lack of easy accessible implementations of the methods. Most of the algorithms are not available as commercial or open-source software (e.g., as an R package), nor are they available as a web-application or web-service. Since these algorithms are generally complex, it will not be easy for a biologist without mathematical and programming skills to implement any of these methods and use it to analyze the data.

One way forward is to define a common and accepted framework to test methods using prior knowledge. Currently, authors use their own set of data and validation pro-
Chapter 2.6. Discussions and Conclusions

cedures, which makes it very hard to compare the performance of such methods. Such a validation framework is important since recent evidence shows that prior knowledge does not always help to improve the result. For example, the probability model based clustering approach of Pan did not show an improvement when including prior knowledge on a set of 300 gene expression microarrays [60]. However, the method seems to give an improvement when applied to a smaller dataset. The authors suggest that in the large dataset there was enough information in the data itself. Staiger et al. showed that a simple aggregation of the expression levels of several genes did not outperform a single gene set to train prognostic classifiers in breast cancer [71]. Four methods were compared, including the method of Chuang et al. [63], which is discussed in our paper. The authors specifically evaluated a framework to compare performance of four cluster methods that used prior knowledge. First, protein-protein interaction networks and gene regulatory networks were used as prior knowledge to group genes with each of the four methods. Subsequently, the groups were used as features to train three classification methods (nearest mean classifier, logistic regression, 3 NN classifier). While authors of the four methods claimed to increase the stability of features chosen with prior knowledge and/or to increase classification accuracy, Staiger et al. showed that they did not perform better than single-gene based methods. To our knowledge, this is the first attempt to develop such a framework and in our opinion, the development of frameworks for correct comparison of different approaches desperately needs more attention.

In general, we can conclude that more research is needed to understand if and how to optimally apply prior knowledge in data analysis methods. A critical assumption is that the prior knowledge is correct and valid for the data being analyzed. If this assumption does not hold, prior knowledge might produce erroneous results. Moreover, it is necessary to study a role of prior knowledge in the analysis of pathological states when main metabolic and regulatory pathways undergo essential changes and no longer are in agreement with mainstream prior knowledge. For example, changes in metabolic pathways [72], gene regulatory pathways [73], and even massive genomic rearrangements [74] are well known for cancer cells. The question is, does knowledge about normal states of a system is appropriate or helpful for exploration of pathological states of the system?

We reviewed more than twenty methods that represent the current state of high-throughput data analysis by incorporating prior knowledge in transcriptomics and metabolomics. We highlighted features and differences of the methods and the type of prior knowledge that was used. We showed that there is a need for a proper framework which would allow a fair comparison of different methods and would help further understanding of how prior knowledge influences results.
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2.7. Supplementary Material 1. Additional figures.

Figure 2.2: Consensus PCA. The matrix $X$ with $I$ metabolites and $J$ samples is divided in two matrices $X_1$ and $X_2$. Result of the decomposition is the matrix $A$ that has two parts $A_1$ and $A_2$. Each part of the matrix $A$ describes variations only in the respective part of the matrix $X$.

Figure 2.3: The Network Component Analysis. The matrix $A_{TF}$ is predefined to represent transcription factors by columns. A column in $A_{TF}$ has zeros for genes which are not regulated by a specific transcription factor. Values of the regulated genes are estimated. The values in the matrix $F^T$ are considered as the transcription factors' activity in each sample.

Figure 2.4: Extending hierarchical clustering by prior knowledge. The difference between hierarchical clustering without (A) and with (B) prior knowledge. Colored figures (circle, cross, and square) indicate GO labels. Red squares indicate clusters. The result of clustering with prior knowledge (B) combines genes with similar expression profiles and similar GO labeling in one cluster.
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Figure 2.5: Extending the K-means clustering by pathway information. (A) shows the k-means clustering of four genes based on the gene expression profile similarities $s$ in two samples $s_1$ and $s_2$. (B) shows k-means clustering that is extended by the prior knowledge. Distances between gene $i$ and the cluster mean are multiplied by the gene specific weight $w_i$. $w_1$, $w_3$, and $w_4$ are close to 1 and do not change the distance to the cluster mean greatly. $w_2$ is big enough to push $g_2$ from the red cluster to the cluster of scattered genes $c_s$ ($c_s$ is showed by gray color).

Figure 2.6: Extending model-based clustering by prior knowledge. Three mixture models based on two components (red and green circles). Intensity of the colors shows a combination of the weight of each component in a model and posterior probability for a particular variable. Model (A) treats all variables equally and simultaneously. By color of each dot the assigned cluster is shown. For models (B) and (C) variables are split into two groups $G_1$ (crosses) and $G_2$ (circles). Model (B) is built for group of variables $G_1$ and the red component has a larger weight in the model. Model (C) is build for group $G_2$ and the green component has a larger weight in the model. Note that components parameters (the mean and dispersion) in both models stay the same.
Figure 2.7: The global test. (A) The first concept selects a group of metabolites according to prior knowledge. (B) Next, a regression model is built for the metabolites in the group. $\beta$ is a vector of the regression coefficients for each metabolite in the group and it is checked for an association with outcome labels.

Figure 2.8: Extending linear regression model by prior knowledge. $\beta$ is a vector of regression coefficients and it is optimized to be smooth along networks $N_1$ and $N_2$. 
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Figure 2.9: Example of Laplacian matrix. (A) shows a pathway, B shows the corresponding Laplacian matrix. On the diagonal of this matrix the number of links from a specific node can be found. Existence of a link between two nodes coded as $-1$ in the corresponding place in the Laplacian matrix $L_p$. This makes the sum of each row and each column equal to 0.

<table>
<thead>
<tr>
<th></th>
<th>2</th>
<th>-1</th>
<th>0</th>
<th>0</th>
<th>-1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>3</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>-1</td>
<td>2</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>3</td>
<td>-1</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.10: Extending decision tree method by prior knowledge. (A) is a priori known protein interaction network. The method searches for connected network modules and based on them builds decision trees. The gray circle shows an example of such module. (B) is a decision tree that is built based on the network module. For that each protein is assigned to the correspondent gene. Each inner node corresponds to a gene; each edge corresponds to either up regulation or down regulation of the gene. Each leaf corresponds to a class in the classification problem.
Figure 2.11: Example of the covariance matrix. Graphs are inferred from different covariance matrices. (A) is a real pathway. (B) shows networks that are inferred from unstructured covariance matrix $T_u$ (based on experimental data), structured target covariance matrix $T_t$ (based on prior knowledge), and final covariance matrix $T$ (based on combination of gene expression values and prior knowledge). Prior knowledge removes false positive links and emphasize known a priori links.

\[
\begin{pmatrix}
2 & -1 & 0 & 0 & -1 & 0 \\
-1 & 3 & -1 & 0 & -1 & 0 \\
0 & -1 & 2 & -1 & 0 & 0 \\
0 & 0 & -1 & 3 & -1 & -1 \\
-1 & -1 & 0 & -1 & 3 & 0 \\
0 & 0 & 0 & -1 & 0 & 1
\end{pmatrix}
\]

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\] 

\[
L_p U T_t =
\begin{pmatrix}
0.45 & 0.18 & 0.08 & 0.07 & 0.17 & 0.03 \\
0.18 & 0.37 & 0.15 & 0.09 & 0.16 & 0.05 \\
0.08 & 0.15 & 0.43 & 0.15 & 0.10 & 0.08 \\
0.07 & 0.09 & 0.15 & 0.27 & 0.13 & 0.18 \\
0.17 & 0.16 & 0.10 & 0.13 & 0.37 & 0.07 \\
0.04 & 0.04 & 0.08 & 0.18 & 0.07 & 0.59
\end{pmatrix}
\]

Figure 2.12: Example of the structured target covariance matrix $T_t$ in graph constructed discriminant analysis of Guillemont et al. This example is constructed for the network shown in Figure 2.9. When two nodes are connected in the graph, the covariance (off diagonals) is expected to be higher than the not connected nodes. For the variances in the covariance matrix (diagonal elements) we see that a node connected to many other nodes (e.g. a hub) is expected to have a lower variance than the nodes with few connections. It is a mathematical representation of the biological idea that hub nodes are tightly regulated and thus expected not to vary much in a particular situation.
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Table 2.1: Overview of methods that are based on PCA and include prior knowledge.

<table>
<thead>
<tr>
<th>Method</th>
<th>Applied on / Prior knowledge</th>
<th>Principle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consensus PCA</td>
<td>Metabolom of <em>P.putida</em> S12 and <em>E. coli</em> / set of important metabolites</td>
<td>A is divided on two parts, one of which explains variations in a selection of important metabolites and the other explains variations in the rest of metabolites.</td>
</tr>
<tr>
<td>NCA [51]</td>
<td>DNA microarrays of <em>S. cerevisiae</em> / transcription factors activities</td>
<td>A represents a transcription factor by each column and has zeros representing that the specific gene is not regulated by that specific transcription factor. Only elements in A that are not restricted to be 0 will be estimated to minimize the sum of the squared residuals in E</td>
</tr>
<tr>
<td>GCA [7]</td>
<td>DNA microarrays of <em>S. cerevisiae</em> / transcription factors targets</td>
<td>A represents a transcription factor by each column similar to NCA but the zeros are allowed to be small values. There is also a penalty where $A^{true}$ is the structure as applied in NCA and the method allow A be different from $A^{true}$ according to the penalty</td>
</tr>
</tbody>
</table>
### Table 2.2: Overview of clustering methods that include prior knowledge.

<table>
<thead>
<tr>
<th>Method</th>
<th>Applied on / Prior knowledge</th>
<th>Principle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cheng et al [54].</td>
<td>The top 80 ranked genes in DNA microarrays according to F-scores in Leukocyte differentiation time-series experiment on mouse. / Similarity between two GO classes according to the topology of GO tree.</td>
<td>The similarity score between two genes is the sum of the GO annotation similarity and gene expression profile similarity.</td>
</tr>
<tr>
<td>R. Kustra, A. Zagdański [55].</td>
<td>3224 yeast genes from 424 microarray experiments / Information Content between two GO terms</td>
<td>The similarity score between two genes is a sum of the GO annotation similarity and the gene expression profile similarity. But the contribution of each part is specifically defined by the λ parameter.</td>
</tr>
<tr>
<td>Penalized and Weighted K-means clustering (PK-means clustering) [58].</td>
<td>Mass spectrometry data of 2856 peptides of 22 amino acids long. DNA microarrays from <em>S. cerevisiae</em> cell-cycle dataset (from Spellman) / Gene functional annotations (GO)</td>
<td>Combine genes with a similar annotation and an expression profile in one cluster and create a cluster of scattered genes.</td>
</tr>
<tr>
<td>Dynamically Weighted Clustering with Noise [59].</td>
<td>DNA microarrays from <em>S. cerevisiae</em> cell-cycle dataset and 112 segregants in a cross between two parental strains BY and RM / Gene functional annotations (GO)</td>
<td>Combine genes with similar annotation and expression profile in one cluster and create a cluster of scattered genes. As opposed to PK-means method, each cluster has its own set of terms in the annotation.</td>
</tr>
<tr>
<td>Probability model-based clustering [60].</td>
<td>300 microarray experiments with gene deletions and drug treatments for <em>S. cerevisiae</em>. / GO functional annotations</td>
<td>Assign same prior probability of belonging to one cluster to all genes which are labeled by the same GO term.</td>
</tr>
<tr>
<td>Co-clustering of genes and vertices in the network [56].</td>
<td>DNA microarrays of seven time points for <em>S. cerevisiae</em>. After mapping to KEGG database 1571 genes and proteins were clustered / Metabolic pathways</td>
<td>Assign a similarity value to pairs of genes based on their distance in a network and expression the profile similarity.</td>
</tr>
<tr>
<td>Hierarchical tree snipping [57].</td>
<td>DNA microarrays for <em>S. cerevisiae</em> cell-cycle experiment / GO annotations</td>
<td>Put genes which are close in the cluster tree and with similar GO annotation in one cluster by allowing cut clusters in different tree levels.</td>
</tr>
</tbody>
</table>
Table 2.3: Overview of supervised methods that include prior knowledge to guide the analysis.

<table>
<thead>
<tr>
<th>Method</th>
<th>Applied on / Prior knowledge</th>
<th>Principle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global test [61]</td>
<td>microarray data of 3571 genes from 27 patients with Acute Lymphoic Leukemia and 11 patients with Acute Myeloid Leukemia. In-house 20160 oligonucleotides array for a cell line treated/untreated with a heat shock. / Groups of variables</td>
<td>Test if the mean of all variables in a group is related to different experimental conditions.</td>
</tr>
<tr>
<td>Global test in metabolomics [62]</td>
<td>metabolome of E. coli measured by LC-MS, GC-MS; LC–MS data of S. cerevisiae / Metabolic pathways</td>
<td>Test if the mean of all variables in a group is related to different experimental conditions.</td>
</tr>
<tr>
<td>Network-based classification [63]</td>
<td>Microarrays of metastatic and non-metastatic breast tumor tissues. / Protein-protein interaction network.</td>
<td>Define distinguishable for an outcome subnetworks, by testing the mean of expression of all genes in the subnetworks. Use the distinguishable subnetworks to train a classifier.</td>
</tr>
<tr>
<td>Network-based decomposition of gene expression data [64]</td>
<td>Microarrays of irradiated and non-irradiated S. cerevisiae strains / metabolic pathways</td>
<td>Remove the high frequent component from gene expression profiles according to the topology of gene regulation pathways.</td>
</tr>
<tr>
<td>Li et al [65]</td>
<td>DNA microarrays of glioblastoma samples / Gene regulation networks</td>
<td>Define a network-constrained penalty function for linear regression model to make the coefficients smooth on the network.</td>
</tr>
<tr>
<td>Network-guided forest [66]</td>
<td>DNA microarrays of of germ samples, breast and brain cancer samples / Protein-protein interaction networks.</td>
<td>Build a classifier as classification tree based on a protein-protein interaction network topology.</td>
</tr>
</tbody>
</table>
Table 2.4: Table 4 - List of symbols.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{X}$ $(I \times J)$</td>
<td>Data matrix</td>
</tr>
<tr>
<td>$I$, $i = 1, \ldots, I$</td>
<td>Number of genes or metabolites</td>
</tr>
<tr>
<td>$J$, $j = 1, \ldots, J$</td>
<td>Number of samples</td>
</tr>
<tr>
<td>$x_{ij}$ $(1 \times J)$</td>
<td>Gene expression vector</td>
</tr>
<tr>
<td>$\mathbf{A}$ $(I \times R)$</td>
<td>Score matrix in data decomposition methods</td>
</tr>
<tr>
<td>$R$, $r = 1, \ldots, R$</td>
<td>Number of components in decomposition methods</td>
</tr>
<tr>
<td>$\mathbf{F}$ $(J \times R)$</td>
<td>Loading matrix in data decomposition methods</td>
</tr>
<tr>
<td>$\mathbf{E}$ $(I \times J)$</td>
<td>Residuales matrix in data decomposition methods</td>
</tr>
<tr>
<td>$w$</td>
<td>Weights in consensus PCA</td>
</tr>
<tr>
<td>$\mathbf{W}$ $(I \times R)$</td>
<td>Indicator matrix in GCA</td>
</tr>
<tr>
<td>$\mathbf{A}^{\text{true}}$ $(I \times R)$</td>
<td>Matrix predefined by a priorly known transcription factors regulation for each gene.</td>
</tr>
<tr>
<td>$\mathbf{S}$ $(I \times I)$</td>
<td>Matrix of similarity scores between genes based on experimental data</td>
</tr>
<tr>
<td>$\mathbf{G}$ $(I \times I)$</td>
<td>Matrix of similarity scores between genes based on prior knowledge</td>
</tr>
<tr>
<td>$\mathbf{D}$ $(I \times I)$</td>
<td>Matrix of similarity scores between genes based on combination of experimental data and prior knowledge</td>
</tr>
<tr>
<td>$\mathbf{C}$ $(I \times K)$</td>
<td>Cluster matrix</td>
</tr>
<tr>
<td>$K$, $k = 1, \ldots, K$</td>
<td>Number of clusters</td>
</tr>
<tr>
<td>$C_s$</td>
<td>Cluster that contains scattered variables</td>
</tr>
<tr>
<td>$</td>
<td>S</td>
</tr>
<tr>
<td>$L$, $l = 1, \ldots, L$</td>
<td>Pathways</td>
</tr>
<tr>
<td>$N_l$, $n = 1, \ldots, N_l$</td>
<td>Number of genes in pathway $l$</td>
</tr>
<tr>
<td>$x_{nl}$</td>
<td>expression profile vector of gene $n$ in pathway $l$</td>
</tr>
<tr>
<td>$H$, $h = 1, \ldots, H$</td>
<td>gene groups defined by prior knowledge</td>
</tr>
<tr>
<td>$\mathbf{Lp}$</td>
<td>Laplacian matrix</td>
</tr>
<tr>
<td>$\mathbf{Tu}$</td>
<td>Covariance matrix based on experimental data</td>
</tr>
<tr>
<td>$\mathbf{Tt}$</td>
<td>Covariance matrix based on prior knowledge</td>
</tr>
<tr>
<td>$\mathbf{T}$</td>
<td>Covariance matrix based on experimental data and prior knowledge</td>
</tr>
<tr>
<td>$t_h$</td>
<td>mean of covariances between genes in group $h$</td>
</tr>
<tr>
<td>$\mathbf{U}$</td>
<td>Unit (identity) matrix</td>
</tr>
</tbody>
</table>
Chapter 3
Using Petri nets for experimental design in a multi-organ elimination pathway

Genistein is a soy metabolite with estrogenic activity that may result in (un)favorable effects on human health. The elucidation of the mechanisms through which food additives such as genistein exert their beneficiary effects is a major challenge for the food industry. A better understanding of the genistein elimination pathway could shed light on such mechanisms. We developed a Petri net model that represents this multi-organ elimination pathway and which assists in the design of future experiments. Using this model we show that metabolic profiles solely measured in venous blood are not sufficient to uniquely parameterize the model. Based on simulations we suggest two solutions that provide better results: parameterize the model using gut epithelium profiles or add additional biological constraints in the model.

3.1. Introduction
Genistein is a soy metabolite with estrogenic activity that may result in (un)favorable effects on human health (for a review see [75]). The elucidation of the mechanisms through which food additives such as genistein exert their beneficiary effects is a major challenge for the food industry. A better understanding of the genistein elimination pathway could shed light on such mechanisms. Parts of this pathway are hosted by specific organs (including the small intestine, gut, liver, and kidney). Metabolite degradation products travel between these organs and eventually are secreted through the gut or kidney. Although many nutrikinetics studies have been conducted to explore the genistein multi-compartment elimination pathway in human and animal models, relatively few of its details are known and, consequently, the precise metabolic pathways and routes remain to be established. In this work we therefore do not consider detailed metabolic reactions involved in the elimination pathway (which are largely unknown) but focus on the routes of degradation products through the network of compartments (the involved organs and blood).

Mathematical modelling helps to gain a more detailed understanding of the genistein elimination pathway but this requires a model describing this system in sufficient...

detail. However, Petri nets are able to use incomplete and/or imprecise information to reconstruct system's behaviour. Petri nets developed by Carl Adam Petri provide a generic approach for modelling of concurrent systems [15]. A Petri net is a bipartite graph with two types of nodes - places and transitions. In biological applications, places generally represent biological entities such as molecules, genes and enzymes. Places contain tokens that reflect, for example, metabolite concentrations or gene expression levels. Transitions represent relations between biological entities such as enzymatic reactions or metabolite transport. A Petri net simulation results in a time-dependent redistribution of tokens reflecting system dynamics. Simulation of the Petri net model implies that we select and “fire” a specific transition resulting in tokens being moved from one place to the next. The firing rules define which transition fires and the number of tokens subsequently transferred. This, together with the topology of a Petri net model, results in a qualitative representation of the system's dynamics.

Petri nets have become a popular tool for studying biological networks such as metabolic networks [76]. The review paper of Baldan et al explains how metabolic pathways have been represented and modelled with Petri nets [3]. The authors also discuss various ways to use Petri nets for modelling network topology structures such as negative feedback loops and inhibition. Modelling network topology with Petri nets has been shown to give qualitative biologically relevant insights about the dynamics of biological systems [77, 78]. A quantitative analysis of biological network dynamics required further extension of Petri nets in a way similar to mathematical modelling using ordinary differential equations (e.g., [20]). Such Petri nets require knowledge of kinetic parameters. However, it has been shown that network dynamics might be determined by using only network topology [79, 80]. For example, Ruths and co-workers [81] assumed that network connectivity is the most significant determinant of the signal propagation and that discarding kinetic parameters from the model still results in model outcome that agrees with experimental data in the majority of cases. A similar example, involved the use of Fuzzy Logic to reconstruct the topology of a cell signalling network from gene expression data in silico [19].

Petri net models can also assist in designing new wet-lab experiments to further characterize the system under investigation. In this paper we demonstrate how a Petri net model representing the human genistein multi-organ elimination network fits this purpose (Figure 3.1). This model describes various routes involved in the elimination of genistein after dietary exposure to this compound. Each transition of metabolites within or between organs is associated with a fraction (F) that indirectly represents its relative flux. The network topology and fractions define a model configuration and allow the simulation of time-resolved metabolite relative concentration profiles for different organs given an amount of genistein input $G(I)$ administered to an individual (Figure 3.2A). The challenge, however, is to estimate fractions from measured profiles. In this work we use concentration profiles from LC-MS venous blood measurements obtained in a nutrikinetics study in which healthy volunteers were exposed to dietary genistein [82]. The estimation of fractions is challenging because given current domain knowledge and available data, the genistein elimination pathway is insufficiently constrained and, therefore, ambiguous in terms of model configurations (i.e., sets of fractions) being in agreement with experimental data. Therefore, we used our model as an experimental
design tool to investigate which additional information (data or prior knowledge) would be required to further constrain the system to allow accurate estimations of the fractions. In particular, we investigated if additional metabolite profiles and additional constrains (e.g., fixing fractions associated with excretion transitions) would result in better parameter estimates.

To answer these experimental design questions, we used simulated annealing (SA) to estimate fractions from experimental or simulated metabolite profiles.

### 3.2. Results

#### Fraction estimation from simulated reference profiles for all places.

We first explored if fractions can be correctly estimated based on concentration reference profiles simulated for all places in our model (Figure 3.1). Consequently, we configured the Petri net with all fractions arbitrarily set to 0.5 except for fractions F2, F30 and F31 which were set to 0.34, 0.33 and 0.33 respectively (Figure 3.2 (A)). This fulfills the requirement that the fractions corresponding to outgoing transitions of a single place sum to one, and no preference for a specific transition is assumed (see Materials and Methods section). Then, we executed ten simulations with 1000 input tokens for place G(I). A simulation is terminated when all tokens left the Petri net. During simulations we recorded the number of tokens in each place to obtain the concentration reference profiles. Subsequently, using these simulated reference profiles we reconstruct the fractions through simulated annealing (Figure 3.2 (B)). The results from these reconstructions show that some fractions are precisely estimated (e.g., F1 and F7 were estimated within 2% of their true value), while other fractions showed large variability (e.g., F17, F16 deviated 90% of their true value; Appendix Figure 3.12). Note that all boxplots presented in this paper are sorted according to their estimation variances.

We defined three classes of relative estimation errors, which only can be calculated for estimates based on simulated reference profiles since the true fractions underlying the experimental data are unknown. A transition was classified as “determinan” if the relative estimation error was less than 10%. The “moderate” and “flexible” classes correspond to estimation errors of 10-25%, and >25% respectively. Although simulated annealing may converge to sub-optimal solutions (fractions), we decided not to remove one or more runs with high(er) estimation errors (i.e. outliers in the boxplots) since this may lead to a biased result and, moreover, since this is also not possible for results based on experimental data due to unknown estimation errors.

To facilitate comparison with experimental data we defined three variance classes (low, medium, high, Appendix Figure 3.10). These classes are based on visual inspection of estimation variances observed from experimental data (Appendix Figure 3.11). Figure 3.3 shows a visual representation of the estimation errors and variances in the context of our model. This simulation experiment shows that even if concentration profiles are available for all places, only a part of the fractions can be determined with sufficient accuracy. For example, fractions F17/F16, F25/F26, F15/F18, and F24/F27 have the estimation error up to 90% in 10 optimization runs, while fractions F1/F7 have the maximum estimation error of 2% (Appendix Figure 3.12). Inspecting the concentration profiles that are produced from the model we observe that these are close to the simulated

Figure 3.1: Petri net model of the human genistein multi-compartment elimination pathway. This model includes three metabolites (G - genistein, GG; genistein-7-glucuronide; S - genistein-7-glucuronide-4-sulphate) that travel within and between six compartments (organs, blood). G(I) is the input place, which is set to 1000 tokens at the start of a simulation and represents the amount of genistein administered to an individual. Each transition is associated with a fraction (F) indirectly representing a relative flux. Associated fractions corresponding to outgoing transitions originating from the same place are shown in the same color. Outgoing transitions associated with places without other outgoing transitions are shown in black. Six transitions (F7, F17, F26, F8, F18 and F27) represent the excretion of metabolites from the gut or kidney.

reference profile (Figure 3.4). Compared to the venous blood profiles the gut epithelium profiles are closer to the reference profiles due to intrinsic constraints between the various gut epithelium transitions. However, overall we conclude that additional model constraints are required to improve the estimation of the fractions.

Fraction estimation from simulated and experimental reference profiles for venous blood places.

Our experimental data comprised only three metabolite profiles (genistein, genistein-7-glucuronide, genistein-7-glucuronide-4-sulphate) measured in venous blood. Given our previous simulations, these profiles are not expected to provide sufficient information to estimate all fractions in the network with high accuracy. To confirm this, we simulated reference profiles for these three metabolites only. Fractions in the model were set either as 0.5 or 0.33 as previously. Subsequently, we estimated all fractions in the Petri net model from these three profiles. Indeed, the simulation shows that the fractions for none of the transitions could be precisely determined (Figure 3.5 and Appendix Figure 3.13). Compared to the previous results there is a clear shift to higher estimation errors (Appendix Figure 3.11). Despite the low accuracy of the estimated fractions, the model metabolite profiles for the venous blood places show a good approximation to the reference profile (Appendix Figure 3.14). The model profiles for, for example, the gut places now show much higher variability since these were not constrained by gut
Figure 3.2: Simulation of reference profiles and estimation of fractions from reference profiles. (A) The Petri net model is used to simulate reference concentration profiles by manually defining a model configuration (set of fractions) and, subsequently, executing the Petri Net. The number of transitions that is required to remove all tokens from the model is set to 36 hours. (B) Simulated annealing (SA) is used to find fractions that generate model profiles that reproduce the reference profiles (simulated or experimental) from selected places. The Petri net is configured by randomly initializing the fractions. Subsequently the model is executed to generate simulated model profiles from the trial fractions. These profiles are compared to selected reference profiles by calculating the root square error (RSE). Based on the comparison, the trial fractions are adjusted. This process continues until convergence to a set of optimal fractions, representing a specific network configuration, is reached.

reference profiles.

Next we estimated all fractions in the model from the experimental metabolite profiles of genistein, genistein-7-glucuronide, and genistein-7-glucuronide-4-sulphate measured in venous blood. In agreement with the results from the simulated data most of the fraction estimations show high or moderate variance (Figure 3.6, Appendix Figure 3.10). Results are even slightly worse compared to the previous results based on simulated profiles as a result of more noisy data. Even fractions F5 and F15 associated with the blood places could not be determined with high accuracy. Inspecting the model profiles we observe that the model profiles approximate the measured genistein and genistein-7-glucuronide to a lesser extent than the experimental profile for genistein-7-glucuronide-4-sulphate (Appendix Figure 3.15). Surprisingly, however, the estimation variance associated with transition F24 and F27 is low. Although we do not know the true fractions underlying our experimental data it seems that these two transitions take on more extreme fraction values (median values of 0.95 and 0.06 respectively; Appendix Figure 3.16) providing a more stringent constraint for our model compared to fractions that are closer to 0.5.

To test if a model initialized with more extreme fractions than the values we used so
far (0.5 and 0.33) would provide more accurate estimates we performed another simulation. We initialized the fractions according to the median values obtained from the experimental data (Appendix Table 3.2). Figure 3.7 shows that there is no improvement of the estimations (Appendix Figure 3.17).

**Fraction estimation from simulated reference profiles for gut and liver places.**

Simulations based on reference profiles of all places showed that fractions associated with gut epithelium and liver places were determined with higher accuracy (Figure 3.3). We therefore asked if gut epithelium and liver measurements would provide more accurate fraction estimates compared to using three reference profiles from venous blood. Since gut and liver biopsy data were not available we generated reference profiles for three metabolites associated with determinant transitions, i.e., genistein in gut epithelium, and genistein and genistein glucuronide in liver. Fractions in our model were set either as 0.5 or 0.33 as previously. Results from the subsequent simulations indeed show that, in contrast to results obtained from simulated venous blood reference profiles, estimations from gut/liver profiles do not only allow to accurately determine several fractions associated with the reference profiles but also result in a better estimation of other fractions in the network (Figure 3.8, Appendix Figure 3.18). The overall distribution of estimation errors (Appendix Figure 3.11) confirms this improvement.
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Figure 3.4: Selected metabolite profiles generated from model shown in Figure 3.3. The thick red line represents the simulated reference profile. Overall, the profiles generated from the 10 models produced by simulated annealing runs resemble the reference. Compared to the venous blood profiles, the profiles for gut epithelium are closer to the reference profile.

**Inclusion of other constraints.**

We performed a simulation to investigate if additional biological constraints would improve fraction estimations. Since it is possible to measure metabolites in urine it might be possible to constrain kidney fluxes which correspond to fractions F8, F18, F27 in our model. To test that we fixed the fractions F5/F8, F15/F18, F24/F27 to 0.5 and did not optimize them with simulated annealing. The simulation shows that the additional constraints essentially improve the estimation of the rest of the fractions (Figure 3.9 and Appendix Figures 3.19 and 3.20). Three fractions F2/F30/F31 have low variance and F31 is classified as moderate fraction. Variance also has decreased for most of the fractions and is classified as medium variance class.
Figure 3.5: Presentation of relative estimation errors and estimation variances (box colour) based on simulated reference profiles from only three venous blood places (G, GG, S; filled blue circles). Orange boxes correspond to medium estimation variances (no low and high variance class estimates). Based on the relative estimation errors all transitions were classified as ‘flexible’ (errors > 25%).

Figure 3.6: Presentation of estimation variances (box colour) based on experimental reference profiles for three venous blood places (G, GG, S; filled circles). Green, orange and red correspond to low, medium and high estimation variances respectively.
Figure 3.7: Estimated fractions from *Presentation of estimation variances (box colour) based on simulated reference profiles initialized with extreme fractions*. Reference profiles for three venous blood places were used (G, GG, S; filled circles). Orange and red correspond to medium and high estimation variances respectively.

Figure 3.8: *Presentation of relative estimation errors (box outline thickness) and estimation variances (box colour) based on simulated reference profiles for three places (gut epithelium G, liver G, liver GG; filled blue circles)*. Green, orange and red correspond to low, medium and high estimation variances respectively. Boxes with thick outline represent determinant fractions (errors < 10%). Dashed boxes represent moderate fractions (errors between 10 and 25%). Boxes with thin outline represent flexible fractions (errors > 25%).
Figure 3.9: Presentation of estimation variances (box colour) based on simulated reference profiles for all three venous blood places (G, GG, S; filled circles) and constrained outgoing routes. Green, orange and red correspond to low, medium and high estimation variances respectively. Dashed boxes represent moderate fractions (errors between 10 and 25%). Boxes with thin outline represent flexible fractions (errors > 25%).
3.3. Discussion

Petri nets have developed into a popular tool to model biological networks to gain qualitative and quantitative understanding of its properties in the absence of information about kinetic parameters and stoichiometry. Lack of this information excludes use of methods such as kinetic models (e.g., [83]) or Flux Balance Analysis (FBA)[84], which assumes steady state while our model represents a perturbation of the steady state, i.e., healthy volunteers take genistein which is then secreted from the body. Dynamic FBA [85] would be an alternative for non-steady state systems but still requires network stoichiometry as well as concentration profiles for all metabolites in organs considered. In the current work we showed how network models can be used as an experimental design approach. In particular, we focused on the human multi-organ genistein elimination pathway which is of importance to gain more understanding of the (beneficial) health effects of genistein breakdown products. We used a standard Petri net approach but implemented a specific firing to ensure that experimental concentration profiles can be modelled. We integrated the Petri net model with simulated annealing to estimate the relative contributions (fractions) of the various paths in this network. Implicitly, our Petri net assumes first order kinetics. Each transition depends on only a single first-order metabolite. Alternative or future descriptions of the elimination pathway may therefore require changes in the Petri net model. However, the principles (and likely the results) shown in this paper remain valid.

The experimental profiles show a slight delay in onset (Appendix Figure 3.15). This is modelled in a natural way by the current Petri net. The parameterisation of the Petri net model imposes a similar delay on the tokens through the network. In principle, this network could also be modelled by delay differential equations but this requires the inclusion of additional parameters to account for these delays. Consequently, the estimation of the fractions from simulated or experimental data becomes more difficult (data not shown).

In the current work we used simulations to investigate to what extent the fractions of the genistein elimination pathway could be estimated from metabolic reference profiles from all or selected places. This was motivated by the observation that nutrikinetic studies are often based on metabolic measurements of easily accessible fluids such as blood and urine to gain additional insights in the underlying pathways. All presented results are based on ten optimization runs (i.e., ten sets of estimated fractions) and provide a worst case scenario since we did not leave out runs with high estimation errors and/or large variability between the estimations, which occasionally happens in global optimization problems. Overall, we observe that fractions in our model are mostly non-identifiable due to lack of sufficient constraints from data or prior knowledge. Increasing the number of SA iterations or using a local optimization method [86] following SA did not improve the results. This is a common problem in such studies [87, 40, 41].

To investigate if the estimation accuracy of a fraction correlates with the distance to the Petri net input G(I) or the distance to the closest output place we plotted this distances against the three accuracy classes (determinant, moderate, flexible; Appendix Figure 3.21). The figure reveals a relation between the distance to the input place and the assigned class. Particularly, places directly near the input place G(I) are all determinant. This indicates that fluxes in the beginning of mass distribution influence the con-
centration profiles the most. Also the figure shows that all fractions with low estimation accuracy (Flexible; F7, F17, F26, F8, F18, F27) are next to an output place or further away from the input G(I). In contrast, moderate fractions do not show an obvious relation to the distance. Although it is interesting to see this behavior it does not directly provide guidelines to improve the estimation. Since the input place is fixed this excludes the possibility to change the distance between the input and the fraction to be estimated. This is also true for the output places. However, as we already argued, additional constraints on the outgoing transitions may improve the estimation accuracy (e.g., Figure 3.9).

As expected our results show that none of the fractions could precisely be estimated from simulated blood profiles of genistein, genistein-7-glucuronide, and genistein-7-glucuronide-4-sulphate. Fractions were non-identifiable (errors > 10%). In addition, there was considerable variability between the SA runs. Estimations from experimental blood profiles showed even worse results as a result more noisy data although, surprisingly, two fractions with more extreme values were estimated with higher precision. Based on simulations using metabolite profiles for all places we showed that still only 9 of 21 fractions could be correctly estimated (error < 10%). These estimates, as well as few others, also showed lower variability between the ten optimization runs. Most of the low-error estimates were associated with gut epithelium and liver genistein and genistein-7-glucuronide. Subsequent simulations showed that these three profiles are sufficient to estimate some of the gut/liver associated fractions within an error of 10%. Moreover, the results also revealed an overall decrease in estimation variances and estimation errors of all fractions in the network compared to using venous blood profiles.

Another way to improve results would be to incorporate additional biological constraints into the model. We showed that constraints on outgoing routes (presumably it is possible to know elimination flux of the compounds through kidney) would significantly decrease estimation variance overall and would allow to obtain more reliable estimates for route F31. In addition to use the Petri net as an experimental design tool we hope that our approach inspires new research towards the modelling of multi-compartment networks.

3.4. Conclusion

We demonstrated how Petri net simulations help gaining insight in the definition of new experiments required to allow more precise fraction estimations for the genistein elimination pathway. Unfortunately, the results from our simulation are not easily validated since this will require data from liver and other organs that is difficult to obtain from healthy individuals in nurtikinetic studies. However, future data from model organisms may come to rescue. Our approach can be used for experimental design for similar (multi-organ) metabolite elimination pathways. Although other types of pathways (e.g., signalling) require different (sometimes existing) Petri net implementations, the presented strategy is generic.
3.5. Materials and Methods

Experimental data
Venous blood metabolic profiles from 12 healthy individuals were obtained in a recent nutrikinetics study [82]. One week before and during the experiment these volunteers followed a diet with low level of polyphenols. Each individual took one genistein tablet, containing 30mg of genistein (G(I) in Figure 3.1). Plasma samples were collected at seven time points: 30 minutes before the intake of the genistein tablet, and 3, 5, 9, 16, 24, 36 hours after the intake. Genistein, genistein-7-glucuronid, and genistein-7-glucuronid-4-sulphate (included in our model) were measured in venous blood through targeted mass spectrometry. Due to large variability between the measured profiles of these individuals we used data from only a single individual (Table 3.1).

<table>
<thead>
<tr>
<th>Metabolite</th>
<th>0h</th>
<th>3h</th>
<th>5h</th>
<th>9h</th>
<th>16h</th>
<th>24h</th>
<th>36h</th>
</tr>
</thead>
<tbody>
<tr>
<td>genistein</td>
<td>7499</td>
<td>14615</td>
<td>47356</td>
<td>111118</td>
<td>55609</td>
<td>18977</td>
<td>0</td>
</tr>
<tr>
<td>genistein-7-glucuronid</td>
<td>0</td>
<td>1331</td>
<td>12464</td>
<td>2638</td>
<td>8241</td>
<td>2046</td>
<td>2160</td>
</tr>
<tr>
<td>genistein-7-glucuronid-4-sulphate</td>
<td>0</td>
<td>7540</td>
<td>47884</td>
<td>48228</td>
<td>59803</td>
<td>45840</td>
<td>11498</td>
</tr>
</tbody>
</table>

A Petri net model of genistein elimination pathway
In a basic Petri net a transition fires at the moment a token is present in the associated place. However, these basic (sometimes referred to as original or time-less) Petri nets cannot reproduce bell-shaped time-resolved metabolite profiles (Appendix Figure 3.15) because tokens (molecules) will be immediately transferred to subsequent places preventing molecules to accumulate in a specific place. To overcome this limitation various extensions have been developed in the past, such as Stochastic Petri nets [16], Time Petri Nets [17], Hybrid Functional Petri Nets [18]. However, these approaches are specifically tailored towards signaling networks and require kinetic or other physical/chemical parameters of the system, which are not available for the genistein elimination pathway.

In the current work we use a standard Petri net approach but defined a firing rule that allows places (representing metabolites in compartments) to reproduce metabolite profiles measured by LC-MS experiments in venous blood. Consequently, we can also use the model to simulate such profiles. Our Petri net model (Figure 3.1) was designed with information from domain experts and literature. Places reflect metabolites in specific compartments (organs, blood), and tokens reflect the amount of metabolite molecules as a measure for relative concentration. Transitions reflect degradation (F30, F31), elimination (F7, F17, F26, F8, F18, F27) or transport (other transitions) fluxes within or between these compartments. Fluxes, represented as fractions, associated with these transitions are estimated from experimental or simulated metabolite reference profiles using a global optimization method (simulated annealing; [88]). A flux is not represented by an absolute quantity but as the fraction of molecules that flows from one place to the next. If a place is associated with multiple outgoing transitions (e.g., F3 and F11 for G in liver) then fractions associated to these transitions sum to one. These fractions are...
used as probabilities (see ‘firing rules’ below) for the selection of a specific transition that will be ‘fired’ in a simulation step. Therefore, by definition, each fraction assumes a value between 0 and 1 and the sum of fractions of transitions that leave the same place should sum to one. Thus, fractions F3 and F11 for the ‘G’ place in liver will be F3=0.5 and F11=0.5 if no preference for a specific transition is assumed. Consequently, the fractions represent relative contributions of transitions in our compartment network. Eight places are associated with only a single outgoing transitions. The corresponding fractions (F4, F6, F12, F14, F19, F21, F23, F28) are by definition fixed to one and are not estimated in the simulated annealing runs. Our Petri net consists of 31 transitions and 19 places distributed over six compartments (organs and blood). The model represents an open and non steady-state system. Genistein G(I) enters the elimination pathway at the first day of our simulation and the simulation stops (return to steady-state) when all genistein products (tokens) have disappeared from the Petri net.

The distribution of tokens over all places at time point \( t \) is called the ‘marking’ of the Petri net model and is denoted by \( m_t \). The marking of the initial state of simulation \( (t = 0) \) is called the initial marking and is denoted by \( m_0 \). Since the number of G(I) tokens for the initial marking affects the reproducibility of Petri net executions we first determined the optimal number of tokens. We executed 100 Petri net for 20, 50, 100, 1000, 10 000, 50 000, 100 000 and 1 000 000 input tokens for G(I). Note that the Petri net is executed 100 times due to the probabilistic nature of the firing rules (see below). For each set of 100 models and each place we determined the mean profile and, subsequently, calculated the root square error (RSE) as a measure for the variance of 100 profiles. Since the RSE depends on the magnitude of the generated profiles we normalized the RSE by the initial marking. Based on the results (Appendix Figure 3.22) we choose 1000 tokens for the initial marking in our simulation experiments. A larger number of tokens did not significantly decrease the variability between Petri net executions but it significantly increased computation time.

**Firing rules**

A Petri net firing rule determines when and how many tokens are transferred from one place to the next. To allow the Petri net to generate bell-shaped metabolic profiles for each place we implemented a two-stage firing rule. The first stage comprises a probabilistic selection of a place based on the number of tokens in each place. The probability for a place being selected is \( \frac{n}{n_{\text{total}}} \), where \( n \) is the number of tokens in a place and \( n_{\text{total}} \) is the total number of tokens still in the model (which may be less than the initial number of tokens in G(I)). This selection ensures that places with a low number of tokens have less chance of being selected and, consequently, have more time to acquire additional tokens. If a single transition is associated with the selected place then this transition will always fire. If multiple transitions are associated then, as a second stage, one of the outgoing transitions is probabilistically selected to be fired. This selection is made based on the fractions assigned to these transitions. Firing of a transition will always move one token to the next place.

Execution of the Petri net involves repeated rounds of selection and firing and stops when all input tokens (G(I)=1000) have left the model through one of the outgoing transitions (elimination through gut lumen or kidneys). The precise number (\( N_t \)) of transitions that will fire during a simulation depends on the probabilistic process of place
and transition selection. By defining the first firing event to occur at $t=0$ hours and event $N_t$ to occur at 36 hours (the last time point from the experiment profiles), we define the correspondence between Petri net execution steps (firings) and the measurement time (Figure 3.2).

**Parameterization of the Petri net model**

Given experimental or simulated metabolite reference profiles the challenge is to find the Petri net configuration (set of fractions) that reproduces these profiles. We approached this as a global optimization problem [89] and used simulated annealing [88] as the optimization method of choice (Figure 3.2B). Simulated annealing is an iterative procedure dedicated to find a set of parameters (fractions) that minimizes a chosen error function. In our application the difference between reference profiles and profiles produced by simulated annealing are minimized.

Simulated annealing starts with randomly initializing the fractions constrained to the condition that the sum of the fractions associated with outgoing transitions of the same place sum to one. Subsequently, the Petri net is executed 20 times to generate 20 token profiles from which average profiles are calculated for each place. These simulated annealing trial profiles $(S)$ are compared to the model reference profiles $(R)$ of all or selected places through the calculation of an error value based on the root square error (RSE):

$$RSE = \sqrt{\sum_{p=1}^{P} \sum_{t=1}^{T} (S_{tp} - R_{tp})^2}$$  \hspace{1cm} (3.1)

where the first sum runs over all selected $P$ places and the second sum runs over seven time points $T$.

To compare simulated annealing trial profiles $(S)$ to experimental data we have to modify the error function. The experimental data represents relative concentrations measured by mass spectroscopy. Therefore peak heights among metabolites are not directly comparable. Using this data we were more interested in reproducing peak positions and peak shapes than peak heights. Accordingly we modified Equation 3.1 in such a way that it used relative concentrations and compared the shape of simulated and experimental profiles. To be exact, $S_{tp}$ and $R_{tp}$ became relative concentrations $X_{tp,rel}$ and were calculated by Equation 3.2

$$X_{tp,rel} = \frac{X_{tp}}{\sum_{t=1}^{T} X_{tp}}$$  \hspace{1cm} (3.2)

Once an initial error (RSE) value is determined, a new set of trial fractions is generated according to:

$$f_{new_i} = f_{old_i} + T \cdot N_i(0,0.1)$$  \hspace{1cm} (3.3)

where $f_{new_i}$ and $f_{old_i}$ are the new and the previous values of fraction i. $T$ is the SA temperature (see below) and $N_i$ is a random number drawn from a normal distribution with mean=0 and standard deviation=0.1. After generation of the new fractions, the fractions of outgoing transitions corresponding to the same place are re-scaled such that their sum is one.
Given the new set of trial fractions the Petri net is again executed and the error calculated. If, compared to the previous iteration, the error value decreased then the new set of fractions is an improvement and accepted. Otherwise, the new fractions are accepted with a probability calculated by the Boltzmann criterion.

\[ e^{-\Delta E/T} > U(0, 1) \] (3.4)

where \( \Delta E \) is the difference between the previous and current error value (positive if the error increased), \( T \) is the temperature, and \( U \) is a random number drawn from a uniform distribution. The probability for accepting fractions that increase the RSE depends on the magnitude \( \Delta E \) of this increase, and the temperature. Temperature at the start of a simulation run is generally set to a high value such that trial fractions that increase the RSE can be accepted to allow escapes from a local minima. During the optimization procedure the temperature gradually decreases according to a geometric cooling scheme (\( T_{\text{new}} = \alpha \times T_{\text{old}} \) (\( \alpha = 0.9 \)) decreasing the acceptance probability of trial fractions that increase the error. We chose the initial temperature such that 90% of new trial fractions were accepted. The temperature was lowered after generating 2500 new sets of fractions or after accepting 250 sets. This whole procedure of parameter generation, error function evaluation, and selection was repeated until convergence (less than 5% of the new parameter sets are accepted). The set of fractions corresponding to the lowest error value is reported and used to configure the final model.

We used SA Toolbox for Optimization (SATFO) [90]. Petri net simulation program was implemented in C++. SATFO and Petri net simulation program are publicly available at http://www.bdagroup.nl/content/Downloads/software/software.php.
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3.6. Appendix

Figure 3.10: Variance of estimated fractions from experimental reference profiles for three venous blood places (G, GG, S). Variances are based on 10 repeated simulated annealing runs. The fractions associated with the 21 transitions (x-axes) are sorted according to estimation variances (y-axes). To facilitate comparison between different simulations we defined three broad variance classes based on visual inspection of this plot: low variance ($\leq 0.01$), medium variance ($> 0.01$ and $\leq 0.06$), and high variance ($> 0.06$).
**Figure 3.11:** Distribution of estimation errors of fractions for all transitions in our model. Red: estimations errors based on simulated profiles for all places. Green: estimations errors based on simulated profiles three venous blood profiles. Blue: estimations errors based on simulated profiles associated with gut and liver metabolites (G gut epithelium, G liver, and GG liver). Dashed lines indicate 10% and 25% error defining three classes of transitions. The distributions show that availability of metabolite profiles for all places give a shift to smaller estimation errors. If only three reference profiles are available (3 venous blood places or 3 gut/liver profiles) then the gut/liver profiles give a slight advantage to estimate all fractions in the model.
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Figure 3.12: **Estimated fractions from simulated reference profiles for all places.** Each box plot shows the fractions of 10 SA runs (dots) corresponding to the 21 transitions in our model. Fractions in this model were set of 0.5 except for fraction F2, F31 and F30 which were set to 0.33. The boxes define the 25% and 75% quartiles. The box line is the median value. The whiskers represent the 1.5 inter-quartile range. The transitions are sorted according to the variance of the fractions. The 13 transitions left to the red line correspond to the low variance class. The other boxes correspond to the medium variance class. No transitions were classified in the high variance class.
Figure 3.13: Estimated fractions from simulated reference profiles for three venous blood places (G, GG, S). Each box plot shows the fractions of 10 SA runs (dots) corresponding to the 21 transitions in our model. Grey boxes represent fractions corresponding to transitions associated with blood. Fractions in this model were set of 0.5 except for fraction F2, F31 and F30 which were set to 0.33. The boxes define the 25% and 75% quartiles. The middle box line is the median value. The whiskers represent the 1.5 inter-quartile range. The transitions are sorted according to the variance of the fractions. None of the transitions were classified to the low variance class.

Figure 3.14: Selected metabolite profiles generated from model shown in Figure 3.5. The thick red line represents the simulated reference profiles for G, GG and S in venous blood. Overall, the profiles generated from the 10 models produced by simulated annealing runs resemble the reference. The profiles for gut epithelium show more variability since these were not constrained by reference profiles for gut places.
Figure 3.15: Metabolite profiles generated for venous blood places (G, GG and S) from model shown in Figure 3.6. The thick red line represents the experimental data for a single individual. Larger variance is observed between the genistein and genistein-7-glucuronide model profiles. Profiles for genistein-7-glucuronide-4-sulphate show less variability and approximate the experimental profile to a larger extent.
Figure 3.16: Estimated fractions from experimental reference profiles measured for three venous blood places (G, GG, S). Each box plot shows the fractions of 10 SA runs (dots) corresponding to the 21 transitions in our model. Grey boxes represent fractions corresponding to transitions associated with venous blood. The boxes define the 25% and 75% quartiles. The middle box line is the median value. The whiskers represent the 1.5 interquartile range. The transitions are sorted according to the variance of the fractions. Transition T24 and T27 were classified as low variance and are associated with more extreme fraction values (median values of 0.95 and 0.06 respectively).
Figure 3.17: Estimated fractions from simulated reference profiles initialized with extreme fractions and reference profiles measured for three venous blood places (G, GG, S). Each box plot shows the fractions of 10 SA runs (dots) corresponding to the 21 transitions in our model. Grey boxes represent fractions corresponding to transitions associated with venous blood. The boxes define the 25% and 75% quartiles. The middle box line is the median value. The whiskers represent the 1.5 inter-quartile range. The transitions are sorted according to the variance of the fractions. The 6 transitions right to the red line correspond to the high variance class. The other boxes correspond to the medium variance class. TODO: the red line should be drawn between F13 and F16.
Figure 3.18: Estimated fractions from simulated reference profiles for three places (gut epithelium G, liver G, liver GG). Each box plot shows the fractions of 10 SA runs (dots) corresponding to the 21 transitions in our model. Grey boxes represent fractions (F1, F2, F31, F30, F11, F3, F13, F20) associated with the three gut/liver places. Fractions in this model were set of 0.5 except for fraction F2, F31 and F30 which were set to 0.33. The boxes define the 25% and 75% quartiles. The box line is the median value. The whiskers represent the 1.5 inter-quartile range. The transitions are sorted according to the variance of the fractions. The 5 transitions left to the red line correspond to the low variance class. The other boxes correspond to the medium or high variance class.
Figure 3.19: **Estimated fractions from simulated reference profiles for all three venous blood places (G, GG, S) and constrained outgoing routs.** Each box plot shows the fractions of 10 SA runs (dots) corresponding to the 21 transitions in our model. Fractions F5/F8, F15/F18, F24/F27 were set to 0.5. Other fractions were estimated by simulated annealing. The boxes define the 25% and 75% quartiles. The middle box line is the median value. The whiskers represent the 1.5 inter-quartile range. The transitions are sorted according to the variance of the fractions.

Figure 3.20: **Variance of estimated fractions from simulated reference profiles for all three venous blood places (G, GG, S) and constrained outgoing routs.** Variances are based on 10 repeated simulated annealing runs. Fractions F5/F8, F15/F18, F24/F27 were set to 0.5. Other fractions (x-axes) were estimated by simulated annealing and are sorted according to estimation variances (y-axes).

Figure 3.21: Correlation between fraction estimation error classes (D: determinant, M: moderate, F: Flexible) and distance of corresponding transition to input place G(I) (A) or the closest output place (B). The distance is defined as the minimum number of transitions between the input or the closest output place and the transition for which accuracy of the fraction was estimated. The figure shows the estimated accuracies for the 21 fractions in the Petri Net, which were estimated from the simulation represented in Figure 3.3.

Figure 3.22: Deviation of RSE mean. Petri net simulations were performed 100 times for each initial marking. The deviation did not decrease from the initial marking of 1000 and therefore we chose it for further simulations.
Table 3.2: **Median fraction values.** Fractions were obtained from estimations based on experimental reference profiles for three venous blood places (corresponding to Figure 3.6 and Appendix Figure 3.15). Rounded values were used to initialize the model and generate reference profiles to test a set of extreme fractions (optimization correspond to Figure 3.7).

<table>
<thead>
<tr>
<th>Fraction</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>0.81</td>
</tr>
<tr>
<td>F7</td>
<td>0.19</td>
</tr>
<tr>
<td>F2</td>
<td>0.19</td>
</tr>
<tr>
<td>F30</td>
<td>0.31</td>
</tr>
<tr>
<td>F31</td>
<td>0.50</td>
</tr>
<tr>
<td>F11</td>
<td>0.34</td>
</tr>
<tr>
<td>F3</td>
<td>0.66</td>
</tr>
<tr>
<td>F5</td>
<td>0.83</td>
</tr>
<tr>
<td>F8</td>
<td>0.17</td>
</tr>
<tr>
<td>F17</td>
<td>0.81</td>
</tr>
<tr>
<td>F16</td>
<td>0.19</td>
</tr>
<tr>
<td>F13</td>
<td>0.87</td>
</tr>
<tr>
<td>F20</td>
<td>0.13</td>
</tr>
<tr>
<td>F18</td>
<td>0.79</td>
</tr>
<tr>
<td>F15</td>
<td>0.21</td>
</tr>
<tr>
<td>F26</td>
<td>0.11</td>
</tr>
<tr>
<td>F25</td>
<td>0.89</td>
</tr>
<tr>
<td>F22</td>
<td>0.74</td>
</tr>
<tr>
<td>F29</td>
<td>0.26</td>
</tr>
<tr>
<td>F24</td>
<td>0.95</td>
</tr>
<tr>
<td>F27</td>
<td>0.05</td>
</tr>
</tbody>
</table>
Chapter 4
Computational model reveals limited correlation between germinal centre B-cell subclone abundancy and affinity: implications for repertoire sequencing

Immunoglobulin repertoire sequencing strategies are successfully applied to identify expanded antigen-activated B-cell clones that play a role in the pathogenesis of immune disorders. These clones comprise lineages of subclones comprising variants within a VJ family produced by somatic hypermutation. Their B-cell receptor binding affinities for the antigen are higher than affinities of the naïve B cells in the background population, which is a direct consequence of the higher initial affinity of the activated B-cell(s) and the subsequent affinity maturation process in the germinal centre (GC). However, repertoire sequencing only provides information about subclone abundancies and not about their affinities. Consequently, although repertoire sequencing successfully identifies (sub)clones involved in disease, the selection of the most abundant (i.e., expanded) subclone(s) within of a clonal family may not necessarily be the highest affinity subclone. Unfortunately, the determination of affinities of many subclones within a clonal family is virtually impossible and, consequently, the relation between abundancy and affinity remains to be established. Knowledge about affinities within clonal families would likely improve the selection of relevant subclones for further characterization and antigen screening. Therefore, to gain insight in the putative affinity distribution among (un)expanded subclones we developed a computational model that simulates affinity maturation in a single GC while tracking individual subclones in terms of abundancy and affinity. We show that the model correctly captures the overall GC dynamics, and that the amount of expansion is qualitatively comparable to expansion observed from B cells isolated from a normal human lymph node. Analysis of the fraction of high- and low-affinity subclones among of the unexpanded and expanded subclones reveals a only partial correlation between abundancy and affinity and that the low abundant subclones are of highest affinity. Thus, our

model suggests that selecting highly abundant subclones from repertoire sequencing does not automatically provides us the highest affinity B cell. We conclude that although selection of highly abundant subclones from B cell repertoires provides us with B cells involved in (auto)immune disorders, the utility of repertoire sequencing might be even further improved by following selection strategies that do not merely consider subclone abundance.

4.1. Introduction
The adaptive immune system is a key component of our defense against pathogens and comprises highly specialized cells and processes. Its humoral component is responsible for memory B-cell formation and high-affinity antibody (Ab) production resulting from affinity maturation in germinal centers (GCs) [91, 92]. During this process GC B cells undergo multiple rounds of proliferation, somatic hypermutation (SHM), and selection to improve their affinity for the given antigen (Ag). This results in a dynamic ensemble of low and high affinity B-cell subclones comprising variants of a clone within a VJ family produced by SHM. Higher affinity cells have increased chance to be positively selected for further rounds of proliferation and SHM, or for differentiation to memory and plasma cells.

Repertoire sequencing using high-throughput sequencing enables the determination of T- and B-cell repertoires in (clinical) samples by sequencing the expressed V, D, and J gene segments [93, 94, 95, 96]. Immune responses typically involve the initiation and coexistence of up to several hundreds of GCs, which emerge over an extended period of time [97, 98, 99]. Consequently, B-cell repertoire sequencing of clinical samples typically identifies (sub)clones originating from a multitude of Ag-activated B cells and GCs, or even from responses to multiple Ags. Despite this complexity we and others successfully used repertoire sequencing for the identification of (autoreactive) B cells involved in immune disorders while relying on the assumption that expanded clones play a key role in the pathogenesis of the disease [100, 101]. An expanded clone comprises a B-cell lineage of related subclones varying in abundance and number of acquired somatic mutations. B-cell receptor binding affinities for the antigen of these subclones are expected to be higher than affinities of the naive B cells in the background population, which is a direct consequence of the higher initial affinity for the Ag of the activated B-cell(s) and the subsequent affinity maturation process. However, repertoire sequencing only provides information about subclone abundancies and not about their affinities. Consequently, although repertoire sequencing successfully identifies clones involved in disease, the selection of the most abundant (i.e., expanded) subclone(s) within a clonal family may not correspond to the highest affinity subclone. Unfortunately, the determination of affinities of the many subclones within a clonal family is virtually impossible with current experimental technologies. Since cells are destructed in the sequencing experiment, affinity analysis requires either labor-intensive selective cloning of the individual B cells, or equally labor-intensive expression of single BCRs in cloning systems. Currently, these requirements prohibit high-throughput analysis of affinity of sequenced cells. Moreover, measurement of affinities also require knowledge of the Ag which is often not available for clinical samples. Only part of the subclones within a clonal lineage reaches high cell counts and these are typically selected for further characterization and Ag screening [100]. Given the nature of affinity maturation one would expect that high
abundant subclones are of highest affinity, which would argue for the selection of the most abundant subclone as a viable strategy. However, since the relation between abundance and affinity is unknown, it cannot be excluded that a fraction of the large subclones are of low affinity and vice versa. Therefore, alternative (affinity-based) selection strategies might be of added value for downstream analysis.

In this work we developed a computational model of a single GC to gain insight in the putative affinity distribution among expanded and unexpanded subclones identified by B-cell repertoire sequencing. Inspired by existing models of affinity maturation (e.g., [102, 103, 104, 105]), we implemented a mathematical model that comprises a large evolving set of ordinary differential equations (ODEs) providing information about the abundance and affinity of individual subclones emerging during the GCR. We did not use one of the existing models since existing ODE models do not track individual subclones while agent based models (e.g., [105]) are faced with the additional complexity of GC spatial dynamics which we aimed to avoid. Moreover, most models are not available as a software implementation.

We show that our computational model is in agreement with the typical GC dynamics. We also show that the amount of expansion of selected B-cell lineages from repertoire data acquired from a human lymph node is qualitatively comparable to the level of expansion observed in the simulated data. Given this support for our model, we subsequently inspected the affinities and abundances of the individual subclones from the simulations, and found that the expanded and unexpanded B-cell subclone compartments each comprise a mixture of high and low affinity cells, i.e., there is only partial correlation between affinity and abundance of subclones within a clonal family. Moreover, the low abundant subclones were of highest affinity. Consequently, although repertoire sequencing enables the correct identification of expanded clones involved in immune disorders, the subsequent selection of high-abundant subclones within a clonal family does not necessarily result in the highest affinity subclone. Although at this stage these results cannot be experimentally validated, we argue that considering only subclone abundance might not be the most optimal strategy to select candidate B-cell clones for further characterization and Ag screening.

4.2. Material and Methods

Sample and experimental data

We selected a single sample for analysis and comparison to the simulation results. This sample represents leukocytes isolated from a lymph node from an otherwise healthy human individual, without ongoing infection (represented in biochemical parameters such as C-reactive protein). The sample was taken as described earlier [106]. Repertoire sequencing was performed as described in [93] using the Roche 454 sequencing platform to generate 7771 reads (6777 unique reads). Processing of the sequence data was performed as described in [93]. In brief, reads from a multiplexed sequence run were separated by their multiplex identifiers (MID) and aligned against the IMGT database [107] with BLAT [108] to identify the corresponding V and J segments. Subsequently, each read was translated to a peptide sequence and the CDR3 sequence was determined by identifying conserved motifs in the V and J segment that delineate the CDR3 [109]. Conse-
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quently, only in-frame reads were used. Sequences with uncalled bases in their CDR3 re-
gion were excluded from analysis. This resulted in 4454 unique subclones (clones within
a VJ family defined as a peptide with a unique V and J assignment, and unique CDR3
sequence). This amount of sequence reads is sufficient to represent capture most (ex-
panded) subclones but may miss subclones occurring at very low frequencies. A full
analysis and presentation of this and other lymph node samples we have will be part of
future paper.

The mathematical model
We developed a mathematical model using ordinary differential equations (ODEs) to de-
scribe the dynamics of individual subclones during the GCR. This model is implemented
in the R statistical environment version 3.2.2 [110] using R packages deSolve (version
1.12) [111], R6 (version 2.1.2), ggplot 2.0 and beeswarm 0.2.1. The software is available
as open source (GPLv3) on request from the author.

Overall simulation setup
Our simulation framework represents a simplified but adequate model of the GCR [92, 91] (Figure 4.1). Briefly, prior to the GCR, B cells and T cells are activated by recogni-
tion of their cognate antigen in the primary follicle and T-cell zone respectively (day -2 in
Figure 4.1). Activated B cells and T cells migrate to the interfollicular region and interact
resulting in the full activation of B cells while the T cells differentiate to T follicular helper
cells (Tfh). Two days after immunization the GCR is initiated (day 0 in our simulation)
with the Tfh cells and activated B cells migrating into the follicle, which is characterized
by a network of follicular dendritic cells (FDCs). Here, the B cells engage in a rapid mon-
oclonal expansion to over 10,000 cells at day 4 forming the GC. During this expansion a
dark zone comprising centroblasts (CBs) and a light zone comprising centrocytes (CC),
FDCs and Tfh cells are established. The dark zone is the site of B-cell clonal expansion
and BCR diversification through SHM producing novel subclones. The GC light zone is
the site of positive B-cell selection through Ag and Tfh binding and signaling. Together,
these processes are responsible for B-cell affinity maturation. SHM has been reported to
start at day 7 post-immunization in mice [112]. Oprea and Perelson [102] assumed that
the GC is initiated 3 days after immunization and, correspondingly, start SHM at day 4
of the GCR in their model. Others reported that SHM starts 2 days post-immunization
[113], or even prior to GC formation [114]. Following Oprea and Perelson, we also start
SHM at day 4 in our simulations. Following monoclonal expansion, memory cells and
plasma cells are starting to be produced (day 4 in our simulation). Although the pre-
cise mechanisms and timing of the output cells are not well-understood [115], it has
been proposed that initially mainly memory B cells are produced while at later stages
the GCR is dedicated towards (higher affinity) long-lived plasma cells [116, 117]. In our
model the production of memory and plasma cells starts at the same moment (day 4)
but we made the rate of plasma cell differentiation dependent on the absolute affinity
of the CCs resulting in a low plasma cell output during early stages of the GCR. Since we
were not interested in the production of output cells, these are not further discussed in
this paper. Our simulation starts at day 0 with three founder B cells (CBs) with different
affinities, and terminates after 21 days, the life span of an average GC. Consequently, we
do not model GC shutdown since its mechanisms remain to be established. Our model does not explicitly includes the dark/light zones, Ags, FDCs, or Tfh cells since we are not interested in the spatial dynamics nor in the precise selection mechanisms but rather in modelling subclonal diversity, expansion, and affinity. Therefore, to avoid an overly complex model, we represent the Ag and Tfh survival signals with sigmoidal functions as explained below.

![Simulation time line of the germinal center reaction](image)

**Figure 4.1:** Simulation time line of the germinal center reaction. The GCR starts with 3 founder B cells (affinities 0.1, 0.2 and 0.3 μM) 2 days after immunization and continues for 21 days.

### Somatic hypermutation, subclones, and affinity

The V, D, and J segments that make up the BCR cover four framework regions (FWRs) providing the Ab structural framework, and three Ag-binding complementary determining regions (CDRs) [118, 119]. Our model considers the FWR and CDR regions without an explicit nucleotide representation of the BCR but, instead, using a decision tree that decides on the fate of each individual SHM [103, 120, 121] (Figure 4.2). This tree involves probabilities for silent (synonymous mutations), lethal FWR, and affinity changing CDR mutations. The probabilities for replacement and silent mutations were determined from many mice germline sequences. The probability of the lethal mutations was based on studies that analyzed mutations patterns in real sequences. To determine the number of mutations during each CB cell division we defined the BCR to have a length of 600 nucleotides (i.e., one light and heavy chain). Given that the SHM rate is $10^{-3}$ per bp per division which this results in 0.6 mutations per division. We model this as a Poisson distribution $m = \text{Poisson}(\lambda = 0.6)$ and, consequently, each cell acquires 0, 1, or more mutations after each cell division. The mutation decision tree distinguishes the CDRs and their surrounding structural FWRs but does not differentiate between CDR1, CDR2 and CDR3 [119, 118].

In repertoire sequencing one is usually interested determining the population of (sub)clones in an immune response. Each of these subclones has its own binding affinity for the Ag. Since the CDR3 region is the main determinant in Ag-binding, one generally defines and discriminates these subclones on the basis of their unique CDR3 peptide sequence (within a VJ family). Alternatively, we can also define a subclone as having a unique BCR nucleotide sequences (i.e., V-CDR3-J). In the first situation, only non-synonymous SHMs in the CDR3 region produce new subclones, while in the second
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Figure 4.2: Fate of each somatic hypermutation. After each CB division the daughter cells are affected by \( m \geq 0 \) mutations affecting the framework region (FWR) with a probability of \( \alpha \) or the complementary determining region (CDR). A mutation may replace (R) an amino acid of the Ig FWR or CDR region with probability \( \beta \) and \( \gamma \) respectively. A mutation in the FWR is lethal with probability \( \delta \). A replacement mutation in the CDR is neutral or changes the affinity of the subclone. Part of our simulations neglect mutations indicated by the thick boxes to produce subclones at the peptide level. Probabilities in this tree are according to [103].

...situation each non-lethal SHM results in a new subclone. The mutation decision tree (Figure 4.2) is defined at the level of the nucleotide sequence and, consequently, in our simulation we implicitly define and track subclones at the nucleotide level throughout the GCR. Consequently, each SHM generates a new subclone that is initially represented as a single CB that subsequently proliferates and differentiates to co-exist as CB, CC, memory cell and plasma cell at succeeding time points. Alternatively, we may consider only CDR replacement mutations to define and track subclones at the peptide level. In this situation, each non-lethal replacement mutation in the CDR generates a new subclone. Since the tree does not specifically distinguish CDR3 from CDR1 and CDR2, our simulations at the peptide level effectively includes all three CDRs, which may give an overestimation of the number of unique clones compared to only considering the CDR3 as is done in repertoire sequencing experiments. However, since all three CDR regions are involved in Ag binding the simulation might be more realistic. Subclones with CB cell counts less than one (a result from using continuous differential equations; see below) are kept in our simulation but are not further be affected by SHM to avoid the generation of new subclones from these cells.

Each subclone in our model has a unique BCR with an absolute affinity \( \sigma \) that specifies the interaction strength with the Ag. The affinities of the three single cell founder CBs are set to arbitrary but different low affinity values (0.1, 0.3, and 0.5 \( \mu M \)). Three dif-
different values were chosen to establish an initial level competition between the founder cells. The magnitude of the initial affinities does not affect the dynamics of our model since this depends on relative affinities (see below). Only plasma cell output depends on absolute affinities. For each affinity changing mutation (Figure 4.2) the affinity of the affected subclone is updated according to $\sigma_{\text{new subclone}} = \sigma_{\text{parent}} + \Delta \sigma$ where $\Delta \sigma$ is drawn from a distribution $f(\sigma)$ with probability density function:

$$f(\sigma) = g(s, r) - \mu - (\sigma_{\text{parent}} \times 0.1), \quad (4.1)$$

where $g(s, r)$ is the inverse gamma distribution with $s = 3$ and $r = 0.3$ representing the shape and rate parameter respectively. $\mu$ is the expected value of $g(s, r)$ and subtracted from $g(s, r)$ to center the distribution $g$ around zero resulting in about equal chances for decreasing and increasing the affinity of mutated subclones. We used the gamma distribution because it is right skewed and, therefore, allows for a small chance for making larger affinity improvements representing key mutations [120, 122]. We do not distinguish between one or multiple affinity changing mutations. To account for the fact that mutations in higher affinity subclones have less chance to further improve affinity we shift distribution $f$ to the left as a function of the parent cell affinity (Supplementary Figure S1). The distribution shape and rate parameters (3 and 0.3) and the affinity shift (0.1) were chosen by trial and error such to obtain the dynamics of a typical GC.

**Positive and negative selection of subclones**

Following cell division and SHM, the CBs differentiate to CCs which are programmed to undergo apoptosis (negative selection) unless they receive survival signals (positive selection) through interactions with the Ag (presented by FDCs) and Tfh cells [91]. These selection mechanisms impose competition between the B-cell subclones, which is assumed to be based on their relative BCR affinities $\sigma_{\text{rel}}$ [91]. CCs bind Ag to acquire their first survival signal. Subsequently, the Ag is internalized and presented to Tfh cells. Higher-affinity B cells present more Ag and, therefore, compete favorably for the limited number of Tfh cells to acquire a second survival signal. Positively selected may CCs recycle to the dark zone for further rounds of division and SHM, or they differentiate into memory cells or plasma B cells.

To avoid an overly complex model, Ag and Tfh survival signals are modelled with a sigmoidal function:

$$S(\sigma_{\text{rel},i}) = \frac{\sigma_{\text{rel},i}^n}{k^n + \sigma_{\text{rel},i}^n}, \quad (4.2)$$

where $i$ denotes a subclone. This function converts relative affinities $\sigma_{\text{rel},i}$ to a signal strength between 0 and 1. Relative affinities are obtained by scaling absolute affinities $\sigma$ to values between 0 and 1. Signal $S$ affects the CB to CC differentiation rate ($\eta_{\text{CB} \rightarrow \text{CC}}$) and the CC apoptosis rate ($\mu_{\text{CC}}$) (Equations 5.2a and 5.2b). Recently, it was shown that higher affinity cells stay longer in the dark zone further facilitating their expansion and diversification resulting in less apoptosis [123]. This is accommodated by our model by multiplying the CB to CC differentiation rate with $(1 - S)$ resulting in a rate between 0 and its maximum value $\eta_{\text{CB} \rightarrow \text{CC}}$ (Table 5.1). Similarly, a higher signal reduces the apoptosis
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Figure 4.3: The relative affinity of each subclone determines the magnitude of the overall survival signal. Left axis: $S_d$ corresponds to signal affecting the CB to CC differentiation rate (dashed line). $S_a$ corresponds to the signal affecting CC apoptosis (dotted line). Right axis: effect of signal $S$ on the differentiation and apoptosis rates. A high signal results in low differentiation and apoptosis rates.

rate. We assume that $S$ does not affect these rates to the same extend and therefore we parameterized $S$ differently for differentiation and apoptosis. We set $k = 0.06$ and $n = 1$ for differentiation ($S_d$), and $k = 0.1$ and $n = 4$ for apoptosis ($S_a$; Figure 4.3). The parameters $k$ and $n$ were chosen to obtain a typical GC response that attains a maximum number of cells during the first phase of the GCR. During our simulation the emergence of new subclones with higher absolute affinity will “push” existing subclones with lower affinities to lower relative affinities as result of the scaling and, hence, to smaller survival signals resulting the vanishing of these subclones.

Ordinary differential equations

Each subclone $i$ assumes 4 phenotypes: centrocytes ($CC_i$), centroblasts ($CB_i$), memory cells ($M_i$), and plasma cells ($P_i$) (Figure 4.4). The temporal dynamics of each individual subclone is described by a set of ordinary differential equations (ODEs) representing these four phenotypes (Equations 5.2a to 5.2d).
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Figure 4.4: Graphical representation of the ordinary differential equations representing a single subclone $i$. Each subclone assumes four phenotypes: centrocytes (CC), centroblasts (CB), plasma cells (P) and memory cells (M). Cells proliferate ($\rho_{CB}$), differentiate ($\eta_{CB\rightarrow CC} \cdot (1 - S_d(\sigma_{rel,i}))$), or go into apoptosis ($\mu_{CC} \cdot (1 - S_a(\sigma_{rel,i}))$) with indicated rates. The apoptosis rate of CCs and differentiation rate of CBs depend on signal $S_a$ and $S_d$ respectively. Differentiation to plasma cells and differentiation rate of CBs depend on signal $S_a$ and $S_d$ respectively. Differentiation to plasma cells depend on the absolute affinity of the CCs.

\[
\frac{d CB_i}{dt} = \rho_{CB} \cdot \left( \frac{A^h}{CB_{total}^h + A^h} \right) \cdot CB_i + \eta_{CC\rightarrow CB} \cdot CC_i \\
- \left( 1 - S_d(\sigma_{rel,i}) \right) \cdot \eta_{CB\rightarrow CC} \cdot CB_i \tag{4.3a}
\]

\[
\frac{d CC_i}{dt} = \left( 1 - S_d(\sigma_{rel,i}) \right) \cdot \eta_{CB\rightarrow CC} \cdot CB_i - \eta_{CC\rightarrow CB} \cdot CC_i \\
- \left( 1 - S_a(\sigma_{rel,i}) \right) \cdot \mu_{CC} \cdot CC_i - \eta_{CC\rightarrow M} \cdot CC_i \\
- \eta_{CC\rightarrow P} \cdot \sigma_i \cdot CC_i \tag{4.3b}
\]

\[
\frac{d M_i}{dt} = \eta_{CC\rightarrow M} \cdot CC_i - \mu_M \cdot M_i \tag{4.3c}
\]

\[
\frac{d P_i}{dt} = \eta_{CC\rightarrow P} \cdot \sigma_i \cdot CC_i - \mu_P \cdot P_i \tag{4.3d}
\]

To allow the GC to grow to a sufficient number of cells during monoclonal expansion the signal $S_{[d,a]}$ is set to 0.9 for the first 4 days of the simulation to minimize differentiation of CBs to CCs and apoptosis of the initial CCs. The CB equation includes a density dependent expansion term defining nonspecific resource competition between the B cells, reducing their proliferation rate if the number of cells approaches $A$. The CC apoptosis rate and the CB to CC differentiation rate are multiplied by $\left( 1 - S_{[d,a]}(\sigma_{rel,i}) \right)$ for reasons explained above. Plasma cell differentiation depends on the absolute affinity $\sigma_i$
to reduce their production at earlier stages of the GCR. During the simulation we calculate the differential equations for periods of six hours (the duration of one CB division). After each period we impose SHM and update the population of subclones as described above. For each non-lethal SHM a new subclone and an additional set of four ODEs is created. The CB cell count for new subclones is set to one, while the corresponding cell counts for the CCs, memory cells and plasma B cells are set to zero. The CB cell count of the parent subclone is reduced by one. If the sum of CC and CB counts for subclone \(i\) is less than 0.1 cells we remove the subclone and corresponding equations from the system. Since SHM is a stochastic process that affects the subclone population and their (relative) affinities, we repeated simulations 15 times with the same initial conditions (three founder B cells with initial affinities 0.1, 0.3, and 0.5).

**Model parameters**

Parameter values for proliferation, differentiation, and apoptosis were obtained from literature (Table 5.1). Parameters \(A\) and \(h\) were chosen to limit the maximum size of the GC. Values for parameters for \(k, n, s, r\), and affinity shift were straightforwardly acquired by trail-and-error aiming to produce a typical GC response with a peak of at least 10,000 cells during the first phase of the GCR with our model. There is very limited (quantitative) data describing the GC response. We are not aware of any data obtained from human samples describing the dynamics of GC volume (number of cells) during the GCR. Consequently, the precise timing and magnitude of the maximum GC response, its decay, the biological variation of this response across samples and organisms, and the factors affecting this response remain to be established. The canonical GC response has, for example, been observed by tracking follicle center volume as fraction of total splenic volume in mice [124] or as fraction of the total volume of the GC in rat [125], which may be used as GC cell count substitutes. These volumes showed a peak during the first phase of the GC. Such measurements have been used previously to validate a GC model [105]. However, other studies showed that there might not exist a typical GC in terms of size [126] and that GCs in a single immune response might not be synchronized [98]. The lack of precise quantitative data, current uncertainties in GC dynamics, and our decision not the model GC termination limits the possibilities and value of a compute-intensive parameter inference strategy to obtain values for the aforementioned parameters. However, instead of our trial-and-error approach, Approximate Bayesian Computation algorithms [127], MEANS [128], or other methods may be used to fit parameters on complex stochastic models such as ours.

**Identification of expanded subclones**

To determine a threshold that identifies expanded subclones we follow an approach that is similar to the method applied in our previous repertoire sequencing studies, e.g., [93, 101]. First, a histogram of counts \(c\) (cell counts for simulated data and read counts for experimental data) for all (un)expanded subclones is constructed to reflect their cell/read count frequencies \(F(c)\) (Supplementary Figure S2). In general, subclones with low counts (e.g., \(c = 1\)) occur much more frequently (high \(F\)) than subclones with high count (e.g., \(c = 100\)). Next we define \(T\) as lowest count \(c\) for which \(F(c) = 0\). That is, no subclones with \(c\) cells/reads are observed. We assume that \(F(c \geq T) = 0\) for the un-
Table 1. Model parameters

<table>
<thead>
<tr>
<th>B cell type</th>
<th>Proliferation rate ((day^{-1}))</th>
<th>Differentiation rate ((day^{-1}))</th>
<th>Apoptosis rate ((day^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centroblast (CB)</td>
<td>(\rho_{CB} = 4) [129, 124, 130]</td>
<td>(\eta_{CB\rightarrow CC} = 6) [91]</td>
<td></td>
</tr>
<tr>
<td>Centrocyte (CC)</td>
<td>(\eta_{CC\rightarrow M} = 1) [131]</td>
<td>(\eta_{CC\rightarrow P} = 0.1) [131]</td>
<td>(\mu_{CC} = 4) [102]</td>
</tr>
<tr>
<td>Plasma cell (P)</td>
<td></td>
<td></td>
<td>(\mu_p = 0.25) [131]</td>
</tr>
<tr>
<td>Memory cell (M)</td>
<td></td>
<td></td>
<td>(\mu_M = 0.01) [131]</td>
</tr>
</tbody>
</table>

Other parameters

- Capacity \(A = 8000\)
- Number of founder cells: 3
- Initial affinities: 0.1, 0.3, 0.5 \text{mol}^{-1}
- \(k = 0.06, n = 1\) \((S_d)\)
- \(k = 0.1, n = 4\) \((S_d)\)
- \(h = 20\)
- \(s = 3.0\)
- \(r = 0.3\)
- affinity shift = 0.1

underlying but unknown null distribution of unexpanded subclones. We define subclones with \(c > T\) \((F(c) \geq 1)\) to be expanded. That is, subclones observed with cell/read counts \(c > T\) are larger than expected based on the distribution of unexpanded subclones. The threshold \(T\) is stringent but could be relaxed by defining the threshold \(T\) as the lowest count \(c\) for which \(F(T) < p\), with \(p \geq 1\).

The expansion threshold \(T\) was estimated for each individual simulation. We assumed that repertoire sequencing experiments measure mainly CCs since CBs do not, or at very low levels, express BCRs. Consequently, for the simulated data we determine threshold \(T\) from CC cell counts only. CC cell counts were taken from the last time point of the simulation.

Comparison of simulated and experimental data

We qualitatively compare subclone cell counts from our simulations to read counts from a single sample repertoire sequencing experiment. Since our computational model does not explicitly represent the BCR as a nucleotide (or protein) sequence we do not consider multiple (back) mutations occurring at previously mutated positions. Consequently, the number of different mutations and, hence, subclones in our simulation is slightly over-estimated.

Each unique nucleotide read obtained from repertoire sequencing (RNAseq) can be considered as a unique subclone representing a set of mutations acquired during affinity maturation. Statistics calculated for these subclones can be compared to statistics calculated for the nucleotide-level subclones generated in our simulations. Alternatively, we can define subclones measured in the sample at the peptide level as having unique combination of V and J segments (determined by alignment) together with a unique CDR3. The peptide level definition allows to compare the statistics from the experimental data to the peptide-level simulations (include all three CDRs). In contrast to subclones analyzed at the nucleotide-level, this definition considers any mutations in the CDR3 for the
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<table>
<thead>
<tr>
<th>Subclone</th>
<th>Total</th>
<th>Largest cluster (lineage)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Subclones</td>
<td>Reads</td>
</tr>
<tr>
<td>V3.7 - J4 (nt)</td>
<td>171</td>
<td>334</td>
</tr>
<tr>
<td>V3.74 - J4 (nt)</td>
<td>125</td>
<td>249</td>
</tr>
<tr>
<td>V3.23 - J4 (nt)</td>
<td>37</td>
<td>60</td>
</tr>
<tr>
<td><strong>Total (nt)</strong></td>
<td><strong>333</strong></td>
<td><strong>643</strong></td>
</tr>
<tr>
<td>V3.7 - J4 (pep)</td>
<td>89</td>
<td>606</td>
</tr>
<tr>
<td>V3.74 - J4 (pep)</td>
<td>97</td>
<td>519</td>
</tr>
<tr>
<td>V3.23 - J4 (pep)</td>
<td>76</td>
<td>193</td>
</tr>
<tr>
<td><strong>Total (pep)</strong></td>
<td><strong>262</strong></td>
<td><strong>1318</strong></td>
</tr>
</tbody>
</table>

| V3.7 – J4 (pep) | 89 | 606 | 9 | 417 |

V and J nomenclature following IMGT [118, 107]. Subclones are defined as unique nucleotide sequences (nt) or as peptides (pep) with unique V and J assignment and a unique CDR3 sequence. For each V-J family the number of subclones and corresponding number of sequence reads are shown. The selected clusters for the given V-J segments correspond to the largest cluster of subclones having ≤ 2 differences at nucleotide or peptide level. For V3.7-J4 the second largest cluster, which contains the most abundant subclone, is also included.

Repertoire sequencing experiments performed on tissue (e.g., lymph node) generally results in a representation of subclones from multiple GCs and, most likely, different Ag responses, while in our simulation we generate subclones from a single GCR initiated by three founder clones. We account for this by selecting subclones corresponding to three lineages from sample LN25. We first map all reads against reference sequences extracted from the IMGT database to determine their V and J segments. Subsequently, observed combinations of V and J are counted, and reads corresponding to the three most abundant V-J combinations (V3.7-J4, V3.74-J4, V3.23-J4) are selected. The resulting three groups of reads still comprise subclones from multiple lineages. Therefore, we subsequently aligned all pairs of reads within each V-J group to determine the number of nucleotide differences (mutations) between them. Each pair of reads with two or fewer differences are connected to form clusters of subclones that are assumed to belong to the same lineage. Finally, the largest cluster (lineage) for each V-J combination was selected. The same procedure was followed at the peptide level. Since these three clusters did not include the most abundant subclone we also selected the second largest cluster from the V3.7-J4 subclones. The results of this procedure are shown in Table 4.2. Note that the number of differences between pairs of not connected reads within a cluster (lineage) may be larger than 2. These clusters of reads could in principle be subjected to further phylogenetic analysis to determine a lineage tree establishing their relationships [132].
4.3. Results

First we confirm that the computational model produces the dynamics of a typical GC response. We performed 15 repeated simulations with subclones defined at the nucleotide level. In agreement with previous work the GC response peaks around day 8 (Figure 4.5A) [124, 125, 126]. The size of the GC reaches approximately 14,000 cells, which is in agreement with estimations from histological sections of two GCs [133]. The CB to CC ratio (not shown) after day 8 remains between 1.4 and 2.0 is in agreement with data obtained from intravital microscopy [134]. The maximum number of SHMs in subclones emerging from our simulation ranges from 4 (day 10) to 11 (day 21) and is in good agreement with the 9 somatic mutations found in a single Ab after affinity maturation [135], with the 8 to 18 mutations found in an analysis of BCR sequences obtained from cells from GC sections derived from human lymph nodes [133], and with the 4 to 9 mutations observed in B cells from single GCs obtained from mice lymph nodes [136]. Monoclonal expansion of the 3 founder cells results in many low affinity subclones at the initial GC stage, but gradually higher affinity clones start to appear and out-compete lower affinity subclones. As expected from affinity maturation, and in agreement with other computational models (e.g., [102, 105]), the subclone population evolves to higher affinities (Figure 4.5B). The drop in the CB cell count after day 4 is caused by the initiation of SHM and the subsequent differentiation to CCs that may go into apoptosis. Since we do not model GC shutdown the cell counts remain relatively stable after 14 days. These results show that our computational model adequately captures the dynamics of a typical GCR.

Figure 4.5: Overall GC dynamics emerging from the model. CB and CC with cell counts > 0 are plotted. (A) Dynamics of CB and CC cell counts during the GCR. Top curve shows the total cell count. Each point represents the average cell count of 15 simulations at time intervals of 6 hours (1 CB division). The vertical lines denote the standard deviations. (B) Evolution of absolute affinities during the GCR. Each colored line corresponds to an affinity class for which we summed the cell counts of the corresponding subclones.
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Subclonal diversity

Figure 4.6 shows the dynamics of individual subclones during the GCR at the nucleotide and peptide level. Initially, 3 founder clones expand monoclonally until day 4 after which SHM is initiated and new subclones with higher affinity start to be produced. The three low-affinity founder subclones reach high cell counts since, during monoclonal expansion, no lethal SHM occurs and $S_{d,a}$ assumes a large value (0.9) resulting in a very low rate of CB differentiation and CC apoptosis. New (higher affinity) subclones realize much lower cell counts because they start as single proliferating cells but are also reduced in count due to new mutation events and apoptosis as a result of competition with higher affinity subclones. Interestingly, although the population of subclones evolves to higher affinities (Figure 4.5B) there is not a single nor a small set of subclones that dominates this population during the later stages of the GCR. In fact, the number of unique subclones (Figure 4.6A) remains around 550 during the second half of the GCR.

From sample LN25 we identified 112 nucleotide-level defined subclones (i.e. unique sequence reads) corresponding to 300 reads in the three largest lineages (Table 4.2). Since multiple sequence reads may originate from a single B-cell it is not possible to scale these numbers to 14,000 GC cells but obviously 300 reads do not represent this many GC cells. Therefore, these 112 subclones are an underestimation of the true number of subclones in a single GC. Although this number does not provide a validation for the 550 subclones observed in our simulations, it does show that the diversity of subclones in the experiment and the simulations is high. Using multiphoton microscopy and sequencing
it was recently shown that efficient affinity maturation can occur without homogenizing selection, and that loss of clonal diversity during the GCR varies widely from one GC to the other [136]. Note that when comparing Figure 4.6A (nucleotide level) to 4.6B (peptide level) the overall dynamic behavior is similar but the cell counts of higher affinity peptide-level subclones are about five times larger. An increase in cell count is expected since, in this scenario, neutral and synonymous somatic mutations do not result in new subclones and, hence, no reduction of cell counts. The number of unique subclones is still in the same order of magnitude as the previous simulation but counterintuitively increased compared to previous situation since a decrease is expected due to the fewer mutations imposed on these subclones. The observed increase is, however, a result of plotting and summing only the subclones with CC cell counts ≥ 1. Including cell counts < 1 shows that the number of subclones does indeed decrease (data not shown).

**Subclonal expansion**

Expanded subclones are derived from experimental data on the basis of their peptide-level definition and relative abundance. Basically, this definition neglects any mutation in the V and J region as well as synonymous mutations in the CDR3. We identified expanded subclones from the experimental data (Figure 4.7). First, the expansion threshold was determined using all subclones from the LN25 sample resulting in 34 expanded subclones. Using this threshold (T = 14), a total of 3 and 9 subclones from the V3.7-J4 and V3.23-J4 subclones respectively are expanded. For each V-J family, Figure 4.7 also shows the subclones corresponding to the largest cluster (read counts ranging from 1 to 11), and for V3.7-J4, the subclones corresponding to the second largest cluster (read counts ranging from 1 to 261). This shows that subclones within a B-cell lineage may exhibit a wide range of read counts, which is in agreement with our simulated data. It also shows that the most abundant subclones do not necessarily belong to the largest cluster within a V-J family.

The clonal size (number of reads of a subclone divided by total number of reads) of the expanded LN25 subclones varies from 0.2 to 3.4%. Together, these represent 0.8% (34 out of 4454) of all subclones. This is similar to the amount of expansion found in one of our previous studies where clonal sizes ≥ 0.5% were found to represent expanded subclones representing 0.3% and 1.9% of the subclones in peripheral blood and synovial tissue of RA patients respectively [101]. Since our computational model does not explicitly consider V and J segments, and because we cannot distinguish CDR3 from CDR1 and CDR2 mutations, we cannot group subclones resulting from our simulation in a way similar to the experimental data. However, by neglecting neutral and silent FWR/CDR mutations we can simulate subclones at the peptide level. The resulting subclones differ only in their CDR regions. The expanded peptide-level subclones in our simulation represent clonal sizes ranging from 0.3 to 8.7% representing 0.3 to 1.0% of the subclones. This degree of expansion is in the same order of magnitude as expansion observed in our experimental data.

**BCR affinity of (un)expanded subclones**

Repertoire sequencing only provides information about the relative abundance of B-cell subclones in a sample. In contrast, our computational model also provides information
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Figure 4.7: Subclones measured in a lymph node sample (LN25) from a healthy individual. The blue points show the read counts for all 4454 subclones measured in this sample (34 expanded subclones). The expansion threshold \( T = 14 \) is determined from the all LN25 subclones, and indicated by the dashed line. Subclones of the three most abundant V-J combinations are shown in orange, green, and purple. The red dots indicate the subclones of the largest clusters and, for V3.7-J4, also the second largest cluster. Read counts of the expanded subclones are shown. The numbers in the parenthesis show the number of expanded subclones in the presented V-J subsets.

Figure 4.7: Subclones measured in a lymph node sample (LN25) from a healthy individual. The blue points show the read counts for all 4454 subclones measured in this sample (34 expanded subclones). The expansion threshold \( T = 14 \) is determined from the all LN25 subclones, and indicated by the dashed line. Subclones of the three most abundant V-J combinations are shown in orange, green, and purple. The red dots indicate the subclones of the largest clusters and, for V3.7-J4, also the second largest cluster. Read counts of the expanded subclones are shown. The numbers in the parenthesis show the number of expanded subclones in the presented V-J subsets.

about the (relative) affinity of each subclone, which we use to gain insight in the affinity distributions among expanded and unexpanded subclones. High absolute affinity was defined by setting a threshold at the 75th percentile of absolute affinities of all subclones produced during the course of the GCR (range 1.53 – 10.6; 75th percentile is 3.00). Figure 4.8 shows the number of high and low affinity subclones among (un)expanded subclones for 15 simulations with subclones defined at the peptide level. The number of low affinity subclones among expanded cells varies from 17 to 70%, while the number of high affinity subclones among the unexpanded cells is relatively constant at about 25%. In 14 out of 15 simulations the affinity of most abundant subclones belongs to the highest 25% of affinities (Figure 4.9A) but these subclones never assume the highest affinity (Figure 4.9B). Figure 4.9B shows that the affinity tends to increase with subclone abundance (spearman rank correlation is 0.6) but that the largest affinities correspond to low abundant subclones. Increasing the affinity threshold to 95% results in more low affinity subclones among the expanded subclones (data not shown).

Although the affinity distributions depends on the expansion and affinity thresholds, the results demonstrate that lower affinity cells will be among the expanded subclones and vice versa. However, in a repertoire sequencing experiment one might not detect the very low abundant (high affinity) subclones. The high-affinity cells in the unexpanded fraction are either new subclones that have undergone significant affinity improvement but did not yet have sufficient time to proliferate, or are high-affinity subclones previously expanded but now being outcompeted by new subclones.
Figure 4.8: Numbers of high (dark gray) and low (light gray) affinity subclones among expanded (A) and unexpanded (B) subclones in 15 simulations (x-axis). Subclones were defined at the peptide level. There are many more unexpanded subclones compared to expanded subclones. Only subclones with CC cell counts > 0 were counted. The numbers at the x-axis denote the thresholds for expansion ($T$) and absolute affinity (75th percentile).
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Figure 4.9: (A) distribution of high affinity subclones (red) among all subclones for 15 simulations. (B) Density plot of CC cell counts and absolute affinity for simulation 1. Inset shows only the low abundant subclones. Data points show a selection of subclones imposed on the density plot. Green points denote the expanded subclones. Purple points indicate a selection of low abundant subclones. The red line shows a lowess regression to indicate the overall relation between abundance and affinity.
4.4. Discussion

The identification of autoreactive B cells is important for understanding the pathogenesis of auto-immune diseases and developing therapies that target specific B cells to improve clinical outcome. However, for many autoimmune disorders the Ags are unknown which makes screening approaches challenging. Repertoire sequencing strategies have been developed as an alternative Ag-agnostic approach to identify autoreactive B cells relying on the assumption that expanded B cells measured in blood or tissue are involved in the pathogenesis of the disease. B-cell subclones identified by sequencing can be cloned and functionally characterized, and used to identity the autoantigen. In previous work we demonstrated that expanded clones identified by repertoire sequencing of synovium samples from RA patients point to putative autoreactive B cells [101]. This potentially provides the opportunity to develop novel therapeutic approaches targeting these cells.

(Deep) repertoire sequencing is successfully used for the identification of (autoreactive) B cells involved in immune disorders by relying on the assumption that expanded clones play a key role in the pathogenesis of the disease. However, no information is provided about the affinity of subclones measured with repertoire sequencing. It is reasonable to assume that expanded B cells have higher affinities than the background population of naive B-cells. However, since it is virtually impossible to measure affinity for many subclones detected in a sample, we developed a computational model to investigate the relation between subclone abundance and affinity. Although our computational model was not expected to provide precise quantitative results, we showed that the fraction of low affinity cells among expanded subclones, and the fraction of high affinity subclones among unexpanded B cells are substantial (Figure 4.8). Nevertheless, we showed a moderate positive correlation between subclone abundance and affinity. However, we also showed that the highest affinity subclones are of very low abundance. (Figure 4.9). We showed that the abundance of subclones within a lineage may vary widely. We conclude that repertoire sequencing is able to identify expanded Ag experienced clones but the most abundant subclones within these expanded clonal families are not necessarily the subclones with the highest affinity.

The abundancy-based selection of subclones is not a bad strategy since it leads to the identification of specific (sub)clones involved in (auto)immune disorders. The identified high abundant subclone can subsequently be characterized or used in Ag screening. Using the identified subclone together with phylogenetic analysis one could identify other subclone members of the same lineage and, subsequently, determine their affinities. The combination of abundancy and affinity might further guide the selection process. However, as explained, this is not feasible with current experimental approaches. There are, however, alternative selection strategies that can be used. For example, it has been shown that representative Abs selected from clonal families reconstructed by phylogenetic analysis neutralize influenza more effectively than “singleton” Abs that use heavy-chain V(D)J and/or light-chain VJ gene segments that are not used in any other Ab in the repertoire [95]. They showed that Abs from clonal families had significantly higher affinity than did singleton antibodies. Such strategy could be combined with subclone abundance. In previous work we have shown that the identification of pathogenic subclones in RA benefits from the selection of high-abundant subclones that are present in multi-
ple joints within a patient [101, 137]. It would be interesting to determine the affinity of these overlapping subclones in comparison to high abundant non-overlapping clones.

Our modelling efforts were motivated by the fact that it is currently infeasible to measure the affinities of large populations of subclones. We realize that at the same time this also prohibits direct experimental validation of the affinity distribution generated by our simulations. However, with evolving experimental technologies and approaches this may become feasible in the future. Using a tractable immunization mouse model and a well-defined Ag might be a first step towards validation. In this case a single cell strategy is required to sequence both the heavy and light Ig chains. Subsequently, the IgGs must be cloned and expressed followed by measuring antibody-antigen binding kinetics using surface plasmon resonance [138]. However, it will remain difficult for clinical samples.

Surprisingly, our model shows that the number of unique subclones in a single GC remains remarkably constant throughout the GCR and does not evolve to a single or few high affinity dominating subclones although the affinity of the population as a whole increases as has been shown in previous studies [102, 105]. Moreover, the cell counts of individual subclones remain very low. Adding additional mechanistic detail (e.g., GC shutdown) is unlikely to change this observation. Moreover, this observation is in agreement with repertoire sequencing data and also seems in agreement with a recent study that showed that many clones may mature in parallel and sporadic clonal bursts generates many SHM variants of a clone [136].

Our model can be improved in several ways. Given the current results it would be interesting to investigate if our results would hold with more detailed GC models since with the model it is very difficult to control the amount of expansion by change the sigmoid functions without distorting the overall GC dynamics (although this might happen also in vivo. It would be interesting to investigate what exactly controls selection pressures and how this affects subclonal expansion and the BCR affinity distribution. Nevertheless, as we have shown, the current magnitude of expansion observed from the model is in the same order of magnitude as observed in experimental data. To allow a better comparison to the experimental data we plan to include an explicit representation of the BCR as a nucleotide sequence in our future model. This would allow to distinguish between the different CDR regions, to account for multiple (back) mutations at identical positions, and to more precisely specify subclones at both the nucleotide and protein level. In analogy to [139, 97], this would allow to explore the clonal composition and subclonal dynamics in a system where the best affinity BCR sequence is known and may be reached in few (key) mutations such as in the response against (4-hydroxy-3-nitrophenyl)acetyl [139, 97]. However, in general, the incorporation of realistic affinities in GC models will remain a challenge. Another interesting extension would include the egress of B cells to investigate the (sub)clonal composition in blood and to compare this to repertoire sequencing data obtained from blood samples.
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4.5. Supplementary Material
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Figure 4.10: Distribution \( f(\sigma) \) used to change affinity of mutated subclones. A mutation may decrease or increase the affinity of a B-cell. There is a small chance of making a large affinity improvements (representing key mutations). The distribution is shifted to the left with \( 0.1 \times \sigma_{\text{parent}} \) for cells with higher affinities to decrease the chance for further improvements.
Figure 4.11: Determination of threshold for expanded subclones. See main text for further explanation.
Chapter 5
The evolution of B-cell lineage trees during affinity maturation

B-cell affinity maturation in germinal centres (GCs) during an immune response is a crucial mechanism of our immune system, which is, however, hard to assess experimentally. Lineage trees reconstructed from B-cells subjected to affinity maturation have been reconstructed from experimental data. The resulting shape parameters of the tree have been shown to reflect the properties of affinity maturation. In this study we used a computational model to explore the evolution of B-cells lineage trees during affinity maturation in a single GC. We analyzed lineage tree parameters such as total number of nodes, node outgoing degrees and tree length and followed changes in these parameters as the immune response progressed. Since our model also provides information about subclonal abundance (cell counts) and affinity, we integrated those quantities in the lineage tree. This provides additional information about B-cell affinity maturation which is virtually impossible to obtain using experimental data.

5.1. Background

B-cell affinity maturation is a key defence mechanism of the adaptive immune system that improves the response against pathogens. Affinity maturation takes place in germinal centres (GCs), which are specialised structures in lymphoid organs where B cells proliferate with a high rate and undergo somatic hypermutation (SHM). SHM affects the genes coding for the B-cell receptor (BCR) which is responsible for antigen (Ag) binding. The evolution of B cells as result of affinity maturation can be visualized and analysed by constructing B-cell lineage trees from sequenced BCRs. In such tree every node represents a unique subclone (variant of a clone within VJ family produced by SHM [140]) and, consequently, SHM events can be followed. Tree edges represent the number of mutations between two connected subclones. The root of the tree generally represents the un-mutated germline sequence, while the leaves represent the subclones (at the end of affinity maturation) that were not further mutated. It has been suggested that the shape of the lineage tree reflects differences in the affinity maturation process in health and disease. Lineage tree shapes can be characterized by graph parameters such as number of nodes and average outgoing degree [141, 104]. Several tools have been developed to support the reconstruction and annotation of lineage trees from experimental data [142, 132, 143, 144].

Lineage trees have been used to confirm the role of GC as the location of SHM [145, 146, 139], to identify lineage relationships between cells from independent GCs

---
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[147] or from different tissues [148], and to analyse broadly neutralizing HIV antibodies [149]. A general discussion about the molecular evolution of B-cell receptors may be found in [150]. The evolution of a lineage tree during the germinal centre reaction (GCR) from a limited number of experimentally derived sequences was shown by Jacob (1993) and further analysed by Dunn-Walters and co-authors [141]. They showed that during the GCR, the lineage trees gradually change to longer, more pruned, shapes due to positive and negative selection of B cells. In addition, they compared lineage trees constructed from immunoglobulin (Ig) sequences obtained from human spleen and Peyer’s patches and concluded that B cells in spleen were subjected to stronger selective forces. Finally, they were able to show that a selection of tree graph parameters significantly correlated to parameters (mutation rate, selection threshold) of a simple computational model of affinity maturation. Similar analyses were conducted by Shahaf et al. who used lineage trees to compare primary and secondary immune responses in silico [104]. Based on their analysis, tree graph parameters such as the outgoing degree of the tree root could be related to the selection threshold and initial affinity. However, later it was argued that these correlation may not be significant since experimental factors were not accounted for and because some of the graph parameters measures may reflect differences in the overall population size between tested conditions [151]. Instead, Uduman et. al proposed to incorporate tree shape measures into statistical tests to detect selection of BCR sequences because shape parameters alone may not be very reliable.

Stern and co-workers analysed B-cell lineage trees to address the mechanism of B-cell maturation and trafficking between the central nervous system (CNS) and secondary lymphoid organs in multiple sclerosis (MS) [152]. It was suggested that MS CNS B cells encounter antigen and improve their affinity in the secondary lymphoid tissue. Part of these B cells then populate the CNS but continue trafficking between the CNS and periphery. Similarly, lineage tree analysis was used to study diversification of B cells found in inflamed intestinal tissue of two ulcerative colitis patients as well as B cells from mucosa-associated lymph nodes (LN) [153]. Tree shapes revealed active clonal diversification in ulcerative colitis patients. Moreover, B cells from intestinal tissues and the associated lymph nodes were shown to be clonally related, thus supplying evidence for B-cell trafficking between gut and associated lymph nodes. More recently, lineage trees were used to analyse two time-scales in affinity maturation of naive and reactivated B cells [96]. Naive B cells start with a germline state without mutations. In contrast B memory cells that are reactivated begin with a mutated, affinity-matured receptor, which is then further diversified during a GCR. B-cell lineage trees also revealed changes in affinity maturation with age supporting the observation that elderly produce increased levels of antibodies to autologous antigens and are less able to make high-affinity antibodies to foreign antigens [154]. This study showed also demonstrated tissue-specific differences between Peyer’s patch GC and splenic GC with age. Lineage tree analysis applied to study autoimmune diseases showed that tree sizes in these diseases are larger compared to normal controls indicating that more mutations accumulated [155, 156]. This was expected from the chronic nature of autoimmune disorders. However, based on the analysis of the outgoing degree (see below) these studies also showed that autoimmune diseases and normal controls experienced similar selection pressure.

In this study we explore the evolution of B cells during affinity maturation in a sin-
gle GC by using a computational model which we developed in Chapter 4. In contrast to previous studies that investigated tree evolution from a limited set of experimentally-derived sequences [139, 141], our computational model enables the construction of trees including every subclone produced by SHM during affinity maturation. We analysed the change in graph parameters during the GCR and show that the total number of nodes and tree length behave in a similar fashion with experimentally derived trees. One advantage of our computational model is that it also provides information about subclonal abundance and affinity. We show how this can be integrated in the lineage tree to provide information that currently is virtually impossible to derive from experimental data. By repeating our simulations we also obtain insight in the variability of the tree shapes as result of SHM.

5.2. Methods

Software

We developed a mathematical model using ordinary differential equations (ODEs) to describe the dynamics of individual subclones during the GCR. This model is implemented in the R statistical environment version 3.2.2 [110] using R packages deSolve (version 1.12) [111], R6 (version 2.1.2), ggplot 2.0, igraph 1.0.1 and beeswarm 0.2.1. The software is freely available as open source (GPLv3) on request from the author.

Computational model

Here we describe the main aspects of our computational model. Further details can be found in Chapter 4. The GC and affinity maturation are reviewed in (Victora, 2012; Silva and Klein; 2015). Our model starts with a monoclonal expansion of B cells (centroblasts; CB) at day 0 to over 10,000 cells at day 4. During this expansion phase and the remainder of the GCR, the CBs differentiate to centrocytes (CC). SHM and the production of plasma B cells and memory B cells is initiated at day 4. At day 21 the GCR is terminated. The Ag and T follicular help (Tfh) survival signals are modelled with sigmoidal functions $S_d$ and $S_a$ that affect the rate of CB to CC differentiation, and the rate of CC apoptosis respectively. Effectively, these functions induce competition between the subclones through positive and negative selection. SHM with a rate of $10^{-3}$ per bp per division is modelled with a Poisson distribution $m = \text{Poisson}(\lambda = 0.6)$. The fate of each mutation is determined a decision tree involving silent (synonymous mutations), lethal FWR, and affinity changing CDR mutations [103, 120] (Figure 5.1). The lineage trees that we construct during the simulation are based on unique subclones that are defined as having a unique CDR protein sequence. Each new subclone created by SHM starts as a CB and, subsequently proliferates and differentiates to and co-exist as CB, CC, memory cell and plasma cell at succeeding time points. Subclones that with CB cell counts $\leq 1$ are kept in our simulation be are not further be affected by SHM to avoid the generation of new clones from these cells. Each subclone in our model has a unique BCR with an absolute affinity $\sigma$ for the Ag. The affinities of the three single cell founder CBs are set to arbitrary but different low affinity values (0.1, 0.3, and 0.5 $\mu$M). For each affinity changing mutation (Figure 5.1) the affinity of the affected subclone is updated according to $\sigma_{\text{new subclone}} = \sigma_{\text{parent}} + \Delta \sigma$ where $\Delta \sigma$ is drawn from a distribution $f(s, r, \sigma)$ with
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\[ n = \text{Poisson}(\lambda=0.6) \]

\[ \alpha = 0.75 \quad 1-\alpha = 0.25 \]

\[ \beta = 0.75 \quad 1-\beta = 0.25 \]

\[ \gamma = 0.75 \quad 1-\gamma = 0.25 \]

\[ \delta = 0.5 \]

Neutral Lethal Affinity change

\[ \delta = 0.5 \]

\[ \alpha = 0.75 \quad 1-\alpha = 0.25 \]

\[ \beta = 0.75 \quad 1-\beta = 0.25 \]

\[ \gamma = 0.75 \quad 1-\gamma = 0.25 \]

New subclone with one cell added

New cell added

Cell removed

New cell added

New cell added

Figure 5.1: Fate of somatic hypermutations during the germinal centre reaction.

\[
f(\sigma) = g(s = 3.0, r = 0.3) - \mu - (\sigma_{\text{parent}} \times 0.1), \quad (5.1)\]

where \(g(s, r)\) is the inverse gamma distribution. \(\mu\) is the expected value of \(g\) and used to center the distribution around zero resulting in about equal chances for decreasing and increasing the affinity of mutated subclones. To decrease the chance for high affinity subclones to further improve their affinity we shift distribution \(f\) to the left as a function of the parent cell affinity.

**Ordinary Differential Equations**

Each subclone \(i\) can assume 4 phenotypes: centrocytes (\(CC_i\)), centroblasts (\(CB_i\)), memory cells (\(M_i\)), and plasma cells (\(P_i\)) (Figure 5.2). The temporal dynamics of each individual subclone is described by a set of ordinary differential equations (ODEs) representing these four phenotypes (Equations 5.2a to 5.2d; Table 5.1).

\[
\frac{d CB_i}{dt} = \rho_{CB} \cdot \left( \frac{A_h}{CB_{total} + A_h} \right) \cdot CB_i + \eta_{CC\rightarrow CB} \cdot CC_i - \left( 1 - S_d(\sigma_{rel,i}) \right) \cdot \eta_{CB\rightarrow CC} \cdot CB_i \quad (5.2a)
\]
Figure 5.2: Representation of the GC model. Phenotypes of a single subclone are shown: centrocytes $CC_i$, centroblasts $CB_i$, plasma $P_i$ and memory $M_i$ cells, where $i$ is a subclone index. Arrows represent cell proliferation rate ($\rho_{cb}$), differentiation rates ($\eta_{CB\rightarrow CC}$, $\eta_{CC\rightarrow CB}$, $\eta_{CC\rightarrow P}$, $\eta_{CC\rightarrow M}$) and death rates ($\mu_{CC}$, $\mu_{P}$, $\mu_{M}$). $S_d$ and $S_a$ represent the survival signals affecting differentiation and apoptosis. $\sigma_i$ and $\sigma_{i,rel}$ represent the subclone absolute and relative affinities.

\[
\begin{align*}
\frac{dCC_i}{dt} &= \left(1 - S_d(\sigma_{rel,i})\right) \cdot \eta_{CB\rightarrow CC} \cdot CB_i - \eta_{CC\rightarrow CB} \cdot CC_i \\
&- \left(1 - S_a(\sigma_{rel,i})\right) \cdot \mu_{CC} \cdot CC_i - \eta_{CC\rightarrow M} \cdot CC_i \\
&- \eta_{CC\rightarrow P} \cdot \sigma_i \cdot CC_i \\
\frac{dM_i}{dt} &= \eta_{CC\rightarrow M} \cdot CC_i - \mu_{M} \cdot M_i \\
\frac{dP_i}{dt} &= \eta_{CC\rightarrow P} \cdot \sigma_i \cdot CC_i - \mu_{P} \cdot P_i
\end{align*}
\] (5.2b) (5.2c) (5.2d)

To facilitate monoclonal expansion to about 10,000 cells the signal $S$ is set to 0.9 for the first 4 days of the simulation to minimize apoptosis of CCs and differentiation to CBs. CB equation includes a density dependent expansion term defining nonspecific resource competition between the B cells, reducing their proliferation rate if the number of cells approaches $A$. The CC apoptosis rate and the CB to CC differentiation rate are multiplied by $\left(1 - S_{a,d}(\sigma_{rel,i})\right)$ to facilitate B-cell selection. Plasma B-cell differentiation depends on the absolute affinity $\sigma_i$ to reduce their production at earlier stages of the GCR. During the simulation we calculate the differential equations for periods of six hours (the duration of one CB division). After each period we impose SHM and update the population of subclones. For each non-lethal SHM a new subclone and an additional set of four ODEs is created. The CB cell count for new subclones is set to one, while the corresponding cell counts for the CCs, memory cells and plasma B cells are set to zero. The CB cell count of the parent subclone is reduced by one. If the sum
of CC and CB counts for subclone \( i \) is less than 0.1 cells we remove the subclone and corresponding equations from the system.

**Lineage tree construction**

Lineage trees reconstructed from experimentally derived sequence are mainly based on CCs (since CBs do not, or at very low levels express the BCR). Consequently, in our simulation we construct lineage trees from CCs only. We only used CCs with cell counts \( \geq 1 \).

In our simulation we incrementally build the lineage trees for each of the three founder B cells while new subclones are being produced by non-lethal SHM. Therefore, in contrast to tree reconstruction from experimental data we did not have to use any special tree reconstruction method. Moreover, we were able to construct lineage trees where the difference between any connected two nodes is a single mutation.

**Calculation of graph parameters**

We analysed lineage trees resulting from the founder cell with the highest initial affinity. We repeated the simulation 14 times to obtain information about the change in variability during the GCR for each individual graph parameter.

For every lineage tree we calculated and discussed a subset of nine graph parameters that changed during the GCR (Table 5.2, Figure 5.3):

The graph parameters can be interpreted in terms of affinity maturation. The total number of nodes (\( N \)) represents the number of subclones produced through the GCR. The total number of leaves (\( L \)) represents the number of distinct subclones that were not further affected by SHM. Internal nodes (\( IN \)) include all nodes except the root and leaves. Part of these internal nodes represent living subclones that still reside in the population of subclones. Pass through nodes (PTNs) represent subclones with exactly one child. Although a subclone (a PTN) could have produced descendants during the GCR, these subclones did not survive the selection process or the mutations producing these subclones were lethal. In contrast, split nodes (\( S \)) have two or more descendants. The outgoing degree represents the number child subclones produced by SHM for each non-leave

---

**Table 5.1: Model parameters.**

<table>
<thead>
<tr>
<th>B-cell type</th>
<th>Proliferation rate ((day^{-1}))</th>
<th>Differentiation rate ((day^{-1}))</th>
<th>Apoptosis rate ((day^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centroblast ((CB))</td>
<td>( \rho_{CB} = 4 ) [129, 124, 130]</td>
<td>( \eta_{CB \rightarrow CC} = 6 ) [91]</td>
<td></td>
</tr>
<tr>
<td>Centrocyte ((CC))</td>
<td></td>
<td>( \eta_{CC \rightarrow M} = 1 ) [131]</td>
<td>( \mu_{CC} = 4 ) [102]</td>
</tr>
<tr>
<td>Plasma cell ((P))</td>
<td></td>
<td>( \eta_{CC \rightarrow P} = 0.1 ) [131]</td>
<td>( \mu_{P} = 0.25 ) [131]</td>
</tr>
<tr>
<td>Memory cell ((M))</td>
<td></td>
<td>( \eta_{CC \rightarrow CB} = 1 ) [91]</td>
<td>( \mu_{M} = 0.01 ) [131]</td>
</tr>
</tbody>
</table>

**Other parameters**

Capacity \( A = 8000 \)

Number of founder cells: 3

Initial affinities: 0.1, 0.3, 0.5 \( mol^{-1} \)

\( k = 0.06, n = 1 \) \((S_d)\)

\( k = 0.1, n = 4 \) \((S_a)\)

\( h = 20 \)

\( s = 0.3 \)

\( r = 0.3 \)

\( \text{affinity shift} = 0.1 \)
Table 5.2: Graph parameters.

<table>
<thead>
<tr>
<th>Graph parameter</th>
<th>Abbreviation</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Total number of nodes</td>
<td>N</td>
<td>[47,1235]</td>
</tr>
<tr>
<td>2 Total number of leaves</td>
<td>L</td>
<td>[33,867]</td>
</tr>
<tr>
<td>3 Number of internal nodes</td>
<td>IN</td>
<td>[13,483]</td>
</tr>
<tr>
<td>4 Number of pass through nodes</td>
<td>PTN</td>
<td>[7,361]</td>
</tr>
<tr>
<td>5 Average outgoing degree (except the root)</td>
<td>avgOD</td>
<td>[4,267]</td>
</tr>
<tr>
<td>6 Root outgoing degree</td>
<td>rootOD</td>
<td>[6,711]</td>
</tr>
<tr>
<td>7 Average path length from the root to leave</td>
<td>avgRL</td>
<td>[2,5]</td>
</tr>
<tr>
<td>8 Maximum path length from the root to the leave</td>
<td>maxRL</td>
<td>[4,11]</td>
</tr>
<tr>
<td>9 Average distance between the root and any split node</td>
<td>avgRSN</td>
<td>[1,5]</td>
</tr>
</tbody>
</table>

Figure 5.3: Graph parameters describing a B-cell lineage tree.

subclone. In the first phase of the GCR the founder subclone monoclonally expands to thousands of cells. Consequently, once SHM is initiated the founder subclone produces a large number of descendants, which leads to an exceptionally high root outgoing degree.

To avoid skewed results we consider the average outgoing degree of all split nodes except the root (avgOD) and the root outgoing degree (rootOD) separately. PTN, L, avgOD, and rootOD provide a measure for the “bushiness” of the tree which inversely correlates with the amount of selection pressure B-cell subclones experience. Decline of rootOD during affinity maturation as a result of competition between subclones is an indicator of the progression of the GCR. Also the average path length from root to leave (avgRL) and the maximum path length from root to leave (maxRL) represents the average and maximum number of mutations in single subclone. This parameter is influenced by the
mutation rate, initial affinity (lower affinity founder cells may acquire more mutations to obtain maximum possible affinity), and length of GCR reaction. Average distance between the root and any split node (avgRSN) indicates the progress of the GCR. While the GCR progresses, early low affinity root descendants are removed from the subclonal population as a result of the selection process and avgRSN is growing.

Lineage tree graph parameters were calculated for every day starting at day 10 and ending at day 21. Due to the nature of the differential equations the cell counts may become less than 1. In our model we allow subclones with cell counts < 1 to avoid too much interference with the simulation but remove a subclone (the corresponding set of equations) if cell counts are < 0.1. However, subclones with cell counts < 1 do not have a biological interpretation therefore we construct lineage trees for subclones with cell counts ≥ 1. Trees before day 10 only contained very few nodes and, therefore, were excluded from the analysis. To gain insight in the (change in) variability of the graph parameters we repeated simulations 14 times resulting in 14 lineage trees at every time point. We report the values of the graph parameters as boxplots where the boxes indicate the 25th and 75th percentile, the horizontal line in the box represents the median, the whiskers indicate the 5th and 95th percentiles and the crosses indicate outliers (defined by extreme studentized deviate test [157]).

Expanded subclones
Subclonal expansion was defined following Chapter 4. In brief, a histogram of CC cell counts \( c \) for all subclones at the end of the GCR is constructed to reflect their frequencies \( F(c) \). Next we define \( T \) as lowest count \( c \) for which \( F(c) = 0 \). We assumed that \( F(c ≥ T) = 0 \) for the underlying but unknown null distribution of unexpanded subclones. Consequently, we define all subclones with cell counts > \( T \) and \( F(T) ≥ 1 \) to be expanded. The expansion threshold \( T \) was estimated for each individual simulation at the end of the GCR.

5.3. Results
We first visualized lineage trees development at different time points during the GCR. Secondly, we analysed the tree graph parameters during the GCR. Finally, we analysed subclonal expansion and affinity in the context of a lineage tree.

Visualization of lineage tree development during the GCR
To visualize the lineage tree evolution during the GCR we selected a representative simulation and constructed lineage trees for days 10, 13, 17, and 21 (Figure 5.4). The length of these trees (maxPL) increases from 3 at day 10 to 6 at day 17.

Graph parameters N, L, PTN and IN
The median total number of subclones (N) stays relatively stable during the course of the GCR (Figure 5.5(A)) with a slight peak between days 12-14. This shows that subclonal diversity does not narrow to a single or few high affinity subclones that outcompete the other lower affinity subclones. The median total number of leaves (L) also stays relatively constant. Number of internal nodes (all nodes except the root and leaves) (IN) stays close to the number of pass through nodes (PTN) indicating that only a minor set of
Figure 5.4: Evolution of a lineage tree during the GCR. CC with cell counts ≤ 3 and their ancestors are shown. Four time points were selected from a single simulation to visualize the tree evolution. Every node represents a subclone. Each edge represents a single mutation.
nodes is able to produce more than 1 descendants (and thus are not considered PTN). The median number of PTN shows a maximum at 13 days indicating that at that stage during affinity maturation we have the largest percentage of non-diversifying subclones (Figure 5.5(B)). Graph parameter boxplots also show a variability of the trees during the GCR caused by the random process of SHM. For example, \( N \) shows that the tree size at the end of the GCR varies between approximately 700 and 1000 subclones Figure 5.5. One simulation resulted in an outlier corresponding a very small tree containing only 47 subclones.

**Graph parameters rootOD and avgOD**

The outgoing degrees provide a measure for the bushiness of the lineage tree. The root outgoing degree (rootOD) and the average outgoing degree (avgOD) are decreasing while the affinity maturation is progressing (Figure 5.6).

Both outgoing degrees decrease with ongoing GCR and, therefore, are correlated to some extent. However, it remains to be established how these graph parameters pro-
Figure 5.6: (A) The average outgoing degree (avgOD) and (B) root outgoing degree (rootOD).
Consequently, new mutations will decrease affinity and, therefore, the survival probability of this new subclone. The maximum number of mutations (maxRL) observed from the lineage tree is 11 and is in the same order of magnitude as the previously reported maximum number of mutations occurring during the GCR [133, 135]. Shahaf et al suggested association between maxRL and the selection threshold [104]. The average distance between root and any leave (avgRL) shows that the average number of mutations acquired by the subclones is about 5 at the end of the GCR. minRL (data not shown) is either 1, or 2 at the end of the GCR and therefore is not very informative. As expected, average distance between the root and any split node (avgRSN) is growing indicating the progress of the GCR.

Subclonal expansion and affinity in the context of lineage trees
Our simulations keeps track of the lineage tree but also of the abundance and affinity of all subclones at all time points during the GCR. This enables us to explore the dy
Chapter 5.4. Discussion

ics of subclonal expansion and affinity in the context of a lineage tree. We selected the same simulation as used for Figure 5.4. To create a representative but not overcrowded lineage tree we select all subclones with CC cell counts \( \geq 10 \) at the end of the GCR. Subsequently, we constructed the lineage tree from these subclones and their (unexpanded) ancestors and coloured each node according to their affinity and expansion (Figure 5.8). Effectively, this lineage tree corresponds to the tree shown in Figure 5.4 day 21 but with a sub-selection of subclones. However, because of the sub-selection criterion the resulted tree is smaller than on Figure 5.4 and is only maximum of 5 nodes long.

To identify expanded subclones we determined the threshold \( T \) to be 17 cells. Consequently, all subclones with \( > 17 \) cells are expanded. Only ten subclones reached the expansion level at the end of the GCR. In general we observe less expansion at lower levels of the lineage tree.

Most of the branches of the tree show subclones with increasing affinity. However, few branches represent subclones with decreasing affinity as result of a SHM. As expected, subclones with low affinity extinct or have low cell counts at the end of the GCR and higher affinity subclones show increased cell counts or have been determined as expanded.

5.4. Discussion

In the current work we used a previously developed mathematical model of affinity maturation to investigate the evolution of B-cell lineage trees during affinity maturation. The model tracks individual subclones and, consequently, enables the construction of B-cell lineage trees. \( \text{avgRL} \) and \( \text{maxRL} \) demonstrate that lineage trees become longer during GCR while at the same time the outgoing degrees (rootOD, avgOD) decrease. Consequently, the lineage trees evolve from bushy trees to longer pruned trees. The total number of terminal subclones (L) and total subclones (N) stays relatively constant, around
This is in contrast to trees reconstructed and analysed by Dunn-Walters [141], based on experimental data from Jacob [139], where the number of leaves decreases. This could be a shortcoming of our computational model that does not incorporate the GC shutdown. Another possibility is that the previous study was based on a limited experimental data compare to currently available high-throughput repertoire sequencing data, which demonstrate a higher number of nodes per tree. Use of repertoire sequencing experimental data might provide a more fair comparison with our simulation results. Our simulations also demonstrate that the stochastic process of SHM is responsible for a lineage trees that largely vary in size. In contrast, the range of the observed outgoing degrees becomes much smaller with proceeding affinity maturation.

We also explored subclone expansion and affinity maturation in the context of a B-cell lineage tree (Figure 5.8). The lineage tree included subclones that overcame competitors and reached relatively high cell counts at the end of the GCR. As expected, the tree demonstrate the advantage of high affinity subclones, particularly, high abundance or expansion is achieved by high affinity subclones. Noteworthy, the tree also illustrates that the affinity maturation is not necessarily a linear process and high affinity subclones may originate from not necessarily the highest affinity branch. That may be a result of SHM stochasticity, when a low affinity cell may potentially originate a high affinity subclone. Moreover, high cell counts of a subclone also do not guaranty the production of high affinity or highly expanded descendants. Further, high affinity subclones may not develop further but instead lose cell counts due to the high chance of lethal mutations.

For the best of our knowledge, such a representation of subclonal expansion and subclonal affinity in the context of a lineage tree was demonstrated for the first time. This is particularly important because information about subclonal affinity is virtually impossible to obtain from experimental data with current experimental technologies. First, the measurement of BCRs of all subclones at a specific time point during the GCR with repertoire sequencing [96, 158] would require microdissection of the GC and, consequently, would destroy the GC prohibiting further measurements. Alternatively, one could select different GCs at different time points as was done for a limited set of Ig sequences by Jacob [139] and Dunn-Walters [141] but this assumes a strong relationship and synchronicity between these GCs, which may not be true [98]. Furthermore, with current technologies it is impossible to measure the affinity of the BCR for the Ag for all subclones, which would also require that the Ag is known. To overcome the current experimental limitations in our work we successfully used a GCR model to obtain a graph representation of subclonal expansion with corresponding subclonal affinity in the context of a B-cell lineage tree.
Systems biology is a multi-disciplinary rapidly developing research field that focuses on complex (dynamic) non-linear interactions within biological systems such as biological networks. It generally involves a combination of wet-lab experiments and computational approaches. Experimental data is integrated in statistical or mathematical models to generate testable hypotheses, to predict the system’s behaviour, and to facilitate discovery and description of the system’s properties. A range of approaches towards the modelling of biological networks have been developed and according to Stelling and co-authors may be divided into three categories [159]. The first category involves methods based on interactions between network components only. These methods are often explorative and based on statistical approaches applied to genome-wide omics data such as discussed in Chapter 2 of this thesis. Examples include the construction of co-expression networks [160] and protein-protein interaction networks [161]. A second category consists of constrained based methods that aim to include information such as reaction stoichiometry and reaction reversibility. Flux Balance Analysis is an example from the second category [84]. We did not consider this type of modelling in our research. Finally, there are methods that include detailed interaction mechanisms, for example, ordinary differential equations (ODEs). ODEs are typically used to model the kinetics of metabolic networks [83] or cellular mechanisms such as discussed in Chapter 4 and 5 of this thesis. Interaction-based and constrained-based methods are static methods that do not require detailed parameters of the modeled network. In contrast, dynamic models such as represented by ODEs generally require such information to be applied successfully. Moreover, static models provide a qualitative description of the system dynamics in comparison to the quantitative results of ODEs. In our research we also considered network-based models (Petri nets) such as discussed in Chapter 3. These models can either be implemented as static models or as dynamic models.

All the modelling frameworks mentioned here can make use of prior biological knowledge either to define the model’s topology and parameters in knowledge-driven modelling approaches or to guide the modelling process in data-driven approaches by directly incorporating the prior knowledge in the modelling method. In our research we demonstrated several approaches to accomplish this.

### 6.1. Prior knowledge in statistical models

In chapter 2 we reviewed more than twenty high-throughput data analysis methods in transcriptomics and metabolomics that incorporating prior knowledge to restrict or guide the statistical modelling. We highlighted features and differences of the methods and the type of prior knowledge that was used. However, it is extremely difficult to compare different methods without a proper framework which would allow a fair compar-
ison and would further facilitate understanding of how prior knowledge influences the results. Such framework could be based on an appropriate synthetic datasets. For example, a prototype of such test framework can be based on the Dialogue on Reverse Engineering Assessment and Methods (DREAM) project. DREAM aims to provide a framework for a fair and rigorous testing of various gene network inference methods. DREAM suggests to infer a gene network from simulated gene expression data without sharing the details of the kinetic model that was used to generate the data [162]. Various error tests allow to measure a performance of every method and to show the difficulties faced by each of the applied methods. For example, if two genes are co-regulated by a single transcription factor their transcription levels correlate. This correlation may lead to a false prediction of an interaction between the two co-regulated nodes. Analysis of such network motifs helps to reveal systematic prediction errors of the tested methods. Further, based on the used synthetic network, prior knowledge may be generated, perhaps with variable percentage of missing or false positive gene interaction links. This would allow both to compare different methods that incorporate prior knowledge in network inference and to assess the added value of the prior knowledge in each method.

Despite that synthetic data certainly may offer a valuable basis for a validation framework, wet-lab experiments remain highly desirable. Few projects present an example of a possible experimental system where an artificial network has been constructed and incorporated into a cell. For example, a synthetic gene network in yeast as a part of a test framework for systems biology approaches has been presented by Cantone and co-authors [163]. Another example is a synthetic gene network integrated in human kidney cells by Kang and co-authors [164]. These examples present gene networks with known interactions and thus suitable to generate wet-lab experimental data for further use in a validation framework.

6.2. Prior knowledge to model genistein elimination pathway with Petri nets

Petri nets are used to study the dynamics of biological systems (for a review see [165]). Similar to ODEs, Petri nets provide a formal mathematical framework for the analysis of biological systems. Various extensions for Petri nets have been developed to qualitatively or quantitatively model networks. Basic (also referred as original or time-less) Petri nets require only the topological structure and stoichiometry of the studied network. While they provide some insight in possible dynamics the result of the analysis is qualitative [77, 166]. Further two examples are based on the assumption that kinetic parameters are less important than network topology and therefore topology based models are able to provide information about system dynamics, thus providing quantitative insights. A method of Ruths and co-workers uses this assumption to develop a strategy for non-parametric Petri net modeling and execution that uses token distribution and sampling to reproduce the dynamics of cellular signaling networks [81]. A method of Kuffner and co-workers is based on fuzzy logic and provides a very good estimation of gene regulatory networks from gene expression data in silico [19]. The authors argued that their Petri net extension provides a simpler discrete modelling system compared to more detailed ODEs. Examples of Petri nets that aim to quantitatively model networks comprise
Stochastic Petri nets [16], Time Petri Nets [17], and Hybrid Functional Petri Nets [18]. Similar to ODEs they require kinetic parameters of the system.

However, so far, it seems to be ignored that even in the absence of kinetic parameters Petri nets may directly be converted to differential equations if all the kinetic parameters can be obtained through parameter estimation procedures. Using the same prior knowledge, our Petri net of the genistein elimination pathway can also be modelled with ODEs:

\[
\begin{align*}
\frac{dG_{GL}}{dt} &= -(F1 + F7)G_{GL} + F11G_{L} \\
\frac{dG_{GE}}{dt} &= -(F2 + F30 + F31)G_{GE} + F1G_{GL} \\
\frac{dG_{L}}{dt} &= -(F3 + F11)G_{L} + F2G_{GE} + F6G_{VB} \\
\frac{dG_{A}}{dt} &= -F4G_{A} + F3G_{L} \\
\frac{dG_{O}}{dt} &= -(F5 + F8)G_{O} + F4G_{A} \\
\frac{dG_{V B}}{dt} &= -F6G_{VB} + F5G_{O} \\
\frac{dG_{GL}}{dt} &= -(F17 + F16)G_{GL} + F20G_{GL} \\
\frac{dG_{GE}}{dt} &= -F12G_{GE} + F16G_{GL} + F30G_{GE} \\
\frac{dG_{L}}{dt} &= -(F13 + F20)G_{L} + F12G_{GE} + F19G_{VB} \\
\frac{dG_{A}}{dt} &= -F14G_{A} + F13G_{L} \\
\frac{dG_{O}}{dt} &= -(F18 + F15)G_{O} + F14G_{A} \\
\frac{dG_{V B}}{dt} &= -F19G_{VB} + F15G_{O} \\
\frac{dS_{GL}}{dt} &= -(F25 + F26)S_{GL} + F29S_{L} \\
\frac{dS_{GE}}{dt} &= -F21S_{GE} + F31S_{GE} + F25S_{GL} \\
\frac{dS_{L}}{dt} &= -(F22 + F29)S_{L} + F12S_{GE} + F28S_{VB} \\
\frac{dS_{A}}{dt} &= -F23S_{A} + F22S_{L} \\
\frac{dS_{O}}{dt} &= -(F24 + F27)S_{O} + F23S_{A} \\
\frac{dS_{V B}}{dt} &= -F28S_{VB} + F24S_{O}
\end{align*}
\]
All parameters in this ODE model can then be estimated through parameter estimation based on experimental data as was done with the Petri net model (Chapter 3). Then the question is what would be the advantage of the Petri net model over the ODE based model? Also if both methods allow the dynamic analysis then what would be the difference between results of two methods? Additional work is required, which would compare genistein elimination Petri net and ODE based models. This work hopefully would lead to a grounded advice when to choose Petri nets over ODEs and vice versa in the situation of lack of the exact topology and kinetic parameters.

6.3. Prior knowledge to model B-cell affinity maturation with differential equations

The B-cell affinity maturation has been intensively studied for a few decades, however, its precise mechanism still remains to be elucidated. For modelling a Germinal Centre Reaction (GCR) in Chapter 4 and 5 the known details were not enough to set equations that would precisely describe the crucial B-cell selection mechanisms. For example, following cell division and somatic hypermutation, B-cells are programmed to undergo apoptosis unless they receive survival signals through interactions with the antigen and T follicular helper cells. These selection mechanisms impose competition between the B-cell subclones, which is assumed to be based on their relative BCR affinities. The precise mechanisms involved in B-cell competition is unknown. To avoid assumptions due to the lack of knowledge and to avoid an overly complex model, antigene and T follicular helper survival signals were modelled with a general sigmoidal function. This function converts relative B-cell affinities to a signal strength between 0 and 1. Despite this simplification, the model successfully generated valuable insights in B-cell affinity distribution after affinity maturation.

6.4. Databases as stores of prior knowledge

There are many sources of knowledge that may be used as prior knowledge in the analysis of biological data and systems. Perhaps the most widely used sources are expert domain knowledge and traditional (low-throughput) experiments that are very precise and reliable. However, knowledge from an expert can only be used in data analysis if we capture his knowledge in a computer accessible format, which is time consuming and requires significant effort for a stable collaboration and to ensure that the domain expert also benefits from such effort. A store of knowledge with easy access may facilitate collaboration with domain experts. Moreover, a database may help to structure knowledge from a large range of interdisciplinary studies, which otherwise would be too comprehensive and complex to be absorbed by one mind.

Several technologies have been suggested to support biological databases varying from saving data in a comma separated file to complex object-oriented databases [167, 168]. One of the most widely used technologies to store biological data is a relational database [169]. Some authors emphasize that relational databases provide a straightforward way to think about biological knowledge in the information way and allow to facilitate collaborations between experts and to cover large areas of knowledge.
Many relational biological databases with a variety of content, purpose, and technical characteristics have been created [171].

Recently, a new promising approach, i.e., the Resource Description Framework (RDF) technology has been suggested [172]. A large effort to standardize RDF has been taken by W3 community (https://w3.org/RDF/), which greatly facilitates the use of the technology. Moreover, RDF does not require a fixed list of biological entities and relations as is required by other standards. The format flexibility combined with the standardization effort makes it easier to create biological data stores, to share and integrate data among various fields and to promote database evaluation over time [173, 174]. As a result, this technology has been successfully applied in systems biology to create databases that facilitate the decision making procedure and experimental data analysis. Venkatesan and co-authors created the Gene eXpression Knowledge Base (GeXKB) - a database that contains integrated knowledge about gene expression regulation [175]. The flexibility of the technology allowed to integrate the database and experimental gene expression data to explore new potential candidates for regulatory network extensions. Willemsen and co-authors used the technology to create a comprehensive knowledge base which focuses on four key peroxisome pathways and several related genetic disorders in humans [176]. The authors particularly have focused on creating a general framework to construct biomedical knowledge bases from scattered resources and on its visualization aspects.

Our research would greatly benefit from a knowledge base containing details of genistein elimination pathway (Chapter 3) or B-cell maturation process (Chapter 4). Considering the capacity of knowledge bases to organize and share data, serve as an expert communication platform, and to facilitate knowledge visualisation, the creation of such a knowledge base may be advised as a first step in biological systems modelling.

6.5. Biomedical text mining as a source of prior knowledge

Without doubts, scholarly documents provide the biggest source of scientific knowledge: millions of scholarly documents are currently available from literature databases (e.g. PubMed) and other repositories [177]. Such huge amount of data makes the manual extraction of relevant information extremely time consuming. Text mining provides a solution to this problem. In general, this scientific field is called natural language processing (NLP). The main idea behind NLP is to define and recognize terms used in the domain of interest, to create a collection of these terms together with annotation describing their meaning, and to use this collection to analyse a large corpus of text looking for co-occurrence among terms identified in the text. Further, co-occurrence is used in various statistical tests to find relations among terms and consequently suggest a relation among corresponding biological entities. Text mining may be used as a stand alone tool to discover relationships among biological terms or to create biological databases for various purposes [178, 179, 180, 181]. Moreover, text mining has been used to create advanced search engines that aim to speed up and facilitate literature search for specific topics [182, 183]. Use of such search engines would greatly improve time spend on knowledge gathering during modelling process. Worthy to notice that biomedical sources used in text mining are not limited by scientific literature in biology, medicine, and chemistry. Information from medical internet communities and patient records also
contain valuable knowledge as well and some interesting applications already have been suggested (e.g., [184, 185, 186, 187]).
Chapter 7

Summary

Use of prior knowledge to plan experiments or to compare results with already known details has always been a crucial step in scientific research. Quick development of high-throughput experimental techniques and information technologies allows to evolve the use of prior knowledge even further. This work explored the use of prior knowledge as a basis for biological systems modelling and analysis. We discussed (1) the incorporation of prior knowledge in the analysis of high-throughput data in transcriptomics and metabolomics, and (2) the use of incomplete prior knowledge to build models of biological systems.

Chapter 2 reviews methods in transcriptomics and metabolomics that incorporate prior knowledge in the analysis of high throughput data. We specifically focused on a collection of methods that incorporated prior knowledge to estimate model parameters; we excluded methods that used prior knowledge to verify or validate the final results of a model or analysis. We divided the reviewed methods into three groups based on the underlying mathematical model: exploratory methods, supervised methods, and estimation of covariance matrices. By defining relationships among variables in high throughput data based on known a priori knowledge the reviewed methods reduce the solution space and/or focus the analysis on biological meaningful results. In this way the methods lead the analysis towards underlying biology. Despite this advantage, incorporation of prior knowledge into a model is not widely used. We concluded that the definition and acceptance of a common test framework to test methods incorporating prior knowledge and to test the prior knowledge influence on results is missing and urgently needed. The test framework would help to understand when and how to optimally apply prior knowledge in data analysis methods. Moreover, it should help to understand when prior knowledge is not correct or not appropriate for the analysed system.

Next, in Chapter 3 we used incomplete and scattered knowledge about the human genistein elimination pathway to build a Petri net model. Scattered knowledge in conjunction with the complicated nature of alternative genistein elimination routes hampers building and parameterization of quantitative models. For this reason, we suggested that the network structure alone might contain enough information to study the system dynamics. Using the Petri net model we showed that widely used metabolic profiles solely measured in venous blood were not sufficient to uniquely parameterize the model. Additional simulations based on the model suggested that gut epithelium metabolite profiles would allow to infer the relative contributions of concurrent elimination routes with higher accuracy, and to improve the reconstruction of concentration profiles of all metabolites in this pathway. Overall, we showed that a Petri net model based on scarce prior knowledge may be used to explore the pathway properties and to assist in the design of future experiments to complete missing knowledge.
In Chapter 4 we built an ODE model to determine the affinity distribution among B-cell populations measured with RNA repertoire sequencing during an immune response. While a lot is known about B-cell maturation, many important details remain to be elucidated. Particularly, while the lack of specific details about B cells, T cells, and antigen interactions prohibit the implementation of a precise model, these interactions determine which B-cells survive and, therefore, determine the affinities observed in the B-cell population. To overcome this lack of knowledge but also to avoid an overly complex model we suggested a simplification through a general sigmoidal function that imposes competition between B cells without the implementation of mechanistic details of B cells, T cells and antigen interactions. Despite this simplification, the model successfully generated valuable insights in the B-cell affinity distribution during affinity maturation. The result is intriguing because we show that expanded clones, widely used for further downstream analysis, might not be the highest affinity cells. We hope that this result will get experimental validation in the near future and will have impact in future clinical strategies for selection and characterization of B cells.

In Chapter 5 we used the ODE model of B-cell maturation to explore and visualize the evolution of B-cell lineage trees during affinity maturation. We followed changes in lineage tree parameters such as total number of nodes, node outgoing degrees and tree length, with progression of the immune response. Our simulations showed that lineage tree sizes largely varied while the range of the observed outgoing degrees became much smaller with proceeding affinity maturation. Moreover, our model allowed to investigate the B-cell affinity maturation in a novel way that is currently virtually impossible to obtain using experimental data. Particularly, the model allowed to simultaneously follow affinity changes and subclonal abundance (cell counts) in the context of B-cell lineage trees. It showed that the affinity maturation is not necessarily a linear process and high cell counts of a subclone do not guarantee the production of high affinity or highly expanded descendants. In general, the work in Chapters 4 and 5 expanded our understanding of the B-cell maturation.
Chapter 8
Samenvatting

Het gebruik van voorkennis om nieuwe experimenten te plannen of om resultaten te vergelijken met bekende details, is altijd al een cruciale stap geweest in wetenschappelijk onderzoek. De snelle ontwikkeling van "high-throughput" experimentele technieken en informatietechnologieën maken het mogelijk om het gebruik van voorkennis nog verder te laten groeien. Dit werk exploreert het gebruik van voorkennis als een basis voor het modelleren en analyseren van biologische systemen. We hebben laten zien (1) hoe voorkennis kan worden geïncorporeerd in de analyse van high-throughput data afkomstig van transcriptomics en metabolomics, en (2) hoe incomplete voorkennis kan worden gebruikt om modellen te bouwen om biologische systemen.

Hoofdstuk 2 geeft een overzicht van methoden die voorkennis incorporeren en die worden gebruikt voor de analyse van transcriptomics en metabolomics high-throughput data. We hebben ons specifiek gefocuseerd op methoden die voorkennis incorporeren om modelparameters te schatten; we hebben niet gekeken naar methoden die voorkennis gebruiken om eindresultaten van modellen of analyse te verifiëren of te valideren. We hebben de beschreven methoden op basis van het onderliggende mathematische model ingedeeld in drie groepen: explorerende methoden, gesuperviseerde methoden, en methoden voor de schatting van covariantie matrices.

Door relaties tussen variabelen die gemeten zijn met high-throughput technieken te definiëren op basis van *a priori* informatie, kunnen de beschreven methoden de oplossingsruimte reduceren en/of de analyse focussen op biologische relevante resultaten. Op deze manier kunnen deze methoden de analyse leiden naar de onderliggende biologie. Ondanks dit voordeel wordt voorkennis nog niet veel geïncorporeerd in data analyse methoden. We concluderen dat de definitie en acceptatie van een gemeenschappelijk raamwerk om deze klasse van methoden en hun resultaten te kunnen testen op dit moment ontbreekt maar wel hard nodig is. Zo’n test raamwerk kan ons helpen te begrijpen wanneer en hoe we optimaal gebruik kunnen maken van voorkennis in data-analyse methoden. Bovendien zou dit duidelijk moeten maken wanneer het gebruik van voorkennis niet geschikt of niet correct is voor het systeem dat wordt geanalyseerd.

In Hoofdstuk 3 hebben we gebruik gemaakt van incomplete en verdeelde kennis over de humane genistein eliminatie route om een Petri net model te bouwen. De verspreide kennis over en de complexiteit van alternatieve genistein eliminatie routes maken het moeilijk om een kwantitatief model te bouwen en te parameteriseren. Hierom hebben we gesuggereerd dat alleen het gebruik van de netwerkstructuur voldoende zou kunnen zijn om de dynamica van dit systeem te bestuderen. Door gebruik te maken van het Petri net model hebben we laten zien dat de veelgebruikte metabolietprofielen gemeten in aderlijk bloed niet voldoende zijn om het model uniek te parameteriseren. Verdere simulaties gebaseerd op dit model suggereren dat metabolietprofielen gemeten in dar-
mepitheelcellen het mogelijk zouden maken om de relatieve bijdragen van de parallelle eliminatieroutes met meer nauwkeurigheid in kaart te brengen, en om de concentratieprofielen van alle metabolieten in dit netwerk beter te kunnen reconstrueren. In het algemeen hebben we laten zien dat Petri net modellen gebaseerd op beperkte voorkennis kunnen worden gebruikt om netwerk eigenschappen in kaart te brengen en om te assisteren bij het opzetten van toekomstige experimenten om ontbrekende informatie aan te vullen.

In Hoofdstuk 4 presenteren we een ODE model dat kan helpen om de affiniteitsdistributie te bepalen van een populatie van B cellen die gemeten zijn met RNA repertoire sequensen tijdens een immuunrespons. Ondanks dat er veel bekend is over B-cel rijping zijn er veel details nog onduidelijk. In het bijzonder zijn nog veel details onbekend over de interactie tussen B cellen, T cellen, en de het antigen zodat een precies model nog niet kan worden geconstrueerd. Om dit gebrek aan kennis te omzeilen en om te voorkomen dat we een te complex model krijgen, hebben we voorgesteld om een algemene sigmoïde functie te gebruiken om competitie tussen B cellen te modelleren zonder de mechanistische details te implementeren. Ondanks deze simplificatie is het model succesvol gebleken in het genereren van waardevolle inzichten in de distributie van affiniteiten tijdens affiniteitsrijping. Het resultaat is intrigerend omdat we laten zien dat geëxpandeerde klonen, die gebruikt worden voor verdere analyse, niet per se de hoogste affiniteit hebben. We hopen dat dit resultaat in de toekomst experimenteel kan worden gevalideerd en een impact zal hebben op klinische strategieën voor de selectie en karakterisatie van B cellen.

In Hoofdstuk 5 hebben we gebruik gemaakt van het ODE model van affiniteitsrijping om de evolutie van B-cel “lineage trees” te exploreren en te visualiseren tijdens affiniteitsrijping. We hebben veranderingen in de parameters (zoals totaal aantal knopen, uitgaande graad van de knopen, en de boomlengte) van de lineage tree gevolgd tijdens de voortgang van de immuunrespons. Onze simulaties hebben laten zien dat de grootte van de lineage trees sterk varieerden terwijl het bereik van de uitgaande graden kleiner werd naarmate de affiniteitsrijping vorderde. Ons model maakte het ook mogelijk om B-cel affiniteitsrijping op een manier te onderzoeken die op dit moment nog niet mogelijk is met experimentele data. In het bijzonder maakte ons model het mogelijk om simultaan veranderingen in affiniteiten en sub-klonale abundantie (celaantallen) te volgen in de context van B-cel lineage trees. Dit liet zien dat affiniteitsrijping niet noodzakelijk een lineair proces is en dat hoge celaantallen van een sub-kloon niet de productie van hoge affiniteit of hoge abundante nakomelingen garandeert. In het algemeen draagt het werk in de Hoofdstukken 4 en 5 bij aan een verder begrip van B-cel affiniteitsrijping.
References


